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COMPARISON OF THEORETICAL AND MEASURED BRIGHTNESS TEMPERATURE OF A SOYBEAN CANOPY

A.]I. Lang , D.M. Le Vine 0. Yazicl T. Jackson
P. O'Neill, S. Saatchi George Washington University US Department of Agriculture

NASA Goddard Space Flight Center Washington, D.C. 20052 USA Beltsville, MD 20705 USA
Greenbelt, MD 20771 USA

ABSTRACT active problem of computing all the scattered energy
from the canopy surface.

Research is being performed to develop a model The plane wave energy scattered from the canopy
for the brightness temperature of a canopy which is surface consists of a specularly reflected portion
based on the physical characteristics of the from the underlying ground which is attenuated by the
vegetation. This is done by employing the Peake model canopy and a portion arising from scattering by the
to relate the scattering coefficient of the vegetation
to its radiometric brightness temperature and then by
using a discrete scattering model to compute the
scattering coefficient. A distorted Born approximation
is used to provide a tractable solution to the
scattering problem.

In order to verify the theory, a comparison has air
been made with experiments. The measurements were _

performed at the USDA Agricultural Research Center Inc' 2
Beltsville, Maryland in early September, 1987.
Radlometric measurements of brightness temperature vegetation
were made at L-and C-band over a crop of mature x .. x,
soybeans along with ground truth measurements. All
model input parameters were measured; there were no ground
"free" parameters to adjust in order to obtain
agreement with the measurements.

Results showed that agreement between theory and Fig. 1. Soybean canopy model

measurements was reasonable for horizontal
polarization at both L- and C-bands with dry :aves. The mean or average wave solution in the
underlying soil. Vertically polarized measurements canopy region is used to compute the specular portion
also matched theory at C-band; however, the L-band while the hemispherical surface Integral over the
theory did not track the data closely. bistatic scattering coefficients gives the

contribution due to scattering from the leaves. Here
Key words: brightness temperature, microwave,vegetation the distorted Born approximation is used to computethe bistatic scattering coefficients.

The topic of emission from vegetation canopies
INTRODUCTION has been treated by many previous researchers in the

context of remote sensing of soil moisture in the
In this paper microwave thermal emission from a presence of a vegetation cover. Basharinov and Shutko,

soybean canopy is modeled by a layer of discrete 119753 and Kirdiashev et al. [19791 treated the
scatterers over a flat lossy ground. Leaves in the vegetation as an absorptive layer using the assumption
canopy are represented by thin lossy dielectric discs that the scatterers have a low albedo. This model has
which have random orientation statistics while stems been used by Jackson et al, (19821 to compare
are neglected. The brightness temperature is computed measured and model results. Their model parameters
by using the relationship between passive and active were roughly estimated using ground truth data. This
problems [Peake, 1951,Tsang et al, 19821. same model has been used by Ulaby et al, 119841 to

The active problem considered is that of a unit match data from a vegetation covered field with
magnitude plane wave incident on the canopy. The screens placed between the rows to isolate surface and
method makes use of the fact that the plane wave vegetation scattering effects. Mo et al, (19823
energy absorbed by the canopy is equal to the emission modeled the canopy by solving the scalar transport
from the canopy at the angle of plane wave incidence equations under the assumption that the scatterers had
under conditions of thermodynamic equilibrium. Using peaked scattering patterns in the forward scattering
energy conservation the absorbed energy Is directly direction. This theory had reasonable agreement with
related to the energy scattered from the canopy experiment but has a number of free parameters that
surface. Thus the passive problem is reduced to the can be adjusted. Other transport theory solutions of
I - On sabbatical leave from The George lashlngton Onlv. the continuous or discrete type have been made by Wang
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et al [19841, Eom and Fung, (19851 and Tsang et al, coefficient are directly related.

[19851. However, In all cases the ground truth To calculate the scattering albedo, the amount of

irformation has never completely specified all the power scattered into the upper half space must be

model parameters thus leaving certain parameters free computed when a plane wave of unit power density is

to adjust within certain limits. Other references are incident upon the vegetation layer. This scattered

contained in a review by Schmugge et al, 119861. power consists of two parts; the specular and the

In the following section the details of the diffuse components. The specular component arises from

passive model will be specified and related to the
corresponding active problem. The solution to the

active problem will be given, thus completing the
model description. In the next section the experiment

will be discussed including a summary of the ground
truth data collection and analysis. In the final

section, a comparison between the calculated results

and the measured data will be made. Top of cauiopy

Model Formulation

A mature soybean canopy of thickness d is modeled

by a layer of lossy dielectric discs having random Fig. 2. Canopy specular and diffuse radiation

position and orientation statistics. It is assumed

that the discs are uniformly distributed in the the incident wave being reflected from the underlying

azliuthal coordinate and that they are randomly placed ground. It Is attenuated as It passes through the

throughout the layer.The ground under the vegetation vegetation due to the lossy nature of dielectric

is represented by a lossy dielectric half space(Fig. discs. The diffuse component results from waves that

1). Thus rough surface effects and effects due to are scatf ad by the discs. This scattering results In

an open canopy structure are not treated by this model, waves exiting the layer into the air region In all

byot ts upossible directions.
The emission from the vegetation and underlying Quantitatively, the scattering albedo is broken

ground is observed by a radiometer whose look up into two components:

direction makes an angle 01 with the normal to the

layer as is shown In Fig. 1. It Is assumed that the W (0 ) = W1 (0 3 + W dfq( (4)

canopy, air and ground are all at temperature T and q

thus are in thermodynamic equilibrium. The brightness where W is the specular component and W is the

temperature T q, where q is the polarization of the spq dfq
diffuse component. The specular component of the

received energy, can be normalized to the physical albedo is equal to the reflectivity , r , of the

temperature of the layer by introducing the Sq

emissivity, e , as follows: vegetation layer. By using the expression for the mean
q wave (see Lang and Saleh, 19851 the surface
T = eq T, q = h,v (1) reflectivity can be directly relatod to the

reflectivity ,r gq, of the ground and the attenuation

Here h and v stand for horizontal and vertical of the vegetation. The expression is:

polarization. As defined here the emissl'Ity is

associated with the upper surface of the canopy. w - r - r e-2a q (5)
Although the emissivity can be computed using spq sq 9q

transport theory, it is instructive to employ the
Peake, (19511 method relating active and passive where a q is the extinction coefficient for

problems. Consider the analogous active problem having polarization q,

a plane wave of polarization q incident upon a

vegetation layer at an angle 0 with respect to the : = patq secO , (6)

layer normal. If the plane wave has unit power
density, then that portion of the power over a unit is total

area absorbed by the layer and underlying ground Is p is the density of scatterers and at t

called the absorption coefficient, a,(O,). For bodies scattering cross section of a disc tiveraged over

n torientation. The factor of 2 in the exponent of (5)
in thermodynamic equ'librium, the power absorbed by a indicates that the wave Is attenuated both going into
surface must be equal to the power emitted from It. It the layer and coming out of the layer.

follows that The diffuse component of the albedo can be

obtained [see Peake, 19511 hy integrating over the

aq(Oi) = eq(O I) 12) bistatic scattering coefficients as follows:

If the absorptibn coefficient for the active I
problem can be determined, then the enssivity for the = - dp(a 0 + a )coso (7)
passive problem will be known. The calculation of the drq S 0qJ +(7

Itto e scattering albedoW, oHere a'O (o,i) Is the bistatic scattering coefficient

surface. By using conservation of energy, one can pq

readily show that for the vegetation layer where the incident wave has

direction I and polarization q while the scattered

a (0,) = 1 - W (0) (3) wave has direction o and polarization p. From (7), it
q qiIs seen that both like and cross polarized components

are integrated over an upward facing hemisphere

and thus the scattering albedo and absorption (Fig. 2).
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The distorted Born approximation [see Lang, 1981) Beltsville Agricultural Research Center. The data
can be used to obtain approximate expressions for the collected have been used to see how the measurements
bistatic scattering coefficients which should be valid compare with the results obtained from the model
for L- and C-band frequencies. The distorted Born discussed in the previous section. The setup includes
results divide naturally Into three physically L-band (1.4 GHZ, 21 cm) and C-band (5.0 GIIZ, 6 cm)
distinct contributions: a direct or volume scatter truck mounted radiometer systems. Brightness
term, 0.0 1 a direct-reflected or interference term, temperatures for both horizontal and vertical

and f y fpolarizations for Incident angles from 100 to 60
° 
In(ro and finally a reflected term, 0 0o In equationo

pdr pqr" 10 steps have been measured. The nominal height of
format this becomes: the radiometer from the canopy surface is 6 m which

0 0 0 (8 provides a footprint of almost 1.5 I in diameter.
0o = 0 ' + 0 + o (8) Past attempts to compare measurements with theory
p qd qd' r .have ignored the structural properties of the canopy,

and free parameters have been used in the models in
The last term is usually neglgible unless the order to fit the measured data. In this paper,

reflectivity of the underlying surface is close o I however, ground truth data has been used to set all

which is not generally the case for soil. As a result, he grun th de e.

this term will be neglected. Following a procedure the parameters In the model.
similar to that found in Lang and Sidhu The data has been taken over a canopy of mature

soybeans. The soybeans are planted in a uniform[1983],expressions for the direct and direct-reflected fashion to avoid the row structure effects. This has

components can be found by integrating over all single resulted in soybeans with leaves which are almost

scattering contributions of particles embedded In an u l ted in th e zmu h a e at
equialet dsc ediu. Te drec conribtio Is uniformly distributed In the azimuth angle. The data

equivalent disc medium. The direct contribution is includes orientation and size distributions of leaves,
given by: volume density of leaves, canopy height and the

I - e- (O + a )d dielectric constant of leaves and the underlying

.0 = T q soil. Several small regions in the field have been
pqd pcpq a + a chosen for collecting ground truth data in order to

P q have a representative sample. The orientation and

where a is the attenuation coefficient for incident size distributions are depicted in Figures 3 and 4.
q

polarization q as given by (6) and a is the
P VEAN *286

attenuation coefficient for the scattered wave of SO .2)D
polarization p. Here (6) again car, be used wit' q OF DATA PIS. 47
replaced by p and 0 replaced by 0.

The direct-reflected contribution is found to be:

-Ox -a ) d
0.~ -1- p q .

0, z C r. (10)pqdr pqdr sq - aP q a-

-(5 -O )d I- 0 p q -1l

pqdr ,p a -: ap q

where r and r are the canopy surface reflectivity

for incident and scattered directions. It is given INCLINATION ANGLE (DEG,
explicitly for the incident direction by (5). In
equations (9) and (10) the scattering cross sections Fig. 3 Soybean leaf inclination angle distribution
a, , drand -d are given in terms of 4n times the

pqd Iqdr pqdr
average absolute value of the scattering amplitude
squared at the appropriate incident and scattering k .29
angles. D .0

As mentioned previously, the leaves in the canopy 4 ,OFDATAPT.411

have been modeled by thin dielectric discs having
average radius a and thickness T. These parameters are
measured in the field along with the leaf dielectric
constant c . By employing a quasi-static approximation

r
which is valid when the leaf in thin compared to a
wavelength, simple expressions for the bistatic
scattering amplitude of the leaf can be obtained. The
attenuation coefficients and scattering cross sections

appearing in (b), (9) and (10J) can De computed oy
taking the appropriate orientation average over the
scattering amplitude. An expression for the scattering
amplitude for a disc is given In Le Vine et al s1985).

MEASUREMENTS RADIUS ,C.4

A series of measurements has been conducted in Fig. 4. Soybean leaf radius distribution
early September 1987 at a test site at the USDA



403

The orientation of the leaf is defined by Inclination
and azimuth angles. The mean inclination angle is 29*
degrees which Is the angle between the normal to the
leaf surface and normal to the ground surface. This
means that leaves are mostly parallel to the ground *.vi,.,0o1

and slightly pointing upward. The azimuth angle which . ,
Is measured with respect to a reference direction In R . S.*=,.

the canopy Is considered uniform. In calculating the .... ., ,4.
radius distribution, the area of a leaf has been used
to obtain the radius of an equivalent circular disc.
Other measured quantities used in the model are as
follows:

a = 2.9 cm - average disc radius
T = 0.2 mm - disc thickness ,

d = 0.8 m - height of canopy

p = 2050 / m - density of leaves 2

The plants, in their mature state, cover the 0 t0 20 30 40 50 (10 7o
canopy without leaving large area3 of open Pround. AMA L X,
The average density of plants is 11.0 plants/m and

the leaf area index (LAI) has been calculated to be Fig. S. Measured and calculated brightness
4.85. temperatures at 1.4 GIIZ

The dielectric constant of the underlying soil

has been measured by a portable dielectric probe at
L-band. The same probe has been used to obtain the
dielectric constant of a stack of leaves. The
Instrument has the capability of giving average values , ,o
of many sample readings. These values have been used P", .
In conjunction with the curves In Hallikainen et al, , *4

11985] and Ulaby et al, (1987] to obtain the
volumetric moisture and consequently the dielectric
constants at C-band. It has been found that the
underly1ng soi? has a volumetric moisture of about

0.05 cm .cm and for such a dry soil the changes in
the real and imaginary parts of the dJelectric
constant are negligible. In the leaf case however,
the dielectric constant changes from 23 + 16 at L-band 2
to 18 +i5 at C-band.

RESULTS _

0 1) 0 20 30 44) W 1'0 70 00

The horizontal and vertical brightness AAt ¢tAt x4*,
temperatures versus Incident angle are depicted in
Figs. S and 6. In each figure the experimental and Fig. 6. Measured and calculated brightness
theoretical values are compared. The theoretical temperatures at 5 GHZ
results are obtained by directly inserting the ground
truth data in the model. The figures show that for
both L-band and C-band the theoretical and the canopy dominates. AT C-band (Fig. 8), the direct
experimental values are in reasonable agreement. It scattering becomes important and has a contribution of
is observed that there Is a maximum difference of almost 10 K

0
. The direct reflected term, however, Is

approximately 3 K° between measurement and theory in not important at either frequency because of the low
the C-band horizontal case and they both have the same reflectivity of the ground. This result Indicates that
trend. In the vertical case however, the difference at L-band the scattering from the vegetation Is
becomes larger, up to 7 K, at higher angles. This is negligible and the brightness temperature measured by
due to the brewster angle effect in the theoretical the radiometer is mainly the emission from the ground.
result which appears in a slightly upward trend As the frequency increases the effect of the
whereas, the measurement stays flat (Fig. 6). This scattering from the layer becomes important.
effect w.%ich is more noticeable at L-band (Fig. 5), up It Is important to mention that our result shows
to 15 K , might be related to the status of the the same radiometric behavior of vegetation layers as
radiometer system and the measurement techniques. predicted by the empirical model suggested by
These effects are still under investigation. Kirdiashev et al, [1979]. In their model the

In Figs. 7 and 8, the theoretical result for emissivity of the soil Is multiplied by the
horizontally polarized brightness temperature has been attenuation function of the canopy. In the model
decomposed Into the various scattering contributions. described in this paper if one Includes only the
There are five curves in each figure and they specular return in equation (4) and substitutes (5)
correspond to TDel , cci~nm I~ i to (3) and thenr (2), th cc 4  to th
space result, TB , half space result attenuated by following form at L-band:

the layer, TBd' direct scatterng term Included, and

TBsddr direct-reflected term Included. It is seen e q e e q q =h,v

that at L-band the effects of the sca'tering terms are
minimal and the spectral return which icludes the
reflection from the soil and the attenuation through where r = o d and e = I - r are the opticalq q ~ gq gq
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depth and the emissivity of the ground respectively. 6. Kirdlashev K P, Chukhlantsev A A & Shutko A M,
Note that the attenuation function, which has been "Microwave Radiation of the Earth's Surface in the
found empirically in Kirdlashev et al, (1979); can be presence of vegetation cover," Radio Eng.
related to the various structural properties of the Electron. 24, 256-264, 1979.
canopy in our model. This analysis shows that as the 7. Lang R H, "Electromagnetic Scattering from a
frequency increases and the effect of the scattering Sparse Distribution of Lossy Dielectric
becomes important, the absorptive model becomes less Scatterers," Radio Science 16, 15-30, 1981.
valid. 8. Lang R H & Sidhu J S, "Electromagnetic Scattering

from a Layer of Vegetation: A Discrete Approach,"
IEEE GE-21, 62-71, 1983.

9. Lar H & Saleh H, "A Microwave Inversion of Leaf
Ar, and Inclination Angle Distributions from
Backscattered Data," IEEE GE-23, 685-694, 1985.

, 10. Le Vine D M, Schneider A, Lang R H & Carter H G,
7 "Scattering from Thin Dielectric Disks," IEEE

AP-33, 1410-1413, 1985.
..40 11. Mo T, Choudhury B J, Schmugge T J, Wang J R &

o9 Jackson T J, "A Model for Microwave Emission from
Vegetation-Covered Fields," J. Geophys. Res.

287(C13), 11229-11237, 1982.
12. Peake W H, "Interaction of Electromagnetic Waves

with Some Natural Surfaces," IRE Trans. Antenna
2 - *Prog. 7, S324-S329, 1951.

- "13. Schmugge T J, O'Neill P E & Wang J R, "Passive
- ~" Microwave Soil Moisture Research," IEEE GE-24,
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Microwave Remote Sensing, John Wiley & Sons, New
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Ku-Band Polarization Characteristics
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ABSTRACT 2. The Ku-band Polarimeter
The CCRS ground-based transceivers are frequency

modulated (FM), continuous wave (CW) radars, which
A FM-CW Ku-band ground based scatterometer has transmit either horizontal (H) or Vertical (V) linear

been modified into a full polarimeter for experimental polarization states and receive both H and V linear
measurement of crop and soil polarization characteristics, states. The received H and V RF signals are mixed with
This paper describes the polarimeter data collected from the transmitted RF signal to produce sum and difference
(. ,e test plot of wheat and one of canola during the 1987 frequencies. The latter IF signal at audio frequencies, is
Ground Microwave Operations Experimen. in Saskatoon. sent to a 5% 22 kHz bandpass filter to pass only the
The processing of this data into polarization state power collected from approximately ±2.5% of the selected
measurements is discussed and a graphical presenta.tion is range (the range cell size). The actual range is set by
made of the polarization ellipse parameters (the adjusting the slope of the triangle wave used for FM
orientation angle (o) and the ellipticity angle (X)), and modulation, which will create a difference frequency of 22
the polarization ratio (m). Significant variations in the kHz for targets at that range. This basic FM radar
polarization ratio as a function incidence angle, day hardware is illustrated in outlined (left half) of Fig. 1.
number, and transmit polarization indicate that the plant
material unpolarizes the backscattered Ku-Band radiation. This basic scatterometer is converted into a polarimeter
There are no consistent variations in either of the ellipse using the intensity method as outlined by Sofko 13] and
angles, which suggests that there is no consistent later Poettcker 14]. The IF H and V signals, prior to
depolarization cf the backscattered radiation. The canola power detection are the input to audio frequency
exhibits similar unpolarization signatures for both summing networks, which generate outputs proportional
transmit polarizations, while the wheat exhibits a to other sele. ted intensities, as measured by different
significant unpolarization signature for only the vertical antennas. As derived by Born and Wolf 15], the Stokes
transmit polarization. From these results, inferences are parameters (8o, 81, 82, and Y3) can be expressed as the
drawn about the scattering processes for wheat, and sum or difference of selected elliptical intensities (H -
canola. horizontal linear, V - vertical linear, X - linear at 45

degrees to H, V - linear at 135 degrees to H, R - right

1. Introduction circular, and L - left circular), where X and Y are the

Most recently, microwave remote sensing studies have sum and difference of H and V IF signals, and R and L

focused on measuring the complete polarization state of are the sum and difference of the H and the V (with a

the backscattered radiation from an active source. For r/2 delay) IF signals. The original H and V and the

example Van Zyl, Zebker, Evans et al. 11, 2] have four new intensity signals are input to linear power

processed SAR data ,collected using the JPL/NASA air- detectors which produce output voltages proportional to

borne SAR, into polarimetric scattering measurements to the root of the input power. Note that the summing

determine the backscatter properties of different terrain process results in intensity measurements which are a

types and the variation in backscatter propeties as a factor of VI larger than the original H and V channels,
function of the transmitted ellipticlaly polarized state. as reflected in equations 1 to 4 where the Stokes
Based upon previous VHF radar polarimetry i3] at the parameters are calculated frui th Ilutantks. The right,

University of Saskatchewan (U of S), the Ground side of Fig. 1 illustrates the added summing networks
Microwave Operations group (GMO) have converted the and the resulting four new intensity measurements.
Ku-band transceiver of the Canadian Centre for Remote 1 X 2 12 (3
Sensing (CCRS) multi-band ground based scatterometer s 0 =H' + V2 y2 2  2 Y ()
into a full polarimeter 14] in order to study the
polarization characteristics of crops and soils. =. - H 2 _ V2  (2) 1 2 2  (4)

=22 -2
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i'o, -- 4,= + Ox - + OR -iL (
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V H X Y Al These estimated intensities are used to calculate the

Figure 1: Polarimeter Functional Block Diagram average polarization state parameters:

3. The 1987 GMO Experiment
In the 1987 GNIO Experiment data was gathered from * the average Stokes parameters as outlined in

34 one acre test fields of wheat, durham wheat, barley, equations 1 through 4;
canola and fallow. For this paper test plots #13 (hard
red spring wheat) and #73 (canola) are selected for * or the average polarization ratio n, the
analysis. The experimental program was designed to average orientation angle (0), and the average

obberve each test plot at least twice each week through ellipticity angle (X).
the growing season, where each coservation produces a
set of polarimeter measurements at ten incidence angles The estimated average ellipse angles and polarization ratio

(10, 15, 20, 25, 30, 35, 40, 50, 60, and 70 degrees), at are calculated as in equations 6 through 9.

three row aspect angles (0, 45, and 90 degrees), at two
transmitter polarizations (H,V) and at three range cells 5. The Polarization Characteristics of
(5% of range centered at 95% of the desired range [cell Wheat and Canola
1], at 100% of the desired range [cell 2], and at 105% of For analysis, the received polarization state is compared
the desired range [cell 31). The raw polarimeter with the transmitted state. Any changes in the
measurements consist of 1, 2, or 3 sets of ten trials polarization state, as shown by changes in m, !,, and x,
(depending upon the number of independent samples per are attributed to the target media. Two general
measurement as determined from crop height and categories of polarization effects are:
incidence angle) of the 6 measured linear power detector
output voltages, which are proportional to the rot of the 1.depolarization: the transfer of power from the
received power. The six measurements consist of three elliptically polarized transmit state to
orthogonal intensity pairs: 1) H and V designate another elliptical state, as identified by a
horizontal and vertical linearly polarn.-d intensities, 2) X change in 0 and X;
and Y designate linearly polarized intensities oriented at
45 ' and 135 * with respect to horizontal, and 3) R and 2.unpolarization: the transfer of power from the
L designate the right and left circularly polarized elliptically polarized transmit state to
intensities. the unpolarized state, as denoted by a

decrease in m or an increase in the
unpolarized intensity, IU.

4. Data Processing and Calculation
The calculated polarization parameters are displayed in

The means and standard deviations of the measured two formats:

voltages squared (ca," trial squared, then statistics
calculated) represent .ne average intensity and the * A) the parameter with error bars as a function
statistical error for each of the six intensity channels. As of incidence angle (Fig. 2 for wheat and Fig.

i 3 for canola);
an example the mean intensity of H. IH, is calculated as

N, 9 13) the parameter on the Z axis of a 3

1N (H,) 2  dimensional plot with time (in day number

fit= Z -_ 111)  ' (5) through the growing season) on the X axis and
, . with incidence angle on the Y axis (Fig. 4 for

wheat and Fig. 5 for canola).

The 2-D -plots of m establish that significant decreases of
the polarization ratio (or increases in the unpolarized
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power component) occur in all crops as a function of at the horizontal transmit state is that the vertical stems
incidence angle, transmit polarization and time. The 2-D of the wheat absorb a much larger portion of the
plots of ¢ and X determine that both the orientation polarized component at V than at H. The polarization
angle and ellipticity angles do not vary significantly form ratio will decrease as a function of absorption. If the
the transmitted polarization angles, which indicates that absolute magnitude of the unpolarized components at
there is no consistent depolarization occurring due to the both transmit V and H are the same then the
crops. The 3-D plots display more data on one plot for polarization ratio at V will be lower than at H.
qualitative evaluation of the time/incidence angle
polarization signatures for the different crops. Based on
a review of Fig. 4 and Fig. 5 (for wheat and canola
respectively), the most important observation is that
significant unpolarization signature occurs only at vertical 6. Conclusions
transmit polarization for wheat, while a different (and In summary, it is clear that the measurement of the
significant) unpolarization signature occurs at both polarization characteristics of wheat and canola crop
transmit polarizations for canola. canopies is useful in developing a better understanding of

the scattering properties of canopies in general. The crop

From these observations, some general conclusions about canopies tend to unpolarize incident Ku-band elliptically

the scattering properties of crop canopies are. polarized radiation with distinct time - incidence angle
signatures. Furthermore, the unpolarization process is

" crop canopies unpolarize the incident Ku-bar.d dependent upon the geometry of the crops, where a
radiation, as a function of time or development vertically oriented crop, such as wheat, exhibits much
of the crop; larger unpolarization at transmit V than at H and where

a more randomly oriented crop, such as canola, exhibits

" crop canopies do not show any consistent similar unpolarization characteristics for both transmit
depolarization characteristics polarizations. These results also suggest that the

polarization ratio is negatively correlated (or the

" crop canopy geometry affects the sensitivity of unpolarized power is positively correlated) with the

the scattering process with respect to transmit canopy loss factor and volumetric water content.

polarization state orientation.

Previous studies by Le Toan et. al. 161 suggest that the
io. factor for a medium is correlated with the volumetric
water content of the canopy, and further that the loss References
factor for wheat is much larger for vertical transmit
polarization than for horizontal transmit polarization. 1. Van Zyl, Jakob J., Zebker, Howard A., Elachi,

The loss factor for wheat also shows the same trend as Charles, "Imaging Radar Polarization Signatures:

the polarization ratio, or the unpolarized power content Theory and Observation", Radio Science, Vol. 22,

for wheat, indicating that the two parameters may be No. 4, , July-Aug 1987, pp. 529-543.

correlated. Ulaby 171 also indicates that the loss factor 2. Evans, Diane L., Farr, Tom G.,Van Zyl, Jakob J.,
(attenuation) for soybeans measured and theoretical Zebker, Howard A., "Radar Polarimetry: Analysis
(calculated from the volumetric water content of the Tools and Applications", IEEE Transactions on
stems and heads) are well correlated. The polarization Gcosciences and Remote Sensing, Vol. GE-26, No.
ratio signatures for wheat and canola show similar trends 6, November 1988, pp. 774-789.
to those given by Ulaby(page 2114, Vol III, [71) for
soybeans as a function of time or crop development; as 3. Sofko, G. .. , Kavadas, A., "Polarization of Auroral
the crop grows 'he canopy moisture content increases and Backscatter at 42 MHz.", Journal of Geophysical
the polarization ratio decreases, but when the crop starts Research, Vol. 76, 1971, pp. 1778-92.
to mature and dry out, the polarization ratio increases
back to approximately 1.0. 4. Poettcker, M. P., "A K-Band Microwave

Polarimeter", Master's thesis, University of

Another important conclusion drawn from these results Saskatchewan, 1987.

is that because the primary polarization characteristic of 5. Born, M., and Wolf, E., Principles of Optics,

canopies is unpolarization, standard cross polarization Pergamon Press, 1970.
measurements a~f or o°VH are primarily due to

6. Le Toan, T., Lopes, A., Huet, M., "On the
backscattered unpolarized power. These measurements Realationships Between Radar Backscattering
are proportional to (1/2)I U. the unpolarized power Coeffecient and Vegetation Canopy Characteristics",
content of the channel, since there is only a small and Proee.d;,,ng of IGARRSR l Simpnsium, Vol. ESA
inconsistcnt depolarization of co-polar power into cross SP-215, August 1984, pp. 155-160.
polar power. Using the same line of reasoning the co-
polar measurements O,1t, or o°,, consist of both a 7. Ulaby, F.T., Moore, R.K. and Fung, A.K.,

polarized and an unpolarized component, Iv = 1pot+ lU. Microwave Remote Sensing, Active and Passive,

Given the transmit polarization sensitivity results for Addison-Wesley Publishing Company, Vol. 1,2 and
wheat established by Le Toan et. al., an explanation for 3, 1981, 1982, and 1986.
the unpolarization effect observed at the vertical but not
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Abstract

Classifying crop fields Is one of interesting objectives In

developi ng remote microwave sensing techniques.

A backscatter experiment of a burdock field by an X-band FM-CW

radar was carried out In order to obtain basic data for this

study. That is, the radar was moved 2.3 in at the constant speed

of about 7 cm/s In the direction perpendicular to the rJdge line

with the beam direction parallel to the ridge line at the antenna

hoiqhts of 3.5 in and 2.0 a above the top of canopy level at the

Incident angles of 45 degrees and 60 degrees, respectively.

As a result, the ridge interval In the field and the leaf slze

could be detected by the analysis of the backscattered power

fading, e. g., deriving the auto-correJatlon function. The

detection of these sizes could be also found to depend on the

Incident angle. Moreover, an Interesting dependence of the

polarizatlonal combination of Irradiated and backscattered waves-

on the burdock plant shape could be found from observation for

the four polarizations, VV, VII, fll and HV.

hey ords. Mii.lowd , Baclscatterlng, Burdock Field, X-band FM-CW Radar, Fading, and Plant Shape

I. Introduction ridge, namely one of a set of raised strips

burface roughess, furrow dlirection and In the field. Analysis of fading is an at-

plant shape are important parameters In tempt to extract the Information of plant

classifying crop fields. A crop field u- shape.

sually has a periodic feature due to a The wavelength of periodic feature Of-
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homogeneou. mkedium, e. q. , ocean surface can analog-recorded on a mncignetic tape and oil A

be detected by the auto-corralation fun- chart.

ttion of batkscatered power fading data A burdock field (seeding day: May 16) was

(Weissitian and Johnson, 1979). We detected taken a photograph front the direction

the periodic characteristics, i. e., ridge parallel to the ridge line at the sight

int-r\al and eftr size, of a rice egetdtion, (incident) angle of about 45-degrees, and

,Iii is Cunposed of hetrogeniOus media, covered by broad leaves as shown in Fig.

by analizing fading data lkurosu et al., 1. The ground truth data is listed In Table

198.). They also found that a periodic fa I. The observational conditions are already

ding caused by d periodic characteristic of described.

vegetation can make a two-peak configura-

tion whithi is superposed in the probability 3. Results and discussion

density function of backscattered power The fading data against moved distance

fad!ing data. recorded on magnetic tape- was converted from

A backscatter experiment of a burdock analog to digital at thi, sampling frequency

field was Ldrried out in Tsukuba city of of 100 liz throught the low pass filter of

Lbar-iki prefecture In Sep., 1987. Observe- the tipper frequency of 100 Hz. Dagitalized

tioial and analytical results will supply a fading data is shown in Fig. 2 for each in-

information to crop classifying. cident angle. One subinterval giving 2048

samples was extracced from each interval of

2. Experiment 2.3 m to be analyzed. The radar moving speed

rhue uevd rcidar is an X band PM-Cl radar was maintained constant as far as possible

%,ith the oiieritional frequency of 9.6 GH2, during the observation for each incident

with th( triangular moduletion, with the angle and each polarization, but different

sweep width of 200 MlHz, with the modulation from each other in each observation. So the

frequency of 850 H1z and with the transmit- length of analyzed subinterval is different

ter power of 10 mWq. A circular horn antenna froni each other and given by the range of

was used, which is co-operational for the auto-correlation function. The method of

transmitting and receiving with the beam analysis should be referred to Kurosu et

width of 11 degrees. al., 1988, adding using the deviation of

The IF output of the receiver with the observed probability density bar graph from

beat frequency was supplied to the high the value at the middle point of each inesh

pass filter of the lower frequency of 6 kilz of bar graph of Its approxlmate curve.

and to the band pass lilter of the band The auto-correlation functions are shown

with of 3 kHz. The output of the latter in Fig. 3. The vegetation period is given by

filter was envelop-demodulated and ampli- the well-auto-correlated wavelength. By

fled in logarithmic mode. The Log. Amp. comparing this wavelength to the ground

output of the backsccittered power was tiuth data, one plant part and its size can
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be detected. As (i result, the ridge inter- detection. From these results, the microwave

\al could be measured by bO degree itcident backscat:ter at X-band depends on the plant

angle and iH poJlarzatJon and the average shape and on the incident angle. It may be

leaf size of about 27 cm was by 45 degree an interesting problem to study the polaei-

incident atigle and VH polarization. And zational dependence on the plant shape.

there exists other incident angle and po- We would express our gratitude to Mr. T.

lat ization com,,inatiouri which detected these Ojirma, the chief of the remote sensing re-

sizes with weak auto-correlation (listed in search section and Dr. T. Aklyama, the chief

Table 3). of the Agro-Biological Measurement Lab. of

Bar graphs of each observed probability the National Institute of Agro-Environmental

density of backscattered power, an appro- Sciences, Ministry of Agriculture, Forestry

ximate curve denoted by the character "A" and Fisheries.

and a weight function are shown in Fig. 4

for each incident angle and each polarize- References

tion. Values of parameters of weight fun- 1. Weissman, D. E. and J. W. Johnson, "Itough

ctions, bxpansion coefficients of weighted surface wavelength measurement through self

noruali&(d orthogonal polynomials and ap- mixing of doppler microwave backscatter",

proximate errors are listed in Table 2 IEEE Trans. Antennas and Propagat., Vol.

(a)-(c), respectively. Fig. 5 shows the AP-27, No. 6, pp. 730-737,1979.

weighted normalized orthogonal polynomial 2. Kurosu, T., T. Suitz, T. Kozu and T. U-

with maximum absolte expansion coefficienit mehara, "Detection of periodic characterls-

for eachi incident angle and each polariza- tics of rice field vegetation by microwave

tion. For 45 Incident angle and VH polari- backscatter measurement", J. Cosms. Res.

zation for leaf size detection, the bar Lab., Vol. 35, No. 146, pp. 229-242, 1988.

graph in Fig. 4 (a) has two raising por- 3-. SuJtz, T., S. Yoshikado, T. Kurosu, T.

tions at backscattered powers giving two Kozu and T. Umehara, "Backscattering coe-

peaks of the curve in Fig. 5 (a). This is fficient of rice crops and rice-fields by an

found in the rice field experiment for the X-band scatterometer", Proc. of 21st Symp.

detection of ridge interval (Suitz et a-., on Remote Sens. of Environ., Vol. II, Ann-

1987). All results are listed in Table 3. Arbor, Michigan, pp. 767-773, Oct. 1987.

4. Conclusions

As shown in Table 3, the ridge interval

and the leaf size could be detected by the

auto-correlation function, but the poldri-

zations for the ridge interval detection

are different from between each incident

angle and this applies to the leaf size
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Fig. 1. Photograph of a burd-ock field.
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Fig. 4. observed probability densities, lynomials with maximum absolute exj~ansion
their approximate curves indicated by "A" coefficients, denoting polarization, norma-
and weight functions, denoting polarization. lization degree and coefficient sign.
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Table 1. The ground truth data of a burdock field.

Ridge interval Hill interval Plant height Major leaf axis Minor leaf axis LAI

50 cm 30 cm 55 r.m - 30 cm L 26 cm 6.6

Table 2 (a). Values of parameters of Table 2 (n). Approximate errors (r.w.s. values

weight functions. (X102 (percent density))).

Incident angle: 45 degrees. Incident angle: 45 degrees.

Parameter a s Pol. VV VII fill HV

Pol. VV 0.573 18.9 Error 0.00311 0.00615 0.00460 0.00178

Vil 0.603 7.40 Incident angle: 60 degrees.

IIl 0.343 10.3 Error 0.00199 0.00857 0.00543 0,00274

I1V 0.376 16.8

Incident angle: 60 degrees.

Pol. VV 0.646 16.3

VH 1.04 6.19

HU 0.799 4.74

HV 0.648 13.2

Table 2 (b). Expansion coefficients of weighted normalized orthogonal polynomials.

Incident angle: 45 degrees.

Degree 3 4 5 6 7 8 9 10 11 12

Pol. VV 0.158 0.212 0.169 0.0906

Vil 0.0844 0.0569 -0.0115 -0.0449

HH 0.0167 -0.0656 -0.146 -0.161

HV -0.00921 -0.0861 -0.147 -0.163 -0.149 -0.123 -0.0949 -0.0682 -0.0130

Incident angle: 60 degrees.

Pol. VV 0.00851 -0.0229 -0.0190 0.0189 0.0535 0.0605

VII 0.0928 0.0654 0.00478

fill 0.0428 -0.0216 -0.0998 -0.129 -0.110 -0.0718 -0.0375 -0.0159

NV 0.0955 0.0606 -0.0378 -0.109 -0.118 -0.079.1

Table 3. The analytical results of the fading for a burdock field.

Incident angle: 45 degrees.

Item Maximum absolute Existence of Correlated Corresponding

Polari- expansion coefficient auto-correlation distance (cm) plant part

zation\ " Degree Value

VV 4 0.212 none 50 (inversely ) ridge

VII 3 0.0844 exist. ^27 leaf

meak exist. 50 ridge

HH 6 -0.161 none

fle 6 -0.163 none ;,27 (invorsely) leaf

none 50 (inversely) ridge

Incident angle: 60 degrees.

V 8 0.0605 none 5,1 (isversely) ride

VII 3 0.0928 weak exist. 50 ridge

fill 6 -0.129 veak exist. ;27 leaf

exist. 50 ridge

HV 7 -0.118 none 50 (inversely) ridge

Note:

; This means that the auto-correlational value inversely decreases.
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RADAR EN AGRICULTURE: RtSULTATS PR1tLIMINAIRES
SUR UN SITE AGRICOLE AU QUEBEC

K. P. B. Thomson, R. Landry, 0. Edwards et M. Cantin H. Gwyn

Centre de Gdomatique CARTEL
Ddpartement des Sciences Gtdod~siques et de Ttdldldtection Universitd de Sherbrooke

Universit6 Laval Sherbrooke, Qudbec
Ste-Foy, Qudbec

ABSTRACT 1. INTRODUCTION

During the summer of 1988, C and X band SAR data were Le but de cetre communication est de prdsenter des rdsultats
obtained over an agricultural test site in Qudbec. The study area prdIiminaires d'analyse des donn~es ROS (Radar At Ouverture
is situated in rl~e municipality of Saint-LUonard d!Aston on the Synrhdtique) a~roportd sur un site agricole au Qudbec. La
south shore of the St. Laurence river. The SAR data were presente dtude constitue un projet conjoint entre l'Universit6
acquired at four times during the growing s ison (May 16, June Laval, l'Universit6 de Sherbrooke etrle Centre canadlen de
6, July 15 and August 4 ). The site was imaged from three tdlddtection (C.C.T.). Le site est A Saint-Lmdonard d'Aston
different directions on each date. One direction was dans la vallde du Bas Saint-Laurent.
perpendicular to the field direction. A second direction was
flown parallel and a third was approximately 450 to the field Un des objectifs de I'dtude est l'dvaluation des donindes ROS
direction. Data on the various crops were also acquired during pour des fins drinventaire agricole. Plus particulirnent, cette
each overflight, communication traitera de l'effet de la direction dillumination du

ROS sur la pricision des classifications. 11 sera aussi discut6
The SAR data for July, at two illumination angles, have been des diffdrences dans les classifications agricoles rdsultant de
registered to a map base and classified. The agricultural data, l'utilisation simple ou combinde des deux frdquences du radar
the cartographic information and the classification results have (bande C ou bande X).
integrated into a Paniap geographical information system. The
preliminary results show that the illumination direction is
important for certain crops. This effect can also influence the 2. LE SITE
overall classification accuracy. The highest overall classification
accuracy was obrairiea witrk the X band data. Le site A l'6tude, couvrant une superficie d'environ 9 km carrd,
Keywords: SAR, Agriculture', Classification. se trouve dans la municipalird de Saint-Ldonard d!Aston. Cette

rdgion est sur ]a rive sud du Saint-Laurent, A mi-chemin entre
RtaSUMt Sherbrooke et Qudbec. Le relief de la r~gion est peu accidentd.

Parmni les; principales cultures, on trouve le ma~s (25%), les
Le but de certe communication est de prdsenter des rdsultats cdrdales (principalement l'orge 12% et l'avoine 10%), le foin
prdliminaires d'analyse des donindes; ROS (Radar A Ouverture (37%), le plturage (5%) et les pommes de terre (5%) (Bemnier et
Synthdtique) adroportd sur un site agricole au Qudbec. Le site A al., 1987). Dans les champs de foin, on trouve ]a luzerne et le
l'dtudc est A Sainr-Ldonard d'Aston dans Ia vallde du Bas rfle. Les paturages sont souvent des friches herbac&:s.
Saint-Laurent.

Pendant ldrd 1988, quatre survols du ROS adroport6 du Centre 3. ACQUISITION DES DONNtES
canadien de tdldddtection ont dtd effecruds sur le site. Les dates
des survols draient le 16 mai, le 6juin, le 15 juillet etle 4 ot. Durant ldtd 1988, quatre survols du ROS adroporrd dui Centre
A chacune de ces dates, la zone d'dtude a 6td survolde dans trois canadien de tdlddecrion (Livingston et al., I1987) ont 6td
directions (1690, 2320 et 1320), 4deux frdquences (Iabande Cet effectuds sur le sire ddrude. Ces survols ont eu lieu le 16 mai,
la bande X) et A une polarisation HH. le 6juin, lel5 juillet et le 4 aoflt. A chaque date, la zone ddtude

a dtd survolde dans trois directions, 1690, 2320 et 1320
L'analyse prdliminaire s'est faire h parrir des donndes ROS du respectivement (voir figure 1). De plus, les donndes ROS dans
mois juillet 1988 deux angles d'illumination. Ces donndes ont Ia bande C at dans Ia bande X (polarisation HH) ont dt6 prises
drd corrigdes gdomdrriquemant A la carte cadastrale du site at ont pour chiacune de ces dates. La rdsolution spatiale est d'environ 6
did stockdes avec les donndes agricoles dans un syst~me m~tres au sol pour sept vues. Les donindes image reques du
d'information Ak rdfdrence spariale (S.I.R.S.). C.C.T. onr dgalament subi une compression de racine carrda arin

do 16~ idduuxe ci fwuinu dt 8 WiES.
Lanalyse des rdsulrats de classification ddmontrent que ]a
direction d'illumination dui radar par rapport A l'orietarion des Una visire sur le terrain a 6td ;aite h chacune des dates de survol
champs s'av~re importante pour certaines cultures. La bande X dans le but de recueillir l'information pertinente sur les cultures
donne Ia plus haut pourcenraga de classification pour las cinq at sur leur stade de ddveloppement. Lansemble de ces donndes,
classes d'utilisation du sol retenues. ainsi qua routes autres donndes auxiliaires, ont drd colligdes dans
Mots-clds: Radar, Agriculture, Classification. le systame d'information A rdfdrance spatiale Pamap.
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mddian 3X3 a dtd apphiqAi aux 4 bandes dui ROS (Thomson et
aI.,1987). Finalement, une classification utilisant le crit~re de
maximum de vraisemblance a Wt effectu~e sur les images. Cinq
classes de cultures ont dtd retenues pour les classificattions, soit
le foin, le maYs, les cdr~aes (orge et avoine), la pomme de terre
et 1e pfiturage.

Tous ces r~sultats de classification ant did transfdrds et stockds
dans le S.I.R.S.

5. RtSULTATS

Une synth~se des rdsultats de classification est prdsentee au
tableau 2. Pour certaines cultures, leffet de l'onentation des
champs par rapport a l'illumination du faisceau du radar est

L I it t AMOimportant. Ce p dnom~ne est particuli~rement present pour los
champs de pommes de terre qui prisentent une structure de leurs
siltions bien definie. La direction d'illumination perpendiculairo
4 la direction des champs (2320) donne les moillours rdsultats de

[ED AMNEclassification. Cette influence directionnelle somblo aussi
2k* FORG importante pour la bande X que la bande C, quoique pour cette

OWA derriire, elle soit plus notable.
U PATURAGE
0 MAIS _______________ ______________

POMME DE TEPRE Classification Pommes de terre
INCONNIJE _______

Bande % classlfle Bande I% classili
Figure 1: Carte de l'inventaire du site 6 ldtude avec los - I -

azimuts des survols adroport6s. X-232 I 41.66 X-232 I 69.05
C-232 I 36.93 C-232 I 43.91

Pour los fins de cette communication, soules les donnides de C.169 35.60 C-169 J 23.21
distance oblique prises aux angles d' illumination correspondant X.169 26.57 X-169 12.19
aux azimuts de 1690 et 2320 ant t6td trait~es; ( voir tableau 1).
Elles ont toutes W prises pendant 1e mois de juullet. Le mois de
juillet - ie point de depart de l'tudo - est le point culminant de Cdreale Mals
la saison vdgdtative dans la region A l'etude. Do plus cette 1
dpoquo constitue une pdriode stratdgique pour l'acquisition des Bande % classifid Bande I% classifid
donndes en agriculture. Lazimuth 232*donne une illumination- t -
perpendiculaire la direction des champs, tandis que cehui de C-169 34.47 C-232 I 57.67
1690 donne une direction d' illumination d'environ 450 par X.169 26.54 C-169 I 42.41

C-232 18.80 X-232 21.97

Bande Direction Polarisation
dI llumination Fain Pfiturage

C 1690 HH Bande % classifid Bande % classifid
C 2320 HH -4

X 1690 HIH X-232 71.00 C-232 I 62.04
X 2320 11H C-169 39.02 X.169 I 39.14

- C-232 35.66 C-169 36.59 I
X.169 33.35 X.232 15.26

Tableau 1: Liste des bandes du ROS et azimuts des-
survol's adroporids

Tableau 2. Synth~se des rdsultats de classification par maximun de
4. Mt-THODOLOG1E vraisemblance pour cinq classes et los quatre bandes du ROS.

La carte cadastrale de ]a municipalite (6chelle 1:20 000),
emmagasinee dans le syst~me d'information A refdrence spatnalo, Cette hypoth~se est supportde par les valeurs mayennes des
a servi de cante de base pour la localisation de la zone A ldtude signatures provenant des sites d'entrainement. La fi§Ure 2
ainsi que de la carte de la verit de terrain. Cette carte de base a montre que les hautes valeurs pour la bande C-232 sont
dtd transfdrde du syst~me Pamap au syst~me de traitement assocides aux cultures de ma~s, de cdrdales et de pommes de
numdrique dimage Perceptron (PCI) ott elle a servi comme carte terre. Quant A la bande X, la situation est mains dvidente. Dans
do rdfdrence pour la correction gdomdtrique des donnees ROS. le cas do la bande X-232*, Ia valeur associde aux cdrdales est
L a rdoui~spatiale pour Ics deux sysmtimcs requis par .em~ pius 6ievde qu ht vwiuur iuycenue ubtenue uvem !a bande
dtude dit do 6 mkres. X-169 0 pour une memo culture. Par contre, cette me bande

Suite aux corrections gdomdtriques, une sous-rdgion do 512 dnedsvluspu asspu em~ t] om etre

lignes par 512 pixels a did sdlectionnde. Le choix do cetto
sous-rdgion a did ddtermin6 par le croisement des trois lignes do La prdcision globalo des classifications des cinq cultures et ce,
vol. Afin ddlirniner le bruit prdsent dans los images, un filtre pour los quatre bandes du ROS, est semblable A cello rapportde
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par Vallde et al., (1989) pour la meme ri~gion en 1987. Malgrd
des rdsultats de classification globalc peu dlevds (environ 40% 7. REMERCIEMENTS
dans le meilleur cas), il est intdressant do noter que certaines
cultures donnent un rdsultat de classification individuelle L.es auteurs aimerajent remercier le CRSNG du Canada et les
intdressant. Par exemple, le foin, le p~turage et les pommes de fonds dui FCAR du Qudbec qui ont subventionnid cette
terre donnent des valeurs de classification de plus de 60%. recherche. L'un des auteurs, R. Landry, b~ndficie d'une bourse

dans le cadre des actions stnucturantes du Minist~re de
l'Enseignement supdrieur et de Ia Science du Qudbec.
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0 Quebec", Comptes-rendus du l~e Symposium Canadien de

S 90 Tdldddtection, Edmonton, Alberta, Vol. 2, pp. 661-672,
1986.

30o
2. Livingstone, C. E. el al., "CCRS C-band Airborne

z 70 Radar-System Description and Test Results", Proceedings
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F'igure 2. Valcurs moycnnics dcssignatures dessites dcrtrainemcent 13, No. 1, pp. 6-10, 1987.
obtenues pour chaquc culture ainsi quc pour thacuic. des quatre
bandes dui ROS. 4. Vall~e, L. B. , K. P. B. Thomson, G. B. Bdnid,

"Segmentation et Classification des Cultures",
Des combinaisons de deux frdquences/un angle et d'une Comptes-rendus du 1Ile Symposium Canadien de
frdquence/deux angles, seule la combinaison des bandes C et X Tdldtection, Waterloo, Ontario, pp.147-154, 1989.
i 2320 montre une augmentation significative du pourcentage
classifid des cinq cultures ( voir tableau 3)

Classification

Bande % class.

CX-232 56.47
C-169/232 36.37
CX-169 35.44
X-169/232 35.17

Tableau 3. Synth~se des rdsultats de classification par
maximun de vraisemblance pour cinq cultures (combinai-
sons des quatre bandes dui ROS).

6. CONCLUSIONS

Bien que les rdsultats de cette communication soient
prdliminaires, il est possible de tirer certaines conclusions:

I1. Dans le contexte de Ia rdsolution spatiale examinde (6 in.),
l'orientation des champs par rapport A la direction
d'illumination du radar influence les rdsultats des
classifications agricoles.

2. Les rdsultats des classifications obtenus au moyen de ]a
bande X sont ldg0rement plus dlevds que ceux obtenus
avec i a banue C..

3. Une combinaison des bandes X et C, avec une illumnation
du ROS perpendiculaire A In direction des champs, donne
un rdsultat de classification au momns 10% plus dlev6 que
Ic meilleur pourcentage classifid obtenu par des bandes
individuelles.
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INVENTAIRES AGRICOLES PAR TELEDETECTION:
VALIDITE DES ESTItIATEURS BASES SUR LA MATR ICE DE CONFUSION

J. Delinct, Projet Agriculture, Institut de T0l6d~tection,
C.C.R., 21020 Ispra, Italie. Telex 3800L42 EUR I

Telefax 39/332/789001.
G. Gkrard, Unit& de Biom~trie et d'Analyse de Donn~es, Facult6

d'Agronomie, U.C.L., 134+8 Louvain-la-neuve, Belgique.

L'utilisation des donn~es satellitaires pour am~liorer la
precision des inventaires agi-icoles a 6t tent~e avec succ~s par
diff~rents services statistiques dont les offices am~ricains,
canadiens, frangais et italiens. Chaque fois, la fusion des
donnbes d'enqu~te de terrain et des informations satellitaires a
6t r~alis~e par la m~thode de r~gression, classique dans le
cadre de l'bchantillonnage en population finie.

R6cemment, deux m~.thodes (Priesley et Smith 1987, Hay 1988) ont
6t pr~sent~es proposant de corriger 1'estimation resultant de la
classification num~rique des images satellitaires en utilisant
l'information contenues dans les matrices de confusion
(classement x donn~es terrain). Dans les deux cas, les matrices
de probabilit~s conditionnelles permettent de corriger
l'estimation en tenant compte des erreurs dites de commission ou
d 'omission.

Le but de cet article est de red~finir les deux estimateurs dans
un mime syst~me de notation, de specifier leurs domaines de
validit6 selon le plan d'6chantillonnage, et de presenter les
formules de calcul des variances asymptotiques.

Priesley S.P. and Smith J.L. (1987) Using Classification Error
Matrices to Improve the Accuracy of Weighted Land-cover
Models. Photogrametric Engineering and Remote Sensing,
vol 53 PP 1259-1263.

Hay A. (1988) The Derivation of Global -stimates from a Confusion
Matrice. Remote Sensing Letters.
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Quantifying Forage and Corn Production with Image Analysis and GIS Techniques

H. Schreier, S. Brown, A. Ryan and R. Wiart

Department of Soil Science, University of British Columbia, Vancouver, B.C. V6T 2A2

Abstract.: over the entire growing season to a depth of 100

Good relationships were obtained between pixel cm. The soils were sampled at each uf the monitored

brightness values trom digitized colour-IR images, sites and the samples were analyzed for soilnutr-

forage biomass and corn quality in six agricultural ient content, bulk density, and available water

fields. In the corn fields significant correlations storage capacity. A detailed topographic survey

were obtained between crude protein content, foliar was carried out in each field using a surface grid

phosphorus and pixel brightness values, but the density of 5m and a height accuracy of 5 cm. The

strength of these relationships varied from field forage crop was harvested five timcs over the grow-

to field. This suggests that inherent soil and ing season and the corn crop at the end of the

site conditions influence such analysis. By incor- season. Dry biomass and foliar nutrient content

porating the remote sensing, soil and site data was determined in all samples. 23 x 23 cm format

into a GIS system we have improved the assessment colour-infrared images were obtained before each

and obtained crop quality maps which combine crude harvest using an RC-10 Photogrammetric camera and

protein and foliar phosphorus evaluations with site the images were scanned at 50 um resolution using

conditions. Economic data can now be incorporated an Optronics scanner. The images were displayed

into this data set and the cost of production and on a PC-based image analyzer and the individual

the causes of crop performance variations can be markers at each test site could readily be iden-

examined interactively, tified. The ground resolution of each pixel re-
presented 0.2 x 0.2 meters. The pixel brightness

Key words: image analysis, GIS, crop production, values for the three dye layers were extracted

crop quality, and used for statistical analysis with the field
and laboratory data set, The data was incorporated

Background: into a Geographic Information System (GIS). Bio-
Crop quality and quantity are critical para- mass and crop quality data was combined with soil

meters in most agricultural research, yet conven- data to arrive at crop quality and soil quality

tional field determinations of crop performance combination maps.
are tedious, time consuming and difficult to make
on a real time basis. Many authors have reported Results:
significant relationships between biomass production The fields are located in the most productive
tnd near infrared reflection, but such reflection alluvial floodplain in B.C. and have a ridge and
appears to be site and crop specific (Plummer 1988). depression topography which ranges between 1-4
Variables such as vegetation structure, soil back- meters. The ridges are slightly sandier than the
ground, moisture content, topographic conditions, depression and in the latter part of the season
live/dead biomass, shadow, and litter influence some moisture stress was apparent. Good relation-
such relationships. To partition the influence ships were obtained between crop biomass and se-
of these variables on the overall reflection is lective foliar nutrients in both of the two forage
not a simple task (Huete and Jackson 1987; Wilson fields. The most significant correlations present-
and Tueller 1987). Some success has been reported ed in figure I indicate that water balance has
in determining foliar nitrogen (Hinzman et al. 1986; an influence on both biomass production and forage
Plummer 1988) and foliar phosphorus (Vickery et quality (foliar phosphorus, and foliar nitrog-
al. 1980) from remote sensing data. However, the en).
above mentioned problems remain a significant draw-
back.In order to improve such a methodology we ex- Pixel brightness values were related to dry

amined the i1fblllt u dry biumass and crop biomess ad folier nutrients In the latter part
quality in four corn and two forage fields in Matsqui of the season. Total dry biomass, could be pre"
British Columbia. Multi-date digitized colour IR dicted from the remote sensing data using the fol-
imagery was then combined with other soil and site lowing multiple regression equation:
variables using micro-computer based GIS techniques. DM - -8.3 + 0.1 G - 0.2 R + 0.07 IR

Methods: R2 = 0.68, SE - 0.45

Between 20 and 100 neutron tubes were placed
in each field and the soil moisture was monitored
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where G = Pixel brightness value of green sensitive
dye layer,

R = Pixel brightness value of red sensitive
dy layer,

IR = Pixel brightness value of IR sensitive -0.58
dye layer.

0.44

-0.58 0-15 cm DEPTH

O N 5 E P 3 - 1 - .00 6ELEVATION 7 07

0.45% 
"  

0.50..7sTC

o .s2 Figure 3. Significant correlations between soil,
site and corn crop variables.

°0.85 0.'18 The strength of these correlations varied
between fields and so did the predictive accurac-
ies. Multiple regressions explained between 37
- 60% of the total variance in foliar phosphorus,

Fieure 1. Correlogram for forage yield (dry matter) and between 24 - 59% of crude protein content.
cut 4, 1987. A further improvement of 5 - 10% in R2 values was

obtained when selective soil variables were includ-
The pixel brightness data of the entire image was ed in the multiple regression equations. Remote
then reduced to a 2 x 2 m pixel resolution using sensing data alone is not entirely satisfactory
an aftine program and the resulting data set was in predicting corn quality conditions. Since corn
used to predict the dry matter production of the quality appears to be related to both remote sensing
entire field. The results were then displayed with and elevation, the incorporation of the remote
the GIS technique providing a forage crop yield sensing and elevation data with the GIS technique
map for the field (Figure 2). is desirable.

As a first step in using the GIS technique,
a crop quality map was produced for one of the
corn fields where the relationships between the
remote sensing data and the crop quality variables
were highest. First a crude protein map was pro-
duced by converting the pixel values into crude
protein content values using the best regression
equation. This resulted in a protein variabil-
ity map for the field and with the GIS technique

f Ithe field was then divided into three categories.
Class one represented corn with crude protein con-
tent below minimum iequirements for animal feed.
Class two reflected values above minimum feed re-
quirements but below one standard dev ation above
the mean. Finally class three reflected corn with
high crude protein content with values greater
than one standard deviation above the mean. A

Figure 2. Forage yield cut 3, 1987, predicted from similar map was produced for foliar phosphorus.
pixel brightness. The resulting classifications were then combined

The same techniques were used to assess the with the GIS technique to produce a protein/phos-
corn produ tniqhes fore oter t ses ties phorus combination map. The 3 x 3 matrix could

corn production in the four other test fields. successfully be reduced to 4 instead of the theo-A number of significant relationships were obtained retically 9 classes, as some combinations did not
between soil and crop variables and as shown in exist.
Figure 3, the IR pixel brightness values were sig- The four crop quality classes were found to
nificantly related to elevation, available water be significantly different from one another using
storage capacity, crude protein, and foliar phos- a Mann Whitney significance test. The intended
phorus content in the corn. Relationships between use of this classification is two fold: 1. Se-
corn biomass and remote sensing data was not con- lective crop harvesting according to crop quality
sistent. In one field there was a weak relationship for computerized feeding in dairy farms, and 2.
between pixel Z igihLiuss alucs and ccb weightz vdlutng posble cuse- f erop quality
while stalk weight was significantly related to differences in the field. This latter task can

pixel brightness values in a second field. No re- bef ae e oc ps is he fy d .p Tn is ol a ne s k can

mote sensing versus biomass relationships were founO be accomplished by displaying soil and Sit; Con-

in the other fields. However, the relationships ditions with the GIS techni 'ze in relation to the
between foliar phosphorus and pixel values and crop quality.
between crude protein content and pixel values were The inherent soil conditions appear to have
more consiseptein cotetr relationship was sig- a direct influence on the crop quality. The pixel
nmfrcano in all four fields while the former was values from the bare field (obtained at the be-
significant in three out of four fields ginning of the growing season prior to planting
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of the corn) were related to the corn yield and We envision that such micro-computer based analysis
quality data obtained at the end of the season. will assist field managers in considering selective
In two of the four fields these relationships were field management and harvesting and this will bring
significant and this suggests that differences in automated dairy farm management a step closer.
the soil pattern has an impact on the crop perfor-
mance. In both fields, the correlations between References:
pixel values and crop quality were between 10 and
20% higher than between the soil pixel values and Hinzman, L.D., Bauer, M.E., and Daughtry, (L.S.T.,
the crop quality. Effects of nitrogen fertilization on growth

The GIS may then be used to determine if the and reflectance characteristics of winter
differences in crop quality is large enough to merit wheat. Remote Sens. Environ., Vol. 19, pp
selective field management and harvesting. This 47-61, 1986.
can be done by assigning a cost of production value Huete, A.R., Soil-dependent spectral response in
to the various yields obtained in the different a developing plant canopy. Agron. J., Vol.
parts of the field. An example of such a crop pro- 79, pp 61-68, 1987.
duction cost map is provided in Figure 4 and reflects Huete, A.R., and Jackson, R.D., Suitability of
the results of production costs in one of the forage spectral indices for evaluating ,egetation
fields (Smith 1988). characteristics on arid rangelanis. Rem.

Sens. Environ., Vol. 23, pp 213-232, 1987.
Plummer, S.E., Exploring the relationships between

leaf nitrogen content, biomass and the near-
infrared/red reflectance ratio. Intern. J.
Rem. Sens., Vol. 9, pp 177-183, 1988.

Smith, S.M., Assessing variability in the production
of pastures using GIS with remote sensing
techniques. Ph.D. Dissertation, University
of British Columbia, Vancouver, B.C., pp 264,
1988.

Wilson, O.R., and Tueller, P.T., Aerial and ground
spectral characteristics of rangeland plant
communities in Nevada. Rem. Sens. Environ.,
Vol. 23, pp 177-191, 1987.

Vickery, L.J., Hedges, D.A., and Duggin, M.J.,
Assessment of fertilizer requirements of im-
proved pasture from remote sensing incormation
Rem. Sens. Environ., Vol. 9, pp 131-148, 1980.

Figure 4. Cost surface of dryland forage production
for cut 1, 1987.

Conclusions:
The results from this study indicate that good

relationships were obtained between pixel bright-
ness values from digitized colour IR aerial photo-
graphs and crop variables. In forage fields with
high soil variability, biomass and digestible en-
ergy were significantly related to pixel brightness
values. In corn fields, pixel brightness/biomass
relationships were poor and inconsistent. However,
,rude protein and foliar phosphorus was highly and
consistently correlated with pixel brightness values.
The strength of these relationships varied between
the four fields suggesting that each field has unique
conditions that influence crop quality.

These assessments can be improved if the remote
sPnsing data is incoiporated into a GIS system,
where the remote sensing data set can be combined
with soil and site variables. Crude protein Gnd
foliar phosphorus variability were predicted from
the remote sensing data set and classifying and
combining the results with GIS techniques resulted
in the production of a four class crop quality map
for the field. The GIS technique can now be used
to examine Possible cause, for rh, .4thin ficid
crop quality variation by displaying the soil and
site conditions for each class and determining wheth-
er the differences are significant.

The cost of production in relation to yield
and quality can then be displayed spatially and
can be used to determine if the crop performance
differences are large enough to merit selective
field management and harvesting.
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The Effects of Free Canopy Water on SAR Crop Separability

Brisco. B.
1 . R.J. Brown

i. and T.J. Pultz
2

1Canada Centre for Remote Sensing
2464 Sheffield Road. Ottawa. Ontario KIA 007

21ntera Technoloqies Ltd.
1525 Carlinq Avenue. Suite 600. Ottawa. Ontario KIZ 8R9

ABSTRACT capabilities of SAR systems more "wet' data sets will
become available as the planned SAR satellites are
launched in the 90's.

Several SAR data sets acquired by the Canada Centre
for Remote Sensinq between 1984 and 1988 were used to The Canada Centre for Remote Sensinq (CCRS) has
evaluate the effects of free canopy water on crop obtained several SAR data sets of agricultural test
separability. The test sites imaqed were located in sites In Saskatchewan. Canada which were acquired when
Saskatchewan, Canada with canola. sprinq wheat. the crop canopies contained free water. These data
barley, fallow, and pea crop types present. A were uncalibrated and from different sensors and
separability analysis of these data using diveroence subsequently were not suited to detailed quantitative
statistics indicated that wheat separability may be analysis. However. their uniqueness warranted
increased when the crop canopies contain free water, investigation and an analysis Plan using divergence
This phenomenon may also be enhanced usinq VV statistics as a measure of crop separability was
polarization. These results are very preliminary but developed. This paper presents the results of this
have Imoortant implications if a consistent investiaation.
relationship can be established.

2. SLDATA DESCRIPTION AND ANA _Y

Kevwords: SAR. Crop Identification. Canopy Water On. August 6. 1986 the Intera Technologies Ltd..
STAR-1 system acquired X-HH SAR data over several
test sites in Saskatchewan, Canada (Figure 1). At two

1. INTRODUCTIQ of the sites, Outlook and Melfort. it was raining (or
had just rained) at the time of data collection.

The timeliness of data availability for crop Consequently, the crop canopies were wet at the time
information systems is of utmost importance to yield of imaqIng. For comparative purposes X-HH data
estimation. For remote sensing techniques to provide acquired over the same two test sites on August 5,
a valuable input the throughput time for data 1984, by the CCRS convair SAR-580 system were used.
acquisition and analysis needs to Pe less than that The crop canopies were completely dry when this data
using conventional survey approaches. Synthetic was acquired. On June 21, 1988 the CCRS X/C SAR
aperture radar (SARI systems provide all weather. day acquired C-HH and C-VV data over the Melfort test site
or night operation and thus can helo tulfill this just after an extensive rain. As a result the crop
requirement. canopies once again contained free water at the time

of imaging.
Numerous investigations have demonstrated the

potential of SAR data for crop Identification, with a A brief description of these three SAR systems can
recent summary available in Ulaby et l., (1986). be found in Table 1. All of the SAR data used in this
However, most SAR data analysed for this purpose has analysis are uncalibrated and caution must be used
been acquired under dry canopy conditions. Ground- when comparing results from the difforent systems. To
based microwave measurements show an increased radar avoid system effects in the date interpretation a
backscattering coefficient for wet canopy conditions similar ore-processing reqime was applied to each data
(Allen and Ulaby. 1984: Sofko et al.. 1989). These set. This resulted In an amplitude domain output
measurements have been made for a limited number of product with a 12.5 meter by 12.5 meter pixel.
crop types and conditions tz~duze of the logistical representinq an average of approximately 60 looks per
difficulties associated with this type of data pixel for each SAR data set.
acquisition. Due to the above mentioned "all weather'
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The Outlook and Melfort sites are freauentlv used lack of plant parts in a wheat canopy which collect
by CCRS for agronomic remote sensing research orolects and hold water, when compared to the other crops
and consequently detailed information on crop type and investiqated. Even the barley plant, which is very
condition is available for each date of SAR similar in structure to the wheat plant. has a larger
acquistion. The ground-truth proqram conducted in auricle at the stem-leaf )unction which can serve as
support of these projects is described in detail by a water trap (Figure 2). This may account for the
King and Hack 11984j. For the 1984/1986 comparison increase in wheat-barley separability in the Outlook
plant height. qrcwth staqe, crod variety, and plant wet' SAR data although the wheat-barley separability
density were used to identify similar fields of spring decreased for the Melfort "wet" data. The wheat
wheat, barley, canola. peas. and summerfallow. The canopy holds less water and dries out faster after a
Melfart test site also had criough fields of flax in rainfall than other crop canopies. Thus wheat fields
1984 and 1986 to include it as another crop tvoe. become the darkest agricultural areas on "wet" SAR
Divergence was then calculated on a class basis (by data. This may allow the structural differences in
using a theme mask) aid the results compared to the crops, particularly between wheat and barley, to

evaluate crop separability un the "wet' versus dry' be enhanced in the microwave reqime by acquiring "wet'
SAR data. The use of the divergence statistic also data.
facilitates inter-SAR comparison as the mean to
standaid deviation ratio and riot the absolute values The divergence statistics tor the "wet" Melfort C-HH
are the inputs for determining separability, and C-VV data from June 21. 1988 can be found in Table

5. Note that this is C-band data and no comoarable
For the June 21. 1988 Melfort data only qrowth 'dry" data set is used for comparison. These data

stage was used to select similar fields of the same were included in the analysis because they represented
crop types as above. This was done in the western another 'wet" data set and because anomally assessment
portion of the test site because an east/west split in with quick-look data in the field indicated

crop condition (due to seasonal rainfall) was apparent differences between the VV and HH data. The
from ground data and farmer interviews. Once again horizontally polarized data exhibits generally weak
divergence was calculated on a class basis and the class separability, while the vertically polarized
separability of HH polarization compared to VV data shows an increased separability for wheat (from
polarization. The number of fields and pixels in each canola and peas) and barley (from peas). The other
class for each SAR data set are given in Table 2. All classes have similar or lower separability for the two
image analysis and pre-processing of these data were polarizations.
done using an ARIES image analysis system and the CCRS

Landsat Digital Imaqe Analysis System (.OIAS). Several authors have discussed the vertical
orientation of grain canopies with respect to HH and

3. RESULTS AND DISCUSSION vv attenuation (Allen and Ulaby, 1984; Ulabv and
Wilson, 1985; L_ Toan et a., 1984). In qeneral,

Due to the page lenqth restrictions in these attenuation ,s found to be more significant for VV
proceedings the images will not be presented in the polarization than HH polarization. Consequently. the
paper but will be available for inspection durinq the HH polarization has qreater penetration and the
poster presentation. For the 1984 'dry" and "wet" SAR effects of free water in the canopy are not as
data of Melfort the divergence statistics calculated pronounced for this polarization.

are presented in Table 3. One can see that for the
"dry" data (19841 canola is the most separable class. For all 'wet data sets the imaqes appeared to have
This agrees with previous studies which concluded that less contrast lie class means were closer together)
the broad-leafed canola plant exhibits high than for "dry" images. This would tend to reduce the
backscatter values ear ly in the arowing season and overall classification accuracy due to increased
thus is quite separable from the other ciops grown in confusion between the various crop classes. However.

the Canadian prairies (Brisco et al., 1989, Brown et if the wheat crop classification is improved under
al., 1984). For the "wet' data (1986) note that the "wet' conditions such SAR data would be a useful
wheat class becomes readily separable from both canola aodtion to crop discrimination techniques.
and flax and that overall the separablity of the grain
classes increases while that of the other classes
decreases. 4. CONCLUDING REMARKS

Divergence statistics calculated from the dry Several SAR data sets that were acquired when free

and 'wet" SAR data for the Outlook site are presented water was Present in the crop canopy were examined to
in Table 4. For the "dry" data from Outlook the determine the utility of these data for crop
surnmerfallow category is readily separable. By August separability purposes. An examination of divergence
surmnerfallow fields have become quite smooth arid dry statistics for spring wheat, barley, pea. canola. and
and thus have low backscattering coefficients and are summerfallow crop types indicated that 'wet data may

readily discriminated. This result has also been enhance separability within the grain crops. This
previously reported (Brisco et al.. 1988, Brown et result i- related to the canopy structure and may
al.. 1934. Cihlar et al. 19841. However, the wet' offer an important mechanism for improving crop
data g1986) divergence statistics indicate it is the classification with radar, data.
wheat category whicn ils readily separable. For the
studies cited above the wheat class was qenenally the While these results are preliminary their
most poorly dentrfied because of its overlapping siqnificance is considerable if the resoonse described

tonal siqnature wiLh must other crop types. especially above is consistent. Future experiments with both the
barley. CCRS SAR and ground-based scatterometers are planned

to further investigate this phenomenon. These

For both the Outlook and the Melfort sites the exoeriments will acquire calibrated data from
wheat class separabiI ty Increased under wet canopy comparable wet and dry canopy conditions to overcome
conditiuns. The authurs attribute this effect to the some of the limitations of the data used In this
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analysis. If these results are repeatable the Table 1. System parameters of the three SAR systems
technique could be used to improve grain crop for the data acouisitions described in this
classification accuracy by usnq SAR data acquired paper.
when the canopies are wet. These "windows" of
opportunity could be Identified by using existing
meteorological observation technology. SAR-580 Star I CCRS C

Frequency (GHz) 9.45 9.25 5.3
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Table 3. Divergence statistics calculated from Auqust 1984/1986 X-HH SAR data of Melfort. Saskatchewan.

1984 "Dry"

I I
Wheat arley Canola I Peas Flax !Summerfallow

Wheat 0.00 . - I i -

Canola 0.38 127 0I

Peas 0.03 I 0.30 0.32 10.00 I I -
Flax 0.43 0.27 1 1.10 10.27 0.00 -

Summerfallow 0.13 J 0.02 1 0.94 10.17 0.27 0.00

1986 "Wet"

Wheat Barley Canola Peas IFlax Summerfallow

Wheat 0.00 -- -

Barley 0.03 0.00
Canola 0.72 0.50 I 0.00 I
Peas 0.47 0 12 0.03 - -

Flax 0.86 0.61I 0.01 0.07 0.00 -
Sunmnerfallow 0.49 0.32 0.02 0.00 0.05 0.00

Table 4. Divergence statistics calculated from August 1984/1986 X-HH SAR data of Outlook. Saskatchewan.

1984 "Dry"
Wheat I Barley Can°'a Flax Summerfallow

Wheat 0.00I I - --

Barley 0.04 0.00 -
Canola 0.34 0.41 0.00 -
Flax 0.45 0.61 0.04 0.00 -
Summerfallow 1.18 1.30 I 2.94 3.17 0.00

1986 "Wet

Wheat j Barley Canola lFlax lSummerfallow

Wheat 0.00 I
Barley 1.09 0.00 I
Canola 2.37 0.33 I 0.00 -
Flax 2.92 0.46 0.03 0.001 -
SummnertaIlow 2.92 I 0.48 0.02 0.00 0.00
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Table. . Diveraence statistics calculated from June. 198 wet C-1t/VV SAR datA of meifort. Saskatchewan.

HH

I Wheat I Barley I Canola I Peas iFallowSi I i
Wheat 1 0.00 - I - i.
Barley 0.05 1 0.00 - -

Canola I 0.41 I 0.19 I 0.00 I -
Peas I 0.57 i 0.28 1 0.05 I 0.00 I
Fallow I 0.19 0.19 I 0.29 0.58 I 0.00

vv

Wheat I Barley i Canola i Peas iFallow

Wheat 0.00 1 - i I
Barley I 0.17 0.00 1 - I I
Canola i 1.21 I 0.58 I 0.00 I -

Peas I 1.62 0.83 i 0.03I 0.00i -
Fallow 0.59 0.26 I 0.12 1 0.26 0.00

I I

I' Alberta Saskatchewan I Manitoba /

I I

I 1

.. _J I.

Lur 1. -The ----- - j

Figure 1. The location of Melfort and Outlook Figure 2. Portion of barley plant showing the location
agricultural test sites in Saskatchewan, of the auricle
Canada
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Synthetic aperture radar data (SAR) is being proposed as a
spaceborne tool for the 1990's which could be used in routine
assessment of agricultural conditions and crop inventory. The
current lack of SAR satellites precludes ditect evaluation of the
utility for such application; however, airborne SAR data for an
agricultural site is analyzed in order to exanine the potential
for crop separation, field boundary detection and the requirement
tor integration with visible and infrared satellite data.

The mixed crop test site in Manitoba is analyzed with single
C-band, multiple-band airborne SAR and LANDSAT data. Extensive
ground truth records are used in the assessment of crop
separation and field boundary deliniation. A satellite
simulation of C-SAR is also produced to proposed RADAPSAT
specifications in order to more fully examine the potential of
these data.
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PRELIMINARY EVALUATION OF MULTI-DATE SAR DATA
FOR THE IDENTIFICATION OF AGRICULTURAL CROPS IN SOUTHERN ONTARIO

J. A. Fischer and R. S. Mussakowski

Ontario Centre for Remote Sensing
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90 Sheppard Avenue East, 4th Floor
North York, Ontario, M2N 3A1

ABSTRACT DATA

Digital airborne SAR imagery was recorded over an Imagery for the current study was acquired over a
agricultural area in Southern Ontario on five dates 150-sq.km. (15,000-ha) area of prime agricultural
during the summer of 1988. Mean values of radar land in the southeast section of Oxford County. SAR
return were derived from the five data sets for each imagery was recorded for the area during the 1988
of the major field crops grown in the area (corn, growing season, on May 3, June 2, June 7, July 18 and
soya beans, tobacco and winter wheat). This paper August 3. Both C and X band imagery were acquired,
presents graphs of the values obtained from with HH and VV polarization, in three swath-width
narrow-swath, 6-matre-resolution data in both C and X modes -- nadir, wide, and narrow. Further
bands and both HH and VV polarizations. The processing of the data will be carried out to provide
combination of band, polapization and date found best cross-polarizpd data sets.
for identifying each crop is noted.

To date, only the rnirrow-mode imagery has been
analyzed. Ois imagery has a swath width of 18 km

KEY WORDS: synthetic aperture radar, agriculture, and a range and azimuth resolution of 6 m. The
crop Inventory, multi-band, multi-date incidence angle range of the portion of the swath

studied is between 60 and 62 degrees.

INTRODUCTION Colour infrared aerial photographs at a scale of
1:10,000 were also acquired for the entire study

There is currently much interest in the utility of area. A detailed ground survey of approximately 20
radar imagery for crop classification because the percent of the area was conducted within two days of
data could be acquired at any time found to be best each radar mission. A general crop identification
for the crop classification, regardless of survey of the remaining 80 percent of the area was
cloud-cover conditions. The investigation reported conducted near the end of the growing season. The
in this paper was conducted under the results presented in this paper were obtained only
Federal-Provincial Radar Data Development Program of from the area surveyed in detail.
the RADARSAT Project Office, Canada Centre for Remote
Sensing (CCRS), as part of a national exercise in the
development of agricultural applications of radar METHOD
data in preparation for the expected launch of
RADARSAT in the middle 1990s. The SAR data Image Data Processing
evaluation was performed aL the Ontario Centre for
Remote Sensing. Related studies are also underway at The narrow-mode radar data, which had a resolution
the University of Guelph, the University of Waterloo (i.e., a field of view) of approximately 6 m and a
and CCRS. pixel spacing of 3 to 4 m, was geometrically

corrected, using nearest-neighbor resampling, to a
3-metre-resolution raster image consisting of a

STUDY AREA mosaic of several 1:10,000 scale Ontario Base Maps.
Although the OBM maps had an original resolution of I

The study area is located in the southeast section of m, a 3-m resolution was chosen for the raster image
Oxford county, Ontario (Figure 1). The area was as a compromise between geometric precision and file
ch.cn fort r, s "i.c . -- 'y - ..I- size. The geometrically-corrected radar image was
Approximately seventy percent of the area is covered then resampled to a resolution of 6.25 metres (the
with corn, soya bean, winter wheat and hay/pasture resolution of the raw data) using cubic convolution.
crops growing on loam to clay loam glacio-lacustrine
soils. The remaining thirty percent of the area is The resulting imagery was spatially filtered using a
covered with tobacco and rye crops growing on 5-by-5-pixel median filter to reduce image speckle
calcareous loamy to sandy soils (Wicklund and and lower the standard deviation of crop signatures
Richards, 1961). (Hutton and Brown, 1986).
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Statistics Generation It is expected that, for any crop, the standard
deviation of field-by-field mean image data values

On inagery from each of the five dates, training will be much less than the standard deviation of
areas for corn, soya bean, tobacco, and winter wheat image data wthin fields. If that is so, a
crops were created over fields where crop conditions classification of fields by their mean values might
such as growth stage and percent ground cover were be used to classify the four crops in the study area
quite uniform. (See Table 1 for a sunnary of all with greater accuracy than can be achieved using a
crop conditions considered.) The mean and standard standard pixel-by-pixel classification.
deviation of the median-filtered, narrow-node image
data were generated and plotted (Table 2 and Figure
2). The Effect of Date

The main effect of the date of radar image
RESULTS AND DISCUSSION acquisition lies in the percentage of ground surface

covered by the crops. Ulaby et al. (1986) found that
The Effect of Crop Cover Type backscatter values increased as corn and winter wheat

crops covered a greater percentage of ground, up to
Winter wheat was the only crop which could be the point when the crops reached maturation. After
accurately identified as a class separate from other that time, their backscatter values decreased.
crop classes. The mean value of the radar return Similar results were found in this study, The
from winter wheat was found to be significantly backscatter values for corn, soya bean and tobacco
greater than that from corn, soya beans and tobacco crops increased steadily from the first to the fifth
for at least one of the radar bands on four of the image recorded. As these crops had not yet reached
five dates. There is little difference between the the peak in their growth stages by the fifth image
winter wheat signature and the other rr)p signatures date, no decrease in backscatter was detected. The
on the July 18 date, when all of the crops had backscatter values for winter wheat fields increased
matured enough to cover much of the ground on which from the first to the fourth image date, but
they were growing, and the winter wheat had not yet decreased for the fifth image date, when the wheat
been harvested. After the winter wheat was crop had been harvested.
harvested, its mean radar return was much lower than
that of the other crops. The Effect of Radar Wavelength

The mean values of corn, soya bean and tobacco crops The greatest effect of wavelength was found in winter
for all bands are different, but not significantly so wheat signatures on the June 7 imagery. The mean
because of the wide standard deviation of the C-band radar return values were significantly greater
signatures. The wide standard deviation of crop than the mean X-band values. The mean value for
signatures is characteristic of radar data. In winter wheat on the C-band data was also
addit' a drought in the study area in 1988 caused significantly greeter than the value for the other
crop growth to vary by soil type and topography more three crops; on the X-band data, however, there was
than in other years, thus increasing the standard no significant difference among the mean values for
deviation of the signatures. the four crops.

The greatest difference in mean radar return values The longer C-band waves would be expected to
between the corn, soya bean and winter wheat crops penetrate more of the crop canopy and to be reflected
was found on C-band H and VV-polarized data reorded by more of the crop structure below the canopy than
on August 3, the latest of the five image dates. By the shorter X-band waves, which would be expected to
this time, the corn, soya beans and tobacco were reflect mainly off the surface of the canopy
approaching peak growth, and the winter wheat had (NASA/JPL, 1986). Winter wheat may have had higher
been harvested. The greatest mean value for corn C-band values because the crop canopy reflccted fewer
among all the data sets was obtained on the C-HH data radar waves than the underlying crop structure.
frcm this date, while the greatest mean value for
soya beans occurred on the C-7V data. The The Effect of Polarization
differences in structure between corn and soya bean
plants may account for the differences in return It was found that, generally, with the exception of
between the HR and VV polarized radar, the August 3 imagery of corn crops, the mean return

values of vertically polarized radar were slightly
The greatest mean value for tobacco among all the greater than the mean return values of horizontally
data sets was obtained on the August 3 X-band polarized radar. The vertically polarized C-band and
VV-polarized data, but, the greatest difference X-oand image data of corn has a lower mean value than
between tobacco and the other crops was found on a that of the horizontally polarized image ata.
combination of the two August 3 C-band data sets.
The difference among tobacco, corn and winter wheat NASA/JPL (1986) and Ulaby, et al, (1986) found that
was greatest on the HH-polarized data, while the the peneLrafion of a vertically-polarized radar
difference betweer tobacco and soya beans was signal directed down through the structure of
greatest on the VV-polarized data. There was little vertically-oriented crops b ch as winter wheat was
difference between the C-band HH and VV-polarized less than tha. ol a horlzontaliy-puiarized signal.
radar signatures of tobacco. Assuming that a lower measurement of signal

penetration under such circumstances represents a
The mean value for winter wheat was significantly higher signal reflectance, the greater return of
lower than that of the other three crops on both the vertically-polarized radar waves from crops other
C-RH and C-VV data, because the winter wheat urop had than corn found in the present study may be ,aused by
been harvested by the August 3 image date, leaving the mainly vertical orientation of those crops.
only dry stubble on the fields. Perhaps the leaf portion of the corn crop, which is
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more horizonttl than vertical, affects the return of REFERENCES
radar waves more than the vertically-oriented stalk
portion. This difference in surface geometry between Hutton, C. A. and R. J. Brown, "Radar backscatter

corn and the other crops would explain why the HH dependance upon look direction", Proceedings of the

return from corn is greater than the VV return. Eleventh Canadian Symposium on Remote Sensing., Vol.
2, pp.541-558, 1987.

SUMMARY AND CONCLUSIONS NASA/JPL, Shuttle imaging Radar - C Science Plan, JPL
Publication 86-29, Jet Propulsion Laboratory,

Although the set of radar images that was analysed Pasadena, CA., 1986.
was incomplete, and the effects of crop orientation
and slope aspect were not analysed, the following Ulaby, F. T., R. K. Moore and A. K. Fung, "From

conclusions may still be drawn from this preliminary Theory to Applications", Microwave Remote Sensing -

analysis of the available data: Active and Passive, Vol.3, pp. 1065-2162, 1986.

Significant differences were found between the radar Wicklund, R. E. and N. R. Richards, The

image signatures of winter wheat and those of corn, Soil Survey of Oxford County, Report No. 28 of the

soya beans and tobacco for all image dates other than Ontario Soil Survey, Research Branch, Canada

July 18. The greatest differences in radar image Department of Agriculture and the Ontario

signatures between corn, soya beans, and tobacco were Agriculture, 1961.
found in C-band HH and VV-polarized data recorded on
August 3, when these crops were at or near peak
growth.

The radar backscatter from all crops increases as the
crops approach maturity later in the growing season.
The radar backscatter from harvested winter wheat is
significantly lower than that from winter wheat
approaching maturity.

The greatest effect of radar wavelength was found in
winter wheat signatures taken from both Hl and
VV-polarized imagery, recorded on June 7. The mean
C-band value from winter wheat was signiflcantly
greater than that o±" the other three crops, while
there was no significant difference among the X-band
mean values from all four crops.

The mean return values of vertically-polarized radar Figure I STUDY AREA LOCATION NAP
were generally slightly higher than the mean return
values of horizontally-polarized radar, with the
exception of the corn-crop value recorded on August
3, when the mainly horizontal leaf layer of tne corn "
crop would have been sufficiently thick to mooify the
return.

Ongoing studies will include analysis of the completeradar data set and the consideration of other factors "..0

such as crop orientation and slope aspect. L
Field-by-field classification of the imagery on a /
gecgraphic information system will be evaluated, -- I

and the degrees of correlation between radar _,,. ),
reflectance and the factors that affect it will be
determined. -
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Recognition of three-dimensional objects
from single imagos

David G. Lowe
Assistant Professor and CTAR Scholar

Department of Ccmputer Science
University of British Columbia

Recent work in the area of computer-based visual recognition
shows that it is possible to produce reliable identification and
localization of known objects from even partial image data. in
this talk, a coizputer vision system will be described that can
recognizo threo-dimensional modeled objects from unknown
viewpoints in ordinary gray-scale images. This system, named
SCERPO, is quite robust in the sense that it is insensitive to
partial occlusion and noisy data. An important requirement for
achieving robustness is the application of the viewpoint
consistency constraint. This constraint requires that the
locations of all object model features in an image must be
consistent with proje tion of the model from a single
viewpoint. Unfortunately, while simple to state, this
constraint presents a number of mathematical difficulties when
reasoning between 3-D models and 2-D images. We will describe
how the constraint can be implemented and also used to greatly
reduce the search space during model-based matching. A second
component of the system is based on the principle of detecting
structure in the image that is present over a range of
viewpoints of the known objects and yet is unlikely to have
arisen by accident. Specific methods have been developed for
measuring tne significance of instances of collinearity,
proximity of endpoints, and parallelism between straight line
segments. Using these results, we have developed algorithms
that can identify these types of groupings in an image and then
match these derived image structures to corresponding structures
of a model. Since these image groupings reflect
viewpoint-invariant aspects of a three-dimensional scene, they
are ideal structures for bridging the gap between the
two-dimensional image and the three-dimensional model. By
combining the use of viewpoint independent groupings to index
into a set of object descriptions with the precise determination
of viewpoint for confirnmation, it is possible to create a robust
system for visual recognition.
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Frainc Camicra and Inage Contextual Constraints
for Stereo Motching in Aerial Scenes

DAVID W. PAGLIERONI"

Ford Aeiospace Corporation
220 Ilenry Ford II Di ive

San Jose, CA 95134

Abstio t Man. remote sensing and jeconnaissance applica One approach to stereo matching, though computationally
ioni, idudiig image oi tho-retifica Lion and registration, geoposi intensive, involves cross-coITelating stereo pair patches under

tLuing , ,d ineasuatLon, utdihe geodetic coordinate databases Such piesumption of pair geometrical consistency in all but offset, ade-
d-D infonmatio, is often obtained manually or semi-automatally quate feature content within blocks and sufficient gray-scale
from stt-e pais of optical aerial images. Extracting accurate geo- ,.imilantv between block pais. Anothei approach to 3-D data extrac-
detic data fur a given point requires its conjugate point, the camera tion attempts to compute reliable altitudes for feature pixels and
model and iecIr iwledge of all camera parameters Using nomi- then interpolates in-between. This is consistent %ith the fact that
nal parammett v nd grouundcomtioI orgroutdtuth for atieast stei ew matches to arbitrary pixels, even when obtained manually, ale
3 unaged points, parameter values can be computed by an often just estimates. However, existing stereo feat,e motching algo-
iteratite process k, as iescction Automatic geoedetic data imthins foi computing featuie altitudes are compotationall. intensive
extraction can thu Ix roached in terms of stcieo matching, i e and classical schemes for interpolating nonumformly scatteied vai-
by deteiinmning matches in one image to arbitrary pixels in the other able altitude posts, despite iesultig ii sumfaces luch miss the
This papxi addresses the specific problem of pixel-by-pixel stereo porte, are only suited to massivel3 parallel implementation. The
matching in digitized aerial scenes acquiied by fiame cameras. ste eo matAhlng system presented here is mioe consistent with the

Fiist, a new stereo feature matching algorithm is developed. lattei approach in that stei . matches to arbitrar pixels are based
Using dis.ance transforms and analytical optimization procedures, it pas tialfa on sinounding feeture matches, but they are also forced to
adaptively matches pairs of feature sets and then, unlike other algo- satisfy an independent camera constraint.
ritl-ms, applies the camera model to validate the results Its advan- First, a new stereo feature matching algorithni is developed.
tages aic efficiency, amenability to parallelism and match con- Ubiig distance tiansforms and analytical optimization procedures. it
sitency %ith respect to both image context and camera parameters adaptively matches pairs of feature s6ts and then, unlike other algo-
Furthermore, the algorithm uses only one edge resolution and despite rithms, applies the camera model to validate the results. Its advan-
absense of structural feature descriptions, is not troubled by special tages are efficiency, amenability to parallelism and match con-
feature configurations. sistency with respect to both image context and cameia parameters.

Second, the feature matches are used by a novel procedure for Fu,-thermore, the algorithm uses only one edge resolution and despite
rapid computation of matches to arbittary pixels. One matched point absense of structural feature descriptions, is not troubled by special
coordinate is estimated as a weighted sum of surrounding feature feature configurations.
match coordinates and then the other is specified by the camera con- Second, the feature matches are used by a novel procedure for
straint The resulting surfaces are efficiently generated, usually iapid computation of matches to atbttamy pixels. One matched point
smooth, based on matched pixels with lines-of-sight that intersect coordinate is estimated as a weighted sum of sumounding feature
and basically have the cori-ect geodetic coordinates at all previously match coordinates and then the other is specified by the camera con-
matched feature pixels. straint. '1he resulting surfaces are efficiently generated, usually

smooth, based on matched pixels with lines-of-sight that intersect
Keywords. stereo matching frame camera features correlation and basically have the correct geodetic coordinates at all previously
predictor matched feature pixels.

1. Introduction 2. Stereo Feature Matching

Many remote bensing anc reconnaissance applications, includ- Features, such as edge pixels, are easier to match than other
ing image ortho rectification and registration, geopositioning and points because they are salient and relatively consistent between
mensuration, utilize geodetic coordinate databases. Such 3-D infer- stereo inages acquired in succession. Stereo feature matching has
matmon is often obtained manually or semi-automatically from stereo thus become an active research topic. The objective is to determine
pairs of optical aeral images Extracting accurate geodetic data for reliable feature rather than exhaustive pixel correspondences and
a given point requires its conjugate point, te camera model and pre- matches to feature pixels in one stereo image may or may not be lim-
cise knowledge of all camera parameters. Using nominal parameter ited to feature pixels in the other. Motion stereo methods 12-31 match
values and growid control or ground truth at n.3 imaged points, feature in overlapping scenes by applying simplified matching pro-
nrecirse narameter values can be computed by an iterative process cedur, w all successive pairs of intermediate frames. but require
known as rescction Ill Automatic geoedetmc data extraction can thus many images. Techniques that apply in the absense of intermediate
be approached in terms of stereo matching, i.e by determining frames are often computationally intensive. One applies the Marr-
matches in one image to arbitrary pixels in the other This paper Poggio computational human stereo vision model to establish con-
addresses the specific problem of pixel-by-pixel stereo matching in sistent unambiguous stereo edge associations, but it is troubled by
digitized aerial scenes acquired by frame cameras certain feature configurations such as horizontal lines [4J. Others

* This research was funded under Independent Rseaich amid Development by Ford
Ae ospace Corporation
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match higher level feature descriptions, where structural description accordingly prior to feature matching.
is an on-going research topic 15). A new adaptive algorithm that The nccncst houzontal feoille tranlsform
applies distance tranisforms and analytical optimization procedures Nc~r)s Iy,c,i ioihic,ri=rj = feature pixel onl row r closest to )c,r)
to the prublem of matching edge sets is pi eswited in dlii section. was then comnputed foi the %aai ped right feature map. If a given row

has no feature pixels, Y/, does not exist. For each 12Sx128 block, let P

2.1 Frame Camiera Model be the list of offset left image feature pixels for wvhich Y1, exists and
let IN (mnx2) be the nearest horizontal feature transform of P in the
warped right image. Initially, P = Po and N = Nt.. Let f(P,t) (mx2)

Before atteniptiug to match features, it is importanit to correct be tbc, tesult of s1patially tiaiisformning P in accordance with adjust-
geuinetrical distuitiunb between stereo pairs. These distortions are nie-ut paiameters t With Nk deflned as the tiioarst horizontal
norimally dominated by offset anid possibly aspect ratio variation feature transfoiin of Pk,, Pk+1 = f(Pk- 4i) and
along the earallax direction llowever manifested, the camera mode! <a,,a, > a I InI '2+I la, I I' (&,,a, mxl), consider an algorithm
canl be used to reduce them, where at iteration k+1, the pioblen is to analytically compute tk+1

Frame camera models aie specified by extenui ouicftation minimizing <f(Pkltk+i)-Nk> This iterative process is adaptive in
pot anicteis, which define cameia position and pointing directioni iela- that if Pk44 has a different nearest feature transform than Pk, the
tive to some reference world coordinate frame at the instant of image algorithm causes Pk+i to adapt to Nk.,. on the next iteration How-
acquisition, and iitor oienitationi poaolyieteis, which define tile ever, adaptation seeks out local match minima so (s+ I)>1 sets of ini-
transform between pixels and camera fiame coordinates 11l. Tfie 0 tial parameters wie i equired.
exterior orio-rtati pjairneteis are cvz cani- xyz pv~ition Because terrain relief pioduces distortion only along the epipo-
*ni woild cooidaiatL. uneter,.. and L..,,jj carneia oriujitation lar line, which is locally horizontal, t should be taken as the 1x2 vec-
aiigles relatixi- t.u die world fiainu krad, whie the camera to woild tor of column offset and aspect ratio parameteis, i.e.. t za IT,.,Aj
fiame iotation matrix 11 ,~, has the pioperty that and

R- Q,,o ) =R - o -, -. )= It' [A.',i1

Interior orientation can be handled by setting up an affile f(P,t) = (P-T 0 [J) 1 (2.5a)
transform between camera frame coordinates (u,v,f) and coluin-row
pixels (c.i) where u and v are focal plane coordinates oneters] and f, where T, is the mx1 vector of elements T,, the flist column of P coin-
the camera focal length (meters), is an interioi oiientation parame- tains pixel column coordinates, i.e., P=[c,r], and N [,,'r] Then
tel. In this case, the lists [c~r] m- (cti),tio i=O, .. nI -- iii>2 3 the t minimizing <f(P,t)-N> is
column-row pixel coordinates an =uv {iuhivhi i=O,_MI,/ I.I.Cn112 -
corresponding focal plane coordinates imetersi are used in computing _M = T)]~(,T~~,)(I f -c1 (2.5b)
least-squares w and s coefficients where where 71 is the mean Yi, element arid E is thle mean c element. Then

u =w(O,O)c4-w(1,O)r+w(2,O) (2. 1a) for each block, the adaptive optimization algorithm is

v =w(O,1)c-tw(,1)r+w)2,1 D 2. 1b) for i-O,.,
c =s(O,O)u+s(l,Ov+s(2,O) (2.2a) teti = Ti),A,(i) =li A1 (say _1=5 pixels)
r =s(O,1)ii+s(, Dv+s(2,I). (2.2b) Pi) f(t0 (i),P) 2

Trhese coefficients can be viewed as the remaining interior orientation while (k-0 or <Pk(i)-P0..1(I)> > oi
paramterscompute t0km1i) minimizing <f(Pk0 ),tk+m(i))-Nk(i)>

P0 4 1 i) = f(Pk(i),tk.,.(i)), increment k
Let I m camera index (L for left, R for right), t i = tW(), PWi = P0I), dl(it = P k()
P1~xyzJT camera I world frame position (meters), R, i = i minimizing d(i), t': Ph') =f(P0,t

camera I-to-world frame rotation matrix, f, mi camera I focal length
mieters) and (ul, %IJ- focal plane coordinates (meters) for point This algorithm guarantees improvement or convergence at each

imaged by camera I For frame cameras, the 3-D hines in the world iteration siiice <Pk+ 1 -Nk> < <Pk-Ni.>, because tk,,1 is the t
frame, t-rough focal plane points (ul,vi) are minimizing <f(Pm,,t)-Nm,> and <Pk+)-Nk+i> < <P+-N> by

definition of nearest horizontal feature transform. Therefore,hI hi 1  <pk+m-Nk+m> < <Pk-Nk> anid convergence occurs at the first itera-114 +4 = IzIl + t1RI= L or R (2.3) tion k for which FiPkI,-Pi,> <c ((Say (-1 Pixel).
Zi A Matches are checked for consistency by analyzing the distribu.ly tion of horizontal disparities for each left feature segment. Multiple

where, Li is the paramaeter along l1, Now choose n-' terrain points left feature matches, to the same right featuie are ienmoved by .hioos-
with weid distributed UTAI' northings and east.ngs known to lie in ing thle closest oine and, if too fali away, thle closest ones are also
the area of interest and with fixed assumed altitudes. Let removed. A list of candidate matches composed of the remaining
Pu, = lxii,y),ziilj i=O,.n-I be their world (ie. US!? or geocen- right feature pixels puioi to geomettncal coitectionm and their left
tric) coordinates. Then, with R, m 1,,11,Ri . 1, the associated oneprsitenaemld
focal plane coordintes (u1(i),v1(i)) are given byconeprsithnaebld

Uii W um(P(W~ = RmelP(i)-pifm (2.4a) 2.3. Frame Camera Constraint Liune
R';sI2P(i)-PiJ

V, (i) -Vi (P1i) = LO -U P()-1mjfm (2.4b)
R' ,()P1 Bad madiclate feature matches cannot always be eliminated]

(2 2) can then be used to generate {(cjim,rlf)) i=O, ,n-1) for I-L using gra3 scale contextual information alone. In addition to beiiig
and R so that as in (2 2), least-squares transform coefficients contextualiy consistent, valid feature matches must also satisfy an

betwen hesetwosetsof ixel ca be eriedindependent camera constraint. Through the notion of miss-distance.
betwen hes tw ses o pixls allbe eried.thle frame camera model liovides a convenient mechanism for valt-

(lating caiididate matches.
2.2 Adaptive Feature Matching Algorithm Tw~o points cannot be conjugate if the ,niss-distonce between

their lines of sight is too large Let
F~ig lic-do are the a-3 pixel LoG edge maps based on the Q l a 61-m,fmJ' F_ Ijj 1 , 1 ,fji I = L or It. (2.))

stiongest 40'/( zero crossinigs thlat lie on segments longer than 35
pixels for the high terrain relief stereo pair of Fig.lla-b) acquired by For frame cameias, the set of all right image focal plane points
frame camera The right image was warped using the 6 coefficients imit,vrii producing 0 miss-distance lines with a given left image focal
decrived iii section 2.1 and the 512x512 left image was split into 16 p~lane Poimit (ut,,vL) is at line in the right focal plane with slope and

contiguous 128%12,S blocks Each block's vertical offset relative to thle intercept that are functions of 1l, and vl,. Specifically, it can be
wampled right image was computed via epipolar line formula (sectioni shown that the framne camci a conistraint fcpipolar) lice is
2 3) while hiorizoiital offset was approximated via normalized cross
corielation along the epipolar line Left image features weie offset
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Ul i a(uL,VL)Vii+b(nL,V) (2.7a) 3 world coordinates can be readily derived and made consistent with

(RR.IXQL)TaP intersecting lines of sight.
a(ui.,VL) M (QLXRn~o)Tp (2.7b) Suppose that it is desired to estimate the v coordinate,

( oa(cl,,rl.), of the stereo match to arbitrary left image pixel (er,,).

(In.2xQL)" AP With uL(cl,,r,) and VL(cl,,rL) as ill (2.2), 6(cl.,rL) defined as the v,

,, (QLXR o)TAp f (2.7C disparity associated with (Ul,VL) and (1iL,'.) defined consistent with
(Pblwe have

where RR a [Rrfo,Rit.1,R,s]. Furthermore, Iit(cL,rl, ) = (l.cl,rL)+6(cl,,rL) (3.2)

(APxRaI)TRn.oVR+(APxRr,2)TRR.fa (2.8a) so that only 6 need be estimated. With

tL 
=  

(Q xR Q LX) R . + Q XR0R ~ f )T A Pa (Cf.), ,, I= anx (c i,cL- b), (CL)i,.x M m in(e.,,,^,cl+b) (3 .3a)

t R ( LR=) R R o R(-R ,2 : ~ ~ f ( 2 .8 b ) (r l.), ,, , = -m a x (r ,,,, ,,r l, - b ), I r l.) ,,, a_ m in (r , , ,^ ,,+ b ) (3 .3 b )

(QLxRp1)TrRaeVR+(QLXRRa.s)Raef. let us estimate b(CL,rL) for image pixels (c,.,r,)
A 0 miss-distance frame camera constraint can be imposed on Ic ,,c.,,.]xlr,,,,r,_J in terms of 6 values for certain pixels in
feature matches (UL,Vl) and (uii.o,ve.o) (obtained as in section 2.2) (cf.),,,,(c,.,,]x[(rL),,,,,(rI.),,,, ] at which b is known by stereo
by computing the focal planL point uR,vii on the 0 miss-distance feature matching or has been previously estimated. With Rici,ri,)
line associated with (UL,VL) closest to (ul,.,vn.oQ. The solution is (discussed later in this section) defined as this set of pixels and

a(u).,vL([ut'o-b(uLvL)]+VR'o (2.9) DI(c,,,rL),(c,r)] = absolute distance from (cL,r.) to (c,r) (3.4a)

2 (UL,VL)+1  D ci,,(c,rL) r3 rin DI(cl.,rL),(c,r)] (3.4b)
with uii then given by (2.7). Candidate matches for which (c,r)hR(c.,r,)
<[Ca~o,rito,[cR,rR]> > Ad (where the pixels are computed via (2.2b)) consider the class of 6 estimates
are eliminated. The stereo matches obtained via (2.9) have associ- 6(ci.,r,,) = 2 wc,r,cL,r.)6(c,r) (3.5a(
ated miss-distances of 0, as they must, and their world coordinates,

which can readily be converted to UTM, are given by applying (2.8) .mdaq..,.

to (2.3). The stereo matches produced by applying this algorithm to D,,,(c,.,r,)+3b
the images of Fig.l(a-b) are shown in Fig.l(e-ff. Note how well wic,r,c,,r) = f(DI(cl,r 1 .),(c,r)])+(c.,rt) (3.5b)

feature structure is preserved even in the presence of high terrain where f(0-0, f is an increasing function, ,>0 is some constant and
relief. wo(c,,r,.) is chosen such 'hat

3. Stereo Matching Z w(crcL,1r) = (3.50
D,,J,,c:.,rL F+l.?I

The goal of stereo feature matching is to determine points con- wo(cL,r) = I Er
jugate to reliable feature pixels. However, many applications require f .

3-D information at regular intervals or even on a pixel-by-pixel basis Note that for (c,r)(Rtc.,rL), ,c,i) is already lkown, by stereo feature
Thus, the ability to efficiently perform stereo matching at arbitrary matching or piioi estimation, and if t z 0, 6icr) = tc,r), i.e., the
pixels is important. estimator icturns the correct geodetic coordinates at matched

There are two basic approaches for extracting 3-D data at arbi- features As ( increases, the surfaces smooth out mote but computed
trary pixels from stereo pairs. One computes matches to arbitrary coordinates at matched features tend to be sume% iat off A mean-
pixels by cross-correlating blocks centered at those pixels with the ingful upper bound on c can be derived by insisting that ( be small
other image along epipolar lines [6-7]. It fails in regions void of enough to ensuie that weights attributable to all points in RtcL,ri,)
features and areas of high terrain relief containing shadows, occlu. except (c.,rj,) sum to no mole than a fraction p of the weight attri-
sion or geometrical distortion. On a point-by-point basis, the cost per buted to (c,,rl) when (cL,rL) already has a matched feature. The
point is O(b2b,) adds and multinlies where b, is the block width and relation

b, is the search width However, this cost can be reduced to O(blb 2) £ < ,,,,x(p,b) o p/(2b+l)5  (3.6)
adds and multiplies per point when all points along a given scan line
ate processed together. more than satisfies this requirement. Also, note that f needs to be an

increasing function so that weights attributed to disparities associ-
The second approach matches features, computes their world ated with matched fiatures decrease with increasing distance to the

coordinates and interpolates to estimate world coordinates at arbi- pixel of interest. Ra1pidly increasing functions promote high surface
tary pixels in between Unhike correlation, this method produces rea- variation near matched features while slowly increasing functions
sonable world coordinate estimates for pixels in regions absent of enhance surface uniformity.
featii es. Existing techniques (e.g. [8-10]) interpolate between nonun-
iformly distnbuted variable altitude posts by minimizing special If b is not allowed to vary with (c,,rL), some of the blocks may
functi nals (perhaps with penalty terms. Though smooth, these sur- not contain matched feature pixels. While choosing b t. be large

faces oftei miss altitude posts and are only suited to massively reduces the liklihood of having empty blocks, it does not eliminate
pai allel implementation, the problem, it increases cost and is inconsistent with the idea that

disparity at (cb,rL) should be dictated only by the disparities of its
The algonthm developed here uses surrounding featuie nearest neighbors if they are known. On the other hand, allowing b

matches to efficiently compute matches, with intersecting lines of to vary hampers implementability and can ruin surface integrity. By
sight, to arbitrary pixels It produces results comparable to correla- modifying concepts developed for 2-D inear prediction, it is possible
tion in areas of high feature activity and deals with the other areas to remove the empty block problem and still choose a small fixed
as well. The frame camera constraint equation is first re-written as value for b.

Pit = aUL,V)VR+f#(UL,Vl) (3.1a) For this algorithm, consider 2 types of scans. For top-to-bottom
(ltR,VP,a(UL,VL),06(Ul,VL) = (3.1b) and left-to-right scans from (cl,r,) I1,c,,..-Jxl1,r,,,-l], R(ci..r,)

will contain the 4 points (c,.-1,r,.), (ci.+i,rL-1) i = -1,0,1 in the
causal prediction window of Fig.2(a) 111] for which b has been previ-

(UR,V,?,a(uI.,VL),b(u,.,VL) Ia(UL,VL) I I ously calculated during the scan together with matched feature pix-

1 -b(UL,VL) la(ui.,vl) > 1. els fi Icl.,(c,.),,,, Ixiri.,(r,,,, JU IF(c.),,,,c,.-1 lxi 1.lu,.,,sJ] For
(va,ui, , , ) bottom-to-top and right-to-left scans, R(ci..r.) will contain the I

a(uL,,VL) a(ULVL) points (cl.+4,r,,), (c.+i.,.+]) i = .1,0.1 in the causal prediction w%,in.

v disparities for arbitrary points are estimated in terms of known v dow of Fig.2(b) for which 6 has been previously calculated during the
disparities for neighboring points. it is not used because scan together with matched feature )ixelq ill
I a(UL,VL) 1 < i => estimation errors in il can, via (3.1a), produce (c.),,,,,c.lxllr.),,,,,,,r,.l r Ic.+l.(c.),,,, Ixlii' i .. - I.
significantly larger errors in va. Matches to arbitrary pixels are
forced to have intersecting lines of sight by applying the frame cam- Disparities are obtair-d by avenging rc..-lt.- of 2 ith I l, lit

era constraint (3.1a) to calculation of lilR. The advantage of this passes With (c,,.r,, is (lie eftmost matchvd 2f.icii, ;iaml n i ,

approach over altitude interpolation is that using (2.8) and (2.3), all row containing matches. thy. fir.p.-. t,miih it, rw i. . I 1
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right and right to left scans from (ct,,r,). A top-to-bottom left-to-right 18J L. L. Schumaker, "Fitting Surfaces to Scattered Data",
scan from hl,r,,+l) (ro-.r,, -2) and a bottom-to-top right-to-left scan Approximation Theory II, G. G. Lorentz, 0. K. Chui and L.
from (c,, -2,r,-1) (ro>l) are then perfo'med. Similarly, with L. Schumaker eds., Academic, 1976, pp.203.267.
(cf,ri) a the rightmost matched feature pixel on the bottom row con-
taming matches, the second pass completes row rr by right-to-left [9] W. E. L. Grimson, "An Implementation of a Computational
and left-to-right scans from tc,r 1). A bottom-to-top right-to-left scan Theory of Visual Surface Interpolation", CVGIP, 22, 1983,
from (c,,,-2,rf-l) (rf>l) and a top-to-bottom left-to-right scan from pp.3969.
tl,rl+Ij iri,.r,,-2) are then peiformed. The iesult is a relatively 110] Demetri Terzopoulos, 'The Computation of Visible Surface
simple efficient schemc for scqential computation of high quality Representations", IEEE Trans. PAMI, 10, 4, July 1988,
surfaces with correct disparities at the featuie posts. pp.417-438.

After stereo feature matching, the cost associated with comput- [i] Anil K Jain, Fundamentals of Digital Image Processing,
ina matches to arbitrary pixels can be estimated in terms of the Prentice-Hall, 1989, p.204-219.
average number of feature pixels per 2bxb block, which, for NxN
images containing E feature pixels, is approximately 2Eb

2
/N

2
. For

the example of Fig.1, E-10520, N-512 and b-16 so that the average
number of feature pixels per 2bxb block is 0(20). Using table look-up

on f. the number of adds and multiplies required per disparity calcu-
lation is about 3 times this number or 060). Depending on b, and
b2 , the correlation approach can be 1 to 3 orders of magnitude more
expensive. For example, bi=b2 =32 => 0(322=1024) required opera-
tions per match which is 20 times more expensive for our example.

Results of applying (3.5) are shown in Fig.lg) wheie fx)=VNx
and (=.l. The surface altitude range is 1656 to 1788 meters. n-32
well distributed pixels, {(ci,(i),ri(m)) i-0, ,n-I), were manually
chosen, their manually selected counterparts, (ciiM (i),rt..j(i)), were
compared to the automatically computed ones, (ci(i),r(if), using the
pixel accuracy measure

Q1,= [X1~ (it-c~i M(i)]
2

+l (mt-r1 c(i)l2 ) 2 (3.7)

and Qp was found to be 0(4) pixels.

4. Conclusion

The camera model and its parameters contain much informa-
tion and should be used to supplement gray-scale contextual data
when computing conjugate pixels for stereo pairs. In stereo feature
matching, bad candidate matches obtained on the basis of contextual
information can be eliminated using the camera model and, when
matching arbitrary pixels, it can be used to enforce line-of-sight con-
sistency between conjugate points. The need for massively parallel
networks in real-time computation of matches to large numbers of
pixels can be eliminated by estimating, for each pixel, the focal plane
coordinate dictated by the camera model as a weighted function of

neighborhood data.
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GEOMETRIC TRANSFORMATION AND TERRAIN CORRECTION
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ABSTRACT

The geometric adjustment or correction of remotely-sensed data
is used in image processing for a variety of reasons. Most common is
the desire to co-register multiple data sets, either from different
sensors or from different dates of acquisition. Of growing interest
is the precise registration of an image to a particular map base,
particularly for environmental and land use monitoring; the
requirement for accuracy here arises from the potential for using the
imagery as evidence in enforcement and other legal actions. For some
applications, such as simulated flight animations, ortho-image
generation, and slope aspect estimation, the correlation of imagery
with digital terrain models is necessary. Registration, uniformly
accurate to approximately one pixel, may be required for some
projects.

For most image registration and related geometric adjustment
issues, the digit&l image processing community has relied almost
exclusively or polynomial warping algorithms. Typically a set of
ground control points, or other tie points, are defined to calculate a
first or second (occasionally third) order polynomial function to
effect the desired trtnsformation. The technique is convenient and
computationally efficient. The level of precision noted above is,
however, achievable only with narrow field-of-view, nadir pointing
sensors. In addition, geographical domains being transformed must be
of limited size, and terrain relief must be minimal. If any of these
conditions is not met, an alternative geometric correction, or
registration, technique must be employed.

The Analytic Sciences Corporation (TASC) has developed several
approaches to handle these registration problems. The techniques have
been applied to the geometric correction of uncontrolled airborne
scanner data, resulting in the generation of "seam-free" mosaic the
correlation of SIR-B synthetic aperture radar imagery with vari tions
in local terrain slope, the development of video flight simulations
through mountainous terrain (using SPOT and Landsat Thematic Mapper
imagery), and the prototyping of a new ortho-imaging technique.

Some of the methods used are based on the development of sensor
models; since sensor position uncertainties are often on the order of
hundreds of meters, estimation of the sensing geometry must be
accomplished from image (distortion) parameters. Where one cannot
model the sansor geometry, a local point-to-point registration
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technique may be useful. Based upon an algorithn suggested by Akima,
TASC developed this method especially for the terrain correction
problem, where geometric distortions are not adequa'dly modeled by
readily defined surfaces. Unlike polynomial warping algorithms which
provide a best fit in the least squares sense, ThSC's Akima warper
provides exact co-registration at all user defined tie points.

The purpose of this paper is to examine the limitations and types
of error associated with these various methods of geometric correction
and registration. The magnitude of the error to be expected in
employing these techniques will depend on the accuracy with which
ground control points have been mapped, the accuracy with which they
can be determined from the reference material, and the accuracy of any
digital terrain models being used. All of these error sources will be
discussed, and some practical observations regarding these factors
will be offered. Included will be issues associated with the
extraction of terrain models from stereo imagery. Finally, some
guidelines for use in selecting the most appropriate, cost-effective
method for specific types of application problems will be presented.
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UNE METHODE DE DETECTION DU RESEAU HYDROGRAPIIIQUE A
PARTIR D'UN MODELE NUMERIQUE DE TERRAIN

A METHIOD FOR THE EXTRACTION OF A HYDROGRAPHICAL NETWVORK FROM
DIGITAL ELEVATION MODEL
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RESUME 2-CALCUL DES EXTREMA LOCAUX SUR UN M.N.T.

Le prdsent article ~I pour but dc proposcr line nidthodc pour La mdthodc prdscnide ici repose sur Idiude du voisinage 3*3 dclcxtraction du rdscau hydrographiquc 5 partir d'un mod~lc numdnque dc chaquc pixel (voir Figure 1). Le pixel 5 dtant le pixel diudid, on calcuic lcsterrain (M.N.T.). xrm oaxdlafgnsiat Jw,18)La mdthode proposdc repose sur un traitcment hidrarchiquc t deux cxnalcuxd afonsine(Jnn,98)
niveaux, effectuant une pniclassilication des pixels par analyse locale du- -

M.N.T., suivi d'un chainage des segments du rdseau.
Les rdsullats obtenus, bicn lu'incomplets, niontrcnt. qu'il scmble 1 2

possible de ddtccter Ic rdscau hydrographique avcc une intervention
minime dc lopdralcur, une prdcision amdliorde ci tin coOt plus faible.

SUMMARY 4- 5 -

This article pro)oseS a solution for the extraction of a
hydrograpical netwvork fromt digital elevation model (DEM) data.

The mnethod (taking into account DEM errors) is based on a two7
levels Ierarchical process, providing a classification by local analysis of____
DEA1,folloived by a linking performed on the detected segments.

The results, although not comnpleted, are promising because, with a -Figure 1: Liaisons possibles dua voisinage 3*3 d'un point-
sinall operator interference, the network is obtained wvith a precision which Possible links in a 3*3 neighborhood
sens to be very accurate and at a reduced cost.

Si Ics deux extrdm iits d'une liaison symdtrique (1 -9; 2-8; 3-7; 4-6)
sont d'altitudes supdiicurcs ou dgalcs: au point central (point dtudid), allots
cclui-ci scra classS comme minimum local, si, en revanche. les deux

I-INTRODUCTION cxtrmitds sont d'altitudes infdricurcs ou dgalcs, alors Ic point est classd
comme maximum local.

Avcc 1'av~ncmcnt des techniques de tdldddtection, ci Ics 11 faut noter que puisquc les conditions sont larges, un point peut
images du saic~u;z SPOT, il est possible de rdaliser serni-automnalqucment tire classd comme minimum ct maximum ?I Ia fois. Dans cc cas, on
deb Laries topographiques A l.&$he 1.50 000 (Roi~on, 1985). Le traLd privildgic les minima, ccst Ai dire quc lc point sera pris comme minimum,
du rdscau hydrugraphique est une dcs panics manuettes, ct son ct non comme maximum. Ccci est da au fait qu'un cours dceau se
automiisation devrait engcndrer dcs coOis ct ddlais de production plus pirdscntc, dans un M N.T., sous la forme d'un talweg (profit type "W),
fLiblecs. La midthodc pri~scnIc dans (.ctarticle a did ddveloppdc dans (ct done comme un minimum local. Ainsi dire minimum local est une
pcr.spCc,'1Vc, para~ilceuns, die pourrait tire aussi avaniageusemcnt utilisidc condition ndccssairc pour dire cows d'cau, done dans Ic doute il vaut
par lcs hydrograplic, .(czwnaton des rdserves en cau, surveillance ct micux opter pour un minimum ct ainsi ne pas pcrdrc d'information.
contrble de l'volution du rdseau, irrigation, ...). Ces multiples
applications expliquent le fait quc la ddtcction automatique du rdscau
hydrographique ait fait l'objet dc plusicurs diudes. Lcs approches 3-CALCUL DU DEVERSEMENT
existanles peuvent se regrouper en deux familles, sclon qu'cllcs
s'inidressent: 3.1 Orientation des pentes:

- At la ddicction d'dlidmnts: lindaires directement dans Ics Images,
suivic d'unc classification permeitant de rcconnautrc Ics segments Lc but decc traitemcnt estdecalculr'ointation des pntes suivantappartenant au rdscau. 8 directions possibles:

' ou it lanalyse locale du M.N.T., qui repose sur l'itudc du I :Est; 2 :Nord-Est; 3 : Nord; 4: Nord-Oucst; 5 : Oucst; 6 : Sud-
voisinage d'un point en vuc de sa classification dans Ic rdscau. us;7Sd8Sd-t orauelec 0olapn s ul.Toutes ces mdthodcs sont efficaces sur un 1M.N.T. iddal. 11 semble Oct a;8:SdEI nrjueI a i apncetnle
pountant difflcile de Ics appliquer At an M NT. pratiquc, contenant des Pour naliscr cc calcul, on cffectuc au pirdalablc un filtrage passe-bas

errear. de MN.Tat ,e iser e "icieFi, ci:,appriincr ics erreur grossicres.
Ensuite on localise les points singuliers (points d'altitude infmdricurcLa mdthodc prdsemtdc ici repose sur un iraitement en deux dtapcs. At tous ses voisins, ccest-li-dire les linus), At imde de Ia mdthodc prdcddcnte

Dans un premier temps nous introduirons unc technique de ddtcction d-os par cxcmplc.
cxtrdmp becaux sur un M.N.T.(paragraphc 2), puis un traitement pour lc
calcul du ddvcrscmcnt (paragraphe 3). Daris lc paragraphe 4. on prdsenle Ia
mdtliodc dc chainage des segments ddtcid qui est guidde par un opdratcur Enin, on calcule Ics valcurs des pentes At laide de Ia mdthodc des
ct tdent compte. des imperfeitions du M.N.T. Enfin on dvaluc les diffdrcnccs finics, es valcurs permett finalement dc d'5tcrmincr
perfunnanw~s de ictte mdthodGcen prdscruant deN idsuhtats de, traitemrittsur t'orientation dc tous los points du M.N.T..Ccttc midthodc a dtd dsdvcloppde
an M.N.T. obtenia sar un site de Malaisic. par Djelali Benmouffok (th~sc it paraire, INRS Montral).
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3.2-Calcul du dkversement: Les crit~res dc classcmcnt ont dt definls commc suit:

A partir dc l'orientation des pontes, on a ddvcloppd une mdthodc * Pour appartcnir A la classc I, un point nc dolt pas dire un
pour calculer le ddvcrscmcnt. Pour sc faire, on part du fait qu'une direction maximum local at dolt avoir une valcur do ddvciscmcnt supdricure At un
dc panic, 4 partir d'un point, nous donne le point dans Icqucl celul-ci se scull (SEIJILI), QU iI dolt dtre un minimum local et avoir une valcur dc
ddvcrse. ddvcrscmcnt comprise entre tc scull pr&cAdcnt at un autre scull plus faibic

Ainsi, en suivant lcs panics, ct en incrdmcniant la valcur dc chaquc (SE VIL 2).
nouveau point dans lequel on sc didverse, on po-ut calculcr le didvcrscmcnt * Pour appartcnir A la classc 2, it dolt dire minimum local (sans
du ridscau. vdri fict les conditions pndcddcntes).

Par exemple, un sommet aura une valcur de ddvciscment nulle, alois *La classe 0 comprendra tous les autres points.
qu'un ravin (ou un cours d'cau) aura des valcurs do ddvcrscmcnt dIcvdes,
et cc. d'autant plus quon se rapproche de son cxtrdmitd. 11 reste alors a fixer les sculls; dans un premier temps ceux-ci sont

Malheureusement, Ia prdscncc des erreurs sur le M.N~r. fausse les choisis au vu des valeurs de ddvcrsemcnt obtcnus sur l'image complete.
ridsultats. En prenant pour illustration Ia Figure 2. on s'aper~oit quc les Le SEUIL est choisi idlcvd arin d'tre certains que les points de ]a classe I
valcurs .5lcvics correspondent effectivement au cours d'cau, mais par seront cffectivement des points du ridseau, Ic SEUIL2 quant lui est pris
Contra quc des valcurs faibles; nimpliquent pas ndccssaircmcnt qLce cos plus faible pour tenir comptc des cas ambigtls.
points nappartiennent pas au rtdseau. La Figure 3 prdscnte Ic ndsultat de classification des pixels dans un

aorCcpendant cc calf ul permc d'avoir une condition suffisante pour fenetre de 32 par 64 extraite du MANT. d'un site de Malaisie.
aorun cor 'a aorqadsvlusde ddvcrsemcnt tits grandes

impliquent quc ces points appaniennent au ridscau. 4.2.Chainage des segments:

-- ~ ,,*~,Les ndsultats do ldtape pndcddcntc nous donncnt des segments du
ridscau cntre lesquels se trouve des points de Ia classe 2 (appartenant peut-
dtre au rtdscau). La suite du traitement va done consister a relier 'Cos

- -~d segments au travers de ces points "ambigUs".~Lei -- Actuellement cc processus est ndalisd avcc I'aidc d'un opdratcur,
celul-ci donne l'cxtrmitd dun segment et Ia direction de Ia connection
effectuer. L'algorithmc vdrific si on pout rdaliscr une connection. -clle-ci
nest possible quc si en parcourant 'image" dans Ie sens dorna, ou un

4 sens compatible (c'est A dire qul ne soit pas de direction opposde !i Celle4 donc), A partir du poinit -si.-nd t en suivant dcs points de Ia classe 2,
4 NZ,..I on arrive hi un autre segment (classel) .
4 On impose de plus Ia contrainte quc pendant tout Ic trajet de

contnexion, l'altitudc soit constanie ou didcroissantc..
4 Examinons le cas oiii l'allitude viendralt A augmcntcr en cours de

liaison. On ddcide alors de corriger l'altitude dc cc point (correction limitdc
4 ~A Ia prtdcision dorndc sur Ic M.N.T. de*~ 3 metres) , si cette correction ne4 4suflit pas, Ia liaison est dite impossible et on passe A un autre segment,

sinoil on continue Ie processus de liaison do cc segment.

4.3-Risultats:

Cette mdthode a dtd tcstde sur un site de Malaisic pour Icquel un
2 'SM.N.T. dtait disponible. L'image dtait de taillc 128*128 pixels, Ie paysage

CA d de type accidcntl, oeus couvert vdgdtal dc type fordt trupicale, situd dans !a
ridgion de Nani. LUaltitude varie de 0A460 m.

4 ~Les rdsultats obtenus (voir Figures 4 et 5) ont donind une
£ reconstruction complete du rdseau, avec des cours dcau non reprdscntds
* sur Ia carte, mais conformes A l'allure topographiquc du site.

En revanche, on pouvait s'attendrc une efficacitd ndduitc pour Ics
faibles altitudes, cecst cc qu'on pout constater sur ]a panic gauche de

-Figure 2 :mise en dvidence des probkMaes dtas OLLx erreurs l'image (voir Figure 5), pour laquelle Ie relief est beaucoup plus 'doux'
sur le MN.T.dan!- 'es calculs de &kvcrscment- (pontes faibles, altitudes faibles). Dans de telles configurations,

Presentation or some proba,.ms due to errors on DEM in the overflow ltutilisation de l'information radiomdtrique devrait permrnc d'amdliorer
computing les rdsultats.
4-APLICTIONA L DETCTIN Dautre part, Ia prdcision du tracd semble satisfaisante, mais

D'UN RESAUI AY L~APECION demande A dire tdvalutde de manitre systdmatiquc.
A PARTIR D'UN M.N.T.

4.1-Prcikeassification des pixels: 5-CONCLUSION
Cette mdthodc donne dc bons rdsultats sur le site rdtud id. Elie apporte

une premiee rdponse au probl~mc de Ia dtdtection du rdseau
Dans cette panic nous allons utiliser ]es diverses informations hydrographique A partir d'un mod~le numdriquc dc terrain pratique

apportdcs par Ics deux calculs pn~dc~dnts, tout en tenant compte du fait quc (entachd d'erreurs). Si cIle fait intervenir un opdrateur, sa tdche est
Ic M.N.T. posstde des crrcuis. simplifide et rdIuitc. On pout done s'attcndre A unc i~duction du temps de

L'application de ces dcux traitements va nous permcttre de classer rdalisation des cartes topographiqucs et une diminution probable des
les pixels dans; tro~s classes distinctes: errurs (notamnment des oublis de structures).

Cependant av-int dc gdndraliscr ]a portde de ces rdsultats, une
- ]a classe 1, contiendra tous Ics pixels qui appartiennent cxpdrimcntation syst6. iatiquc reste A faire. Plusieures amdliorations sent

sirement au rdseau. envisagdcs. en particulier I'automatisation comoldte du processus ( y
- La classe 2, condiendra tous les points qul apparticrncnt peut- compris dvcntucllcment Ia ddtcrmination des seuils), l'utilisation

tire au ridseau. compldmentaire de l'information radiomdtriquc et Ie d~vcloppement do
- La classe 0, Ics points qul Wapparticrncnt pas au rdscau. sysftme A base de connai ssances.
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- Figure 3: rdsultats de Ia classificationi daits itne fenzLire de 32 par 64 pixels-
Classification results in a 32 by 64 pixel window
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-Figure 4: rdsultatfinal sur lafenitre choisie (le rdseau ddjd cartographi est reprdsentd en grisg)-
Final result on the selected window (the shaded area represents the known network)
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.Figure 5: imzage dui site avec le resultat de traitement stir un scilne de 128 par 128 pixels (la zone ell
grisif correspond approximativement d la fen~tre des figures 3 et 4).

Extraction of tlhe network in a 128 by 128 image (the shaded area reprfesents ,approximately die window of die Figures
3 and4)
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ABSTRACT algorithm, or from the failure to detect any
matches. In the following, we discuss

Digi.tal rlevation Models (DEMs) derived briefly the magnitude of the three types of
automatica.ly from satellite imagery are errors and possible ways of minimizing their
aistorted by three types of errors. Geometric effects in automatic derivation of the DEMs.
correction errors of between 0.5 and 1 pixel
result mainly from the inaccuracies in ground
control point location on the map and in the 2. GEOMETRIC CORRECTION ERRORS
image. Stereo matching errors are slightly
above 0.5 pixel for real satellite images. Geometric correction errors originate during
Gross errors (blunders) can exceed several the transformation of image to ground scene
pixels. The new approach to blunder detection coordinates. There are three approaches to
and removal, combined with the traditional this task: i) the transformation function
thresholding and filtering, is capable of can be derived by comparison of the image
removing most of the blunders. To produce and ground scene coordinates of the selected
blunder-free DEMs, the manual verification group of Ground Control Points (GCPs); (ii)
and editing stage is still needed. the orbit and attitude of the satellite can

be described by polynomials in time, based
on available satellite telemetry parameters

Keywords: Digital Elevation Model, automatic and a few GCPs, and then used to determine
derivation, errors, blunders the corrected position of the pixels; (iii)

the satellite orbit and attitude can be
described by a physical model, the
parameters of which are determined from very

1. INTRODUCTION few GCPs per strip of scenes.

Digital Elevation Models (DEMs) contain In the first approach about ten GCPs are
elevation values of terrain in gridded needed for one SPOT scene or Landsat TM
digital form, and play an important role in quarter-scene. The transformation is then
map production and many other applications, described by a low degree (three to five)
Extraction of DEMs from digital stereo data polynomial in image or ground scene
by computer correlation (or matching) of coordinates, and its coefficients determined
image pairs can be now implemented in by least squares fitting. This method, used
production systems. This is due to a in most of the commercial image processing
significant reduction of manual labour systems, has a serious drawback of requiring
required, in comparison to traditional a relatively large number of GCPs. In well
stereoplotting, particularly when processing mapped areas it is possible to acquire
satellite stereo image pairs. enough GCPs, although at a cost of long

operator time. In poorly mapped areas the
An automatically produced DEM is distorted by cost of GCP acquisition can be very high.
three types of errors. The first type are Also, a large number of not very accurate
the geometric correction errors, resulting GCPs introduces errors in the transformation
from inaccuracies of the transformations polynomials. In our tests with an eastern
between the imaqe and around scene Ontario/western Ouebec SPOT PLA scene pair,
coordinates. The second type of errors are the use of 32 and 25 GCPs from 1:50,000 maps
usually small, random errors in determining in the third degree polynomial
the exact disparity of the two images, and in transformation resulted in residual errors
interpolating the results to a regular grid. of almost 9 metres in both line and pixel
Finally, the third type of errors are directions. This was only slightly worse
blunders, resulting from the matching of the than the limit imposed by the SPOT
wrong features by the stereo matching stereoscopic accuracy of about 6 m in X and



447

V and 3.5 m in Z, for the maximum stereo In laboratory conditions and with known
effect corresponding to +27/-27 degree object shape, El-Hakim (1989) was able to
viewing angle (Rodriguez et al., 19bP). achieve location accuracy of 0.05 pixel in X

and Y, and depth accuracy of 0.07 pixel. In
The second approach is based on ezpansion of a similar project, but using synthetic
orbital and attitude parameters into low crosses overlain on digital aerial images,
degree polynomials in time. It requires far Mikhail at al. (1984) achieved the location
fewer GCPs to determine the coefficients accuracy of 0.03 - 0.05 pixels in X and Y.
describing the required transformation, about
ten for an area of 500 by 500 km (Guichard, For satellite images the accuracy is ac
1985), giving acouracy of 3.5 m for simulated least an order of magnitude puoer. For a
SPOT PLA data. This value did not include GCP simulated pair of pseudo-stereo Landsat
location errois. images, free of geometric and radiometric

distortions, Paine (1986) achieved an
Similarly the third approach, orbit and accuracy of about 0.4 pixel; additional
attitude physical modelling and integration postprocessing improved the accuracy to
in time, allows the continuation of the about 0.2 pixel, which probably establishes
model along a strip of scenes. To determine a theoretical limit for satellite images. In
coefficients of the model, only a few GCPs tests involving simulated SPOT images, for a
are needed per strip of ten scenes (Friedmann realistic case allowing geometric and
et al., 1983), yielding an error of about radiometric differences, Rosenholm (1986)
half a pixel (40 m for Landsat MSS data), achieved the accuracy of about 0.35 pixel in
corrected for GCP error. parallax measurements. The accuracy was two

to three times poorer in areas of "bad
The use of GCPs introduces errors due to structure" or with large time difference
their uncertain location on the map and in between images. This is confirmed by
the image. Ir the context of DEM derivation results of Cooper et al. (1987): for
it poses another difficulty. In off-nadir simulated SPOT data the feature detection
scenes every point not on the datum surface algorithm, with postprocessing, gave an
appears shifted from its map position by a error of about 0.7 pixcl, while for real TM
distance (parallax) roughly proportional to scenes the error was about two pixels. The
the point elevation. Unless all GCPs are errors are usually measured by RMS
exactly at the same elevation, the polynomial differences between derived and dense
or parameter fitting stage includes some of reference DEM; in many cases the accuracy of
the effects of the parallax. When the the reference DEM is comparable to or even
general trend of the scene topography matches lower than the accuracy of the automatically
a low degree polynomial, most of the parallax derived DEM. This shows the necessity of
signal can be removed, and the resulting DEM evaluation of the automatic DEM derivation
will be distorted. To avoid such loss of systems against accurate, photogrammetric
information, the effects of GCP elevation quality dense DEMs.
have to be accounted for in the fitting
algorithm, or compensated before using GCPs The errors of interpolation between matched
in the fitting stage. points and a regular grid are most important

for feature based matchers, which typically
Finally, in applications requiring high match less than 5% of points. Unfortunately,
absolute accuracy of the determined elevation it is difficult to separate the
values, the problem of the reference surface interpolation errors from other types of
is becoming important (Kaufman and Haja, errors, although they can be noticed
1988). The differences between different visually (Cooper et al., 1987).
geoid models (e.g. Clarke 1866 and GRS80)
can approach or even exceed total errors of
DEMs derived from SPOT images. 4. GROSS DEM ERRORS
Unfortunately, a solution to this problem
lies outside of the remote sensing community, Automatic DEM derivation methods
as it requires the definition of an accurate occasionally produce gross errors, or
world reference geoid. On the other hand, blunders, resulting from matching the wrong
due to ircegularities of the Earth's shape, features or arias of the two images. The
some applications may always need corrections mismatches can result from a variety of
for local departures from the reference conditions, including sensor noise, low
geoid. scene variance in portions of the images,

particularly over water bcdies, temporal
changes in the scenes imaged at different

3. ERRORS IN PARALLAX DETERMINATION times, severe relief-induced distortions
between the images, and the presence of

There are many methods for automatic stereo ambiguities such as occluded areas, clouds,
images matching and parallax determination, ^r repe fr patterns. it is very
They can be divided into two broad classes: difficult for a matching algorithm to handle
area based matchers and feature matchers. all of these situations without error, and
The area matchers seem to perform best in the therefore means have to be developed to
natural terrain, while the feature detection correct gross DEM errors. Most of the
matchers appear to be well suited to urban emerging production DEM derivation systems
and agricultural scenes, with abundant edges. operate in an iterative mode with increasing

resolution in each step. To prevent the
propagation of blunders from coarse to fine
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Fi;ure ia. +27 degree view of a 12.8 by 12.8 Figure lb. +7 degree view of the Meach Lake
km SPOT PLA scene of Meach Lake scene

Figure 2. Automatically derived DEM with Figure 3. DEM with most of the blunders
blunders automatically removed

resolution, DEM verification and correction Our DEM derivation system uses an area based
has to be embedded into every step of the correlator in an iterative scheme,
processing algorithm. proceeding from the coarsest to the finestresolution. After each iteration the image
There are many possible approaches to the of determined disparities is screened for
altomatic detection and removal of blunders. its consistency with the viewing geometry
Tiy range from a simple thresholding of under the relaxation of the epipolarity
differences between a point and its constraint. This detects and removes most of
surroundings, to complex statistical the blunders; the resulting disparity image
treatment (Bethel, 1983). All published is further thresholded to remove almost all
approaches try to detect blunders by remaining blunders.
comparing the elevation value at a point
with its neighbouring values and deciding Figure 1 shows two SPOT PLA histogram
whether the determined value is probable, stretched images of a 1024*1024 scene of
This works in many cases, but due to the Meach Lake (left of centre) just north of
great variety of landforms on the Earth's Ottawa. The left image is a +27 degree
surface there are always real, but improbable view, showing clouds in both upper corners
features. An algorithm can be fine tuned to and some features on the water surfaces. The
dUr~tpt Lhebe features, Dut tnis usua±y means right image is a +7 degree view. Figure 2
accepting a number of blunders; a restrictive shows a DEM derived in three iterations
approach reduces the number of blunders, but using only the threshold screening for
at a cost of removing some of the real blunders and heavy filtering. The blunders
terrain features (e.g. Hannah, 1981). can be seen as bright and dark spots,
Therefore another approach is needed, concentrated under the clouds and on lake
detecting blunders by using some physical shores. The largest blunder, a depression
criteria of their improbability, of 49 meters, occurs in the low, flat area
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ABSTRACT different data type being used. The pro-
cezz is thus different. The first step in

Due to its high geometric precision and steeo mapping using SPOT data is to
off - nadir looking characteristics, SPOT determine the ex.erior orientation pa-
satellite imagery has a very high poten- rameters for sensors at different time. In
tial in three dimensional mapping. The our previous study (1,2], we use bundle
first step in stereo mapping is to deter- adjustment in the orientation modelling,in
mine the exterior orientation parameters which third order polynomials are employ-
for sensors. For SPOT imagery, polynomials ed to characterize the orbital data and
are often used to describe the relation- attitude as function of time. The RMS
ship between samoling time and orientation errors for check points were 7.4m,5.0m,and
parameters. While the valuable on-board 6.9m for X,Y,Z coordinates respectively
orbital and attitude data are seldom used. when 28 GCPs were used. In order to mini-
This paper is to use on-board data and mize the influence of the number of con-
least squares prediction technique to make crol points to positioning accuracy, we
the orientation determination in bundle are now introducing the on-board attitude
adjustment more reasonable. The main data in the solution. Position - velocity
purpose of this study is to minimize the and attitude rate are included in CCT for
influence of the number of ground control a SPOT image. Where nine sets of orbital
points to positioning accuracy. Accuracy data are available with one minute inter-
analysis is included and the relationship val. The ecene center sampling time is be-
between accuracy and the numbar of ground tween set 4 and 5. Seventy two angular
control points is also investigated, velocity sets for roll, pitch and yaw are

recorded at 82 scanned line interval for
panchromatic band. If those on-board data

1.INTRODUCTION can be used properly, it might improve the
accuracy in determining orientation para-

Since the launch of SPOT 1 in Feb. 1986, meters. That would reduce the parameters
hundreds of thousands images have been co- in the functional model and the fewer
llected for various applications. World- number of GCPs can be expected to yield a
wild research efforts have been concentra- higher accuracy. (3)
ted on extracting 3-D topographic informa-
tion, DTM for instance, from SPOT data due This paper is to use lower order polynomi-
to its high resolution and off-nadir als, first and second order, incorporating
looking characteristics, on-board data in the CCT and linear least

squares prediction technique to predict
There are two approaches to use SPOT data the attitude variation. Then introduce
in stereo mapping. The first is to use those predicted values in the bundle
digital data to determine the orientation adjustment as constraints.
parameters for sensors, to generate DTMs
and ortho images,and to extract the ground 2. MATHEMATICAL MODEL
features. The second approach is to use
analytical plotters and analogue films. 2.1 Modified Collinearity Equations
The application softwares currently in u-s
on analytical plotters need to be modified In a SPOT panchromatic scene, we have 6000
to fit the SPOT satellite sampling geo- lines. Due to its pushbroom scanning char-
metry. After the modification ,the opera- acteristics, image projection in sample
ting procedures can follow the way as for direction iL erspective and is approxi-
central perspective imaging data. The mately paras.. 1 in flight direction.
major difference between digital approach Therefore the modified collinearity equa-
and using analytical plotters is that the tions are
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= f ,,X-X + 11I2Y-y) + In1( Z-ZI) The observation equations are
1113 (X-I) + l 3 2Y-yl) + m3(Z-ZI) w'(t) = dw/dt = J

ySy = -f -21(X-XI) + -y22(y -Y) + i123Z.-Zi) o'(t = do/dt = V
1.1Sy A-A. + 1132 y y ) + m 33(Z- Z I) '( ) = dK/dL = s'

X=X0+ Xt+ ... 2.3 Linear Least Squares Prediction [4,5]

YJ~y0+yJt+-.- 1iIt = C C'll

l= Zo + Z.t + ... V C(PT...C(PTP1) hl
-I MITIP) ... C(pv-)] V .... C(7271) 112

YI = Y e+ Yt'+ ... Vln = h~t II.

=Ko+hlt+" where
noll-m33 are elements of rotation mat Hint interpolated value.
Sy : scaling factor c Covariance matrix between refer-

ence pts. and interpolated pts.
2.2 Observation Equations for On-Board Data C Covariance matrix between refer-

ence points.
(1) Position-Velocity Equations H reference value (the difference

of recording value and trend)
We have 9 consecutive orbital data at 1
minute interval, therefore the sampling The covariance function can assume to be
area is located between no.4 and 5. Gaussian :

The position-velocity data can not strong- V = C1.eXp(-C2.d 2)

ly constrain a single scene because the
sampling time for a scene is about 9 se- wher
conds while the recording interval is one W : Weight.
minute. However, it still can be used as el : filtering parameter.
initial values and as weighted observa- c2 : curve parameter.
tions in the adjustment. d : distance between points.

When cl=l, filtering for reference
The observation equations are value is performed.

xi(t) = X0 + X1tt 3. CASE STUDY

Y1 (t) = Y0 + Ylti The stereopair used in the study is loca-
ted in central Taiwan with base-height ra-

--' tio 0.57. The other related descriptions
Zit) = Z0 + Zi' ti are shown in table 1.

(2) Attitude Rate Equations

The data describe the attitude change for Scne Sampling Sensor Incidence Scene
a scene at 82 lines interval as show in -I aLte0, center
Fig.l. The data are more valuable than SPC.49 1987,0:1,15 1 RV2 L 10.4 110242958

SH _- _ _-- - - -_ - 020position-velocity data in positioning, spco5 1987,01,16 IRVI 24.1 11024295
because it covers the whole scene and E1205040
.ffluent data,72 sets,are included and the
.-3c important is that the variation is Table 1. General Descriptions for SPC049
pretty systematic rather than random. and SPC050.

Fifty uniformly distributed and easily re-
cognized points in the stereomodel were
selected as control points or check points.
The configuration for 28 control points
and 22 check points is shown in Fig.2.
The ground coordinates for control and- -- v% /  "check points were digitized from 1/5,000
scale photo base map sheets with a Calcomp

'4 6000 digitizer.

.,' , ,, For image points, we directly read the
line/sample number of the left image on a

Figure 1 The Sample of Attitude Rate Data. image processing system, IDIMS, as image
coordinates then used least squares match-
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pectively by (a) and (b) in both figures.
S2

4 94. CONCLUSION

.2 14 (1). This study is aimed to reduce the nu-
A mber of GCPs and the results indicate that

auxiliary use of on-board data are indeed
2 87A helpful. For lower order attitude func-

A4 tional models and small number of GCPs,
30 least squares interpolation for on-board

data can improve the positioning accuracy.
It is very significant in the first order
case. For the second order functional mo-

Idel, the accuracy improvement is obvious
but less than that of the first order.S S6 This is because that even without using
on-board data, more parameters are intro-

a £ duced in the second order attitude func-
so tion to compensate the systematic errors

to yield better accuracy.

:00 200 300 400 50 ' (2). Accuracy improvement by use of sate-
J PL£ xo llite data tends to increase when smaller

number of GCPs are used. The optimal num-ber of GCPs still needs further investi-

I 4 gations to determine, because the number
7 of control points should be consideredS 0M with its distribution.

'30 (3). The registration errors between photo
base map and SPOT stereomodel are intro-

ai duced for control and check points in this
.6 study. This half - pixel expected error

23 c could cause the accuracy potential under-

S0 M estimated. We have an ongoing project to
a M 34 investigate this.

31
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tween the difference using on-board data
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attitude. Fig.3 shows the RMSE of check
points for first order attitude model. Fig.
4 shows the RMSE of check points for
second order model. The performances of
using on-board or no are represented res-
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ABSTRACT

The state of a study investigating slope and aspect effects on the back-
scatter values in geocoded SAR images is given.
In order to achieve detailed results a precise reconstruction of the imag-

ing geometry is required. This requirement is met by the application of DEM
image specific Doppler shift functions and orbit polynomials for each
pixel of the digital elevation model. The geometric model for this recon.

struciion of the imaging geometry is given.
Detailed incidence angle calculations are possible and the results are N

shown by presenting two incidence angle maps These maps represent DEM-Coordinate
tmo components of the incidence angles: (1) the total incidence angles
hing on solid angles, (2) the analysis of the differentiation of the inci. Transfotmation
dence angle in look direction. Some early results of the investigation of

incidence angle effects on various landuse classes are used to demon.
sirate the problems and possibilities of finding empirical backscattering
functions depending on incidence angles. To

Orbit Point

Keysords: SAR Imaging Geometry, Incidence Angle Calculations, Location
Slope-/Aspect Variations

TI

I. INTRODUCTION Incidence Angle

The investigation of relief effects on backscatter values in radar images is and Siope/Aspect
a major %ubjeci of research recently being conducted in the analysis of
spaceborne SAR imagery. Relief effects like slope and aspect variations Calculations
ttgether with the radar liok angle (off-nadir) cause variations in back-

scatter values for different landuse categories by influencing the local in.
cidence angles of the radar beams. Various approaches have been at.

templed to describe the relationships between these main parameters of
this problem (see references). Incidence Angle/
In this paper the state of a study is presented that is aimed to investigate Slope/Aspect Maps
slope and aspect effects on spaceborne SAR imagery using as an example
a Seamat image of the area of Bonn. FRG. As a prestep to a detailed
analysis of incidence angle and aspect variations on backscatter values a

precise reconstruct-on of the imaging geometry is attempted. This recon-

struction leads to the computation of two incidence angle maps along with - figure I -

several additional geometrical informations (i.e. slope and aspect pa-

rameters). The emphasis of this paper lies on the description of the pixel

by pixel algorithms used for these computations.
i) Trtnsformanon of tile toordinates oi tie DUNI iito earth ceniered

carthesic coordinates in regard to the surface height (DEM-values):

2) Location of the corresponding sensor points in otbit for each earth

The use ul ,i digiial elevniui nudel (DENI) itli the same grid sice as the surl.ce point (pixel in tie DEPI) using orbit pul)nm is ,ind an iteratike

geocoded image is of basic importance for the precise reconstruction of method;
the imr:agilng geometry. 3) Calculation of two local incidence angle maps and geometrical pa,

The geumetii, model for the omputation of lo.al incidence angles can rameters via vector geometry reg,:rding surface normal and tie azimuth

be split into the following three steps (see Fig. 1): of the look direction.
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%\ itin tis hapter %teps 2) and 3) will be discussed in more detail. The During the iteration the following %alues have to be calculated.
transformation of geodetic or geographic coordinates of the DEM into - sensor point vector in orbit ( ).
cartlhesic coordinates is done using geodetic transformation formulas - velocity vector of the sensor in orbit
(Gro~niann, 1976)-veoiyvcooftesnrinrbt( - the range equation (R),

- the Doppler shift distribution (FD),

2.1. Earth to Orbit Point Location - the Doppler frequency shift (F),
- the derivative of the Doppler function (dFi.

For each earth surface point represented by a 3-dimensional %ector in - the azimnuth (resp time) step (DT)

the earth centered carthesic coordinate system the corresponding sensor
point in orl'it -s calculated Inputs into the iterative calculation ol the Output of the iteration are the aeimuth (resp, time) values of the orbit

orbit points are reference polynomials. for each earth surface point. These values are cal-
u pi pculated in a first major step and are added as an additional layer to the1) (lie %ector of tihe earth surface point p given as a function of tile hegtvlsofhedialectonme.

reference ellipsoid parameters (N.e), latitude (b), longitude (I) and
height above the ellipsoid (h)

2.2.'Incidence Angle Calculation

Using these "enlarged" DENI-data tilting swith the coefficients of thle orbit
x ( N+h) cos b co' I reference polynomals as input. two local incidence angles plus slipe/as.

% = -eNh)
° 

cos b sin I pect values call be calculated for each earth surface point (i.e. for each

z L1 ( I-e )N+h) sin b Tre,17) The incidence angle y, is tihe angle between the surface nortnal (N)and
(Torge, 1975); --. 11

the vector in look direction ( s - p ) (see Fig. 2). A specific value in
4the resulting incidence angle map therefore represents all incidence an-

2) L 'el ct) %ectoi uf th arth surface point p gien as a function of gles lying on a solid angle with thia same sue without regard ol the aspect
the angular speed (wte) of the corresponding earth surface section.IOrbit

€ to e
°  

y

P = * o ' x . . N E a r t h
pp _ - Surface

(Reck, 988): z

3) tie %ectnr of the sensor point in orbit given as a function of time
(i.e. asimuth. i. along with a starting value io :p

__ ao+ at
°  + a2 *

Y, = = 1)0 + bli + b2 .

L co+ b I + 2  

-2 figure 2 -

The gradients for each DENI pixel used for the representation of the
si rface normal ' = (-p. -q, I) are calculated by formulas given by

Second degree polynomials calculated out of the range line ancillary re- ornomal NirPa -,y are calue d th irel in
(iirds ol tie slant range data proved to be ol reasonable accuracy (Craub- qon is Noed a eorde t of D meile aroahe re

ner etal., 1988). question is used, it the borders of the DMM more simple approaches ire

The basic assumptiin of the iteration is that for a given ground point the pp

correct orbit point satislies tie SAR Doppler equation. This means the
root of a real function must he found. As the derivative of the SAR Dop.
pier equation is known analytically, the Newton iteration algorithm can Geometry in Doppler plane
be used fur the iteration -.I

EN

T,,,
= T n

+
DT Nrp

DT = -F (T) / (dF (T) / dT) s-p

hrto r. ih, it,0lnnntr onlhlinn hivon hsS

X * FD * R/2 + (p-) p - s)= 0

as a funum.in f the wavelengtlh i,). tile Duppler reference funtton (FDj -sI Sl

and the range equation (R); DT is the iterated time-step and TI are ihe
lime-dependent point, in orbit for qpecific ground points (Reck, 1988). - figure 3 -
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Tile incidence angle Y, is (Ile dens iive in look direction or tile incidence 3. RESULTS AND APPLICATIONS
angle y, I e tile. angle betneen thle proje~tion of the surface nosrmal int 'I lie procedure introduced above has been applied to the data of a Seasat
the Doppler plane ( ,p I and ilie keto Ini look diiectioii k- p subimntge ol tile area ol Bonn. FRG (see Fig 4) The subimage shotws the

Y, LIM lbe Iek ed as tile Nuiiiporieiit 01 Y, in tile Doppler planie I Raust. Rhine valle) ait Bonn. to dlie right of thie ri er there is (lhe mountainous
19~881 Thle gelnieirs is gikeit in Figure 3 ishere the paper plane i% re region ul thle Siehengebirge. to thle left thle plateau of the Ville.
girded as the Doppler plane Tile inmage was geocoded at thle University of Zurich, Department of Ge-

Instead of computing the projectioin NP oif te surface nornmal into tile ography'. using a jigital elevation model weith aI 25mn grid (Meler etal.

Doppler p~lante. y, is ,calculated indirectly through tile difference of tile 1986). The samte DENI was used to compute tile incidence angle, slope
sloipe anpl nlo ieto kl n heage8htse h etri and aspect maps. Greyvalue-cutdd representations of the incidence an

-w -I. - gles y, and y. are presented in the Figures S and 6.
look direction ( s - p) ) and tite ellipsoid normal (E N) at tile given
ground point The slope in look direct ion is go en by Horn (1981) is th

1) * P cos It + q * sin of

"shere is is the atimuth of thle look direction.

The ellipsoid normal E N i% gisen as a fun(.ion of latitude (b,) and longi
tilde (1) by tile equationr Xc [os (b) *co,, (1)

EN VU Cos (b) sin (1)K111Jsin (hI.).. (Torge. 1975)t

If tile diflereni~e 8 --tesl IN 7ero or negatise the corresponding pixel in the
resulting intidence angle map is masked to indicate it area of direct
lasoer
Additiiinalls thle maximium slope and its exposition to thle radar beam are
calculated,
The dligital elesation model. the incidence angle salues and the slope and,
aspeci salues together %kiih the image grey values of the geocoded SAR-
Iniage conitaining iest-site specifications forit aI multila~er data hate as
input for further staitistical analysis.

-figure 5-

figure 4 fijgur- 6
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''ie presentaiiiulls g enl here ai c a i eprsdotiunl ul' olor-cfided Ilinin Ili an eat icr state iii this is ork incidence angles y, a"cre plotted against

graphic 1 ,rodluts si thle ioicetie anigle maps High angle salues (till i gles silues ilf tile geocuded subimiage. Figure 7 sliuws thle results giving

about 8)o') are presented in hlikand dairk gres. incidence angles ri meain gres slues and thle standard desiaiouns icr thle isiole suhiage,

around 230 (i.e. flat areas) in grey and smaller values in light grey tontes thus giving onI) tile general bllaviour.

The area% ol direci lasssser in incidenc~e angle map 2 (see Fig 61 are Fiji dillereni test sites thre results iii tile plots shot spec.ial behaviour or

masked b) black salues These areas appear on mail) sooth-west ex different lancluse categories (see Fig. 8) a rf

posed slopes due to the direction of the incident Seasat radar beam ooriioedriedrsllo h eaio fhcsatrvle

At first sight onlh little differences are visible between thle tao incidence woith eam mofe decribiemp a r clon tio beavor opecial landusevcaueg,-

angle maps These differences are mainly soituted a thin the montain rith the auimte oftesrwil emarined eation fof tpesta aeas nreg o

(tis regiins of the Stebengeliirge re h ute tp ilb eie eiiino etaesi eadt

The use of tire incidence angle maps lies lin further statistical ,inals is (it dillererit landuse categories aind a more detailed statistical analysis of tile

the behasiocir of image pre% %alues of different lest sites; fotr different relationship lbeteen image grey valums and incidence angles and image

incidence angles ttnd aspects to the raidar bean By the application oif grev values and aspect to tlie radar beam. Results ot these studies %till be

imprtused algorithms on the values representing incidence angles y, the used to imtdel specific empirical lacksatier intdels in torder tos Correct

possibiliu to compute indirect layover areas, as "ell as direct and indirect getictded SAR images for relief iluences

shadoiw areas is given. Such algorirlims acere introduced b% Kropatsch

ei.aI.( 1988) for examp~le.
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or SeaM'ARC 11 12 Id Iz Sid(-scaii Sonar D~ata.

TI IOMIAS B3ECKET'T 1IPE l~I) V

Hawasii Insliltict of Gopltsic, lstioltt, Haw taii

Ditgital Inage processing tchnittques ale applied to side-Scanl sonlar imanges collected with the 12 k-Ilz ScaMARO 11
.ystin to effect, tot .l raiioti c and geotic rectification. Subsequent bottom-tp legion growintg, rollowed l iy
texture and~ fi actai dilnensiolt analysis yieldsq feature vector, onl thc basis or which regions of limuited image itetero-

geneity canl be classified TIhe legiont growing t echniquett alilows sccond and higher order staticis to be evaluated

OVerr feature,, is iith Irreguliar b)oun~darie's, is itliont intcorporating the statistica of the boni-dary or I lie nleigbors, is it I
a regiont resolution onl tile order or twice the Iti\vl lengthl (Som). The use of becond order statistics ma1kes the tech-
nliqules insellstive to absolute intenlsity level, ansi yields relative Iliclslles of surfacei rougihness.

1. lNTtiODL)UCl'IN lioln or a rot, r-iiiiiiioi~~ Intoccss, namely, the inlteractionl of soundiWilwi
lite bailoor. Theii tlietisioiis of the process are tile three Cal teiall coordi-

stile 5(.ll bollirs lime5 disclosed tile location alnd, to somie extenit, tile males orf spto, wich i~ve tile positionl and orientation of aily iliecltlr
mnorphlogy of ecatloor fcatnles- but1 have provideu[ little of tile type of i,itll respct to the sonar, a111 thie foitil di,,, niol of acousitic chlaracter

quatttative iilorniat loll liceoary for litliologic idenltification 'Thi (.1conut ic iolliclalce and totiglinL-,q). The imnage is lil approxiailttion of

quti t ative llllprecimon i Illo0111st to thie sulcrvses pil cltly beinlg el- tile bot tollI with val ions solud es of crro,s,. Preploicessing correctionls

joyrd lby the tell Cdl tat remlote sensing groiups, stenitieI cliteflv fromi shiold~ produlce all1 imlage that is gcolletricadiy and I alioliltrcally corlect.

teclull( at1 di ii kae Itlobllls I cailt g i11 a lack of seafloor Image fidelity. Being geomectrically correct Iiplies that featies are ill their correct loca-

iNow. howevecr, the application of objective digital image proc san~g techl- tiolls an~d relirsciled by tile sante spatial distributionl of picturte lelmenits
Ilitiles to tiages of ,upierior qulity and( uiformilty itakes tcs'5ble a miore irlesliective of tile Bitt range at which they are itmaged Beinig cli-

qualiltlive approach ill tile allalysib and intIerprtation of synoptic (liolllntically correct impillies that all conttributions not illdielitiveof lctil

iCatloor ulllagely. chaniges ill bottomt acous4tic character hlave beent remioved. Only when

1.1 The Sca.lAIC' lSystent these two critelia aleo liet can mleanintgfutl subjective or quantitative ill-
telpIretatiolts be conducted.

SetNIARC 11 Coliblines; a conlventionail side scan sonar withita bathy-
iletric ilappling bselil ill a sin~gle untit towed ait depths of 100 in or less

at j Ice iI) to 10 kllots (5 In/,). InI water deptihs greater titan I kill, the SoNN
Cysteli produe, 10 kml wide dlata swathls, permiitting 100% coverage of MAPPING 011OMITAY

over :5000 kilt of sesiloor pCI (lay. A comllpete systemi description is
g-u b1iy lasckmiit cl al., 11983).

Two jiarailel. Inltinedi arrays are nioulited on each side of the
seaNmiAc i toiehh. rhil poll, arrays operate at 11 klz atid] tile star-
board at, 12 kll/i to mlinlimitze cross-talk. By assunlilg at nominally flat
biottomt, and1 cAclnlltilg the rate at whlich tile r goinf; poise will have
,iwept tile bottoin for ctobs-track distanlces from nadir to 5 ki athlwart-
siips, the ictuinrltg signal is divided inito 1024 unequal intervalIs of timie,
e aci rehltesrtittg a 5-In-wIde swatit of tile seafloor. Sampling rates are
htight for thle iiett-tttir ixels anti decrease in proportiont toD the cosinte of
tile grazintg anigle If tite sanloor ik in fact flat across-track, then this pr-
cess will ptoditce ill imtage that, is geomnetrically correct ill horizonttal
lange, bllt fot may betiding efrects. Cros,,-track topographic variationts will .

htowever, iesult ill iage distortioni. Spccifics of this typle of distortion,
atte rettmedies for it, are presetnted ttt section 2 Fig I StNIAIR! 11 ,tepoyiient eoniguratin. Tofoai dIeth es 1111 III

fThe ScaNIARO It batityttetric infortitation is acquired titrough the sanme
t ratlsdtlccrs as the side scant data bit is processed with different hardware
wil~l software. Ott tranabmiiaoit the tiattsdcer pairs on each side of the 'son 11"t
toifhl ate eirivett ill parallel. Ott tceptiolt, each rose itt the pair is sam- a

filetd itidepettenttly. Therefore any sigttal iticidetnt upon tue transduteer at li. iasea4
ally angle off normal to tite tranlsducer face is detected at the two rowsA V V
with a differettt phase Iag, from whtich the depression angle 0 of the
reflector is calcutiated. By Iltasctring tite routtd trip travel titme and as-

lie catcoittt i. s slm %iuc, 1ot ft slid Si lit coltierted to across-track @so 0tL 0'
distancre and depth for each refliector attd contonred to prodluce a liatlty- , F D1 0  f50'

Itttre tt~tAbolute accttracy of 2-30, of the weater deptht is nomtinl; A.1101Ct -'
metric mail.n Ab SIONY

ehative accutracy as bigitificaittly better. C.ACUAAY V111,0tY

2 PI'ttt'ltCOiSStNGi C01IRlEC1oNs, Apm'teD TO ~F ip~.,l~ie
Si..A MARC 11 DATA

A side sBrtt sonar ittiage is a tiio-ditnicusional diapia) of pixels, eacht ig 2. . ttAtt 11 ptisr inifrorti Iattlliitry qystei.

Willt an oill inttens'ity, wichel attemtst to mlodlel a1 pitysical realiza
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2.A Ra'diannce 'i'rm~fsriualsns.: Basckground Subtraction ii Is. ti or averae pheI intensity strata (ecok angle fortte starb'oardl half or tile Image
i'lin' In inetiL .ntnae~s ie inionsto ny iel ~shown in Fig. 2. Number I pi\,i is nearest the lp track. Note peaks atI V , slIM,

Thlv adolu~i. ilfa~s e ommn o an sie .,ll llagz,(Fig- tirrspotiding ino the spetnlne Peflction, 'I-ti, and surface niilPlet, resetiely, and thne-
ile 3. T(ile hll as the ii regular band of' high instensity pixels neatet, to tr'iieh astut 12' soerannooiting ito the riult in the tWaml pattern.
the hlips (lack (SeaNIARC It plots strong reflectors as dark tid shadlows
Ms light, lon ltne itinag"s appears ntegatives). The high intensity of these
p)iNvls ic (Ile to the conitribiutiont from near normal incidence spe-cular and
'lublo~'ll I eturns, which will only occur within the first few .-"gres rain
niadir. Thenn ceconid as titact consists of lines of ltigln-intcnisity pZ\e25rlle
to lte ship's track whicht represent surface reflections of the first hottoms es
(ctho. Th'le line, neanrest, thle shtip's track are pe-leg (down to the hot tom, IX
nip) to thne marfde, rind bsack dowvn to the towfish again) multiples. Similar
dark linear featurest roughly parallel to thle peg-legs butt at tle outtsidle
edge,, oit thle image sic tile first, hottom multiples.

so' to Ii* isa

I Pig. -it.. tae as shown in Figure.' after backgrond sutbtraction. Note rensomal of nieco-~%' hr rtilediins. sorface moltiplen, and nhading probtemsn.

.Y.-.-- 's

___ ___ "" L

.0 e~ ~e'n. -

1 .i hoMAW,( 11 side *.an imigr, eointnng three types of errors- (i) high aiiindit.nde a -. jz- ~ ,

sear nodir li.-nl returo, -2) pg-teg and first holtonn moltiptes; and (3) s'ostn of A
anoonilo'ly 1(,s intonsly ixls on siartoart zn~ In' ahn emttes

'lihe thu ii atitract is til, wthi of low-inteisity pixels parallel to atid lo- ,

atnl ppto\inniatcy 3 ktllnnlnwattcinips of thle ship's track onl the star- .,

boat if aile. 'Iln, niinmtntjoin or inttsty is cautsed by anl irregularity in - - --- '- -- - -- -

tie bneamn pnatt en , whichn tIvs anngle varying gaitn (AVG) has not been able 2.2 'conictn'ic Rctiicaetioins: Layonvec
to correct. rhIn kv(, is dlesignend to correct for beami piattern irregularities
situ[ tine variation of backbcatter tntcnisit) (lite to change in the angle of Layover refers: to pixeln which have been placed at, tine ioricet cros-s-
tiinedesce over a uniformn bottomn. hlowever, systen problemsn or track distanice. Reflected side scan data tront easch "ping" (ouitgoitng plse)
siginiticant diffit-rinces betweein the bottom being surveyed and the bottom arc acqutired sequetntially itt time, i.e., litnear in slanit range 'To convert.
fromi whlichI tine ANCG was eeiginct can result in severe image degradation. this crams-track "slant rainge" image to a plan perspective withioutt a priori

in our mecthoid, a pnranietei set is calculated for both poet and star- kniowledlge ot the bottomn topography requires that one assittue thtt he
boardf sides, coinsnstttng or an average pinxel intensity (Figutre 4a) for strips bottoi is flat across-track. The crioss-track psositionis or lte pixels are
at tine unstges repnresenting :strips of tile bottomt which would be subtended estmated from ktnowledge of the travel titme, apparoxitmate sauelvelocity,
by 0.25' bills or tine beamin atlnsattslips. 'These strips parallel the track ot atid nadir depth. Violation of this flat bottomn assunmptioni, as often hl-
tine sinipaind span tine rainge at aingles tromo nadhr to the least depression penis, will result in topographic features lacing itncorrectly piositioned, or
anigle. 'rinee averages should be taken along a repiesentative portion of a "laid over" (Figure 6). Because of this flat bottom ssttiptios i'ellections
miosaic so that variatiotis in IV elite to local geoiogic variations will cancel, from points A and B in Figure 5, represeniting olt-induir trough-5 anu
Tine transformnation i, nnccomiildu by munltiplying every pixel in tine ito- peaks, are erroneously rotated along arcs or radii equnal to their slant
age located at angle Inicremnt t I y a factor Pj whlere ranges to points A' and B'*on the reference dantuin situ coinsequetly are

innaged spurioutsly. As a result, the inward sloping faces of the trough
JIV/V,(1 anu cliff have been foreshortened, atid tlneir boutndar'ies have been mis-

san NV is the average intenisity valine of tile entire image under connidera- plc.
tion and KV, is tine average ititeniity at tine single i*.25'. Comparison of Il
Figures 3 ,wid 'lb aliaws tine result at this transformation. The minimiza-
tions of thne three artifacts is eviident, while tine true geologic featutres are
minimally affected. WVe refer to this correction as "background subtrac- Arf ?a
tion" as it is largely a correction bsased upon removal at the average imagea
backgrounid.

Out methnod wiumns thnat variations in pixel iintensity due to geologic
variability will he randomly distribuitedl relative to tine track of the ship asis aeltc fit

astid tihus add dcstruictively in thle average ats loing as tile data set isS I
snifficietitly large. As thne piaramneter sets are inormualized by tine overallI
a% erage; o1 tine 1111U l sal Us h, lnc r i; in.cpandcn. of the scom I
or origimnal gain sutting. However, spurinm features related to the operat-
ing systemi occure at fairly fixed deipression singles, adding con-3tructively ini
thne along-track suninntiomt, soil yieling estimnates ot systemnatically
inditced cross-track errors. flemice thne specular reflections (constraninnd toL U
inear-nadir positioen), tine peg-leg miultiples (constraitied to a cross-tract
distatici proportional to twice thne fish depthn), Lte surface mnultiples (can- IPA
strainced to a niepre-sion nigic of .30), atid thne beam pattern variations g . intnngeretineoty.Nsitottrneceeti snmsttntt'
(by defitiitiorn a ftinnton or mingle andI ray path bendiiig) will all cointri- tottoni no flat (reference datumi). Topographie deviutnons from this referencte datn wntl

bwsgiiatytti( erg:cnoss-tnack pirofili', ess restores to he inmaged incorrectly, as shown by the comspression of (tilt (iward slopingbutt sigttfiainty tot~m'avergeraces or the trough and dill.



Thlis di~lr Niu isout radirtory to our- experience froi idotog aphic :3. lFnxiviu1 EI'CM~AerrON
aerial imlagery. u'lwrein tile taller Objrets appear to Ivan outward, av ~ 3. heFatr lyo
floin tlw viewer. Furtheitumore, this dlistortioni becomes morc siglifcanit
closer to isilir, aigain at odds ii %%ii our experince with aviial imiagery ii The chief purposes of reoe sening imgry nare detection and discrim!
wliidl tile dl'toial (lecreases wit vvil a dlecrease lt Iarali\ view anigle. ination. Although human oliservers are clearly captal)Ji of iniiitre~t -i
Finially, litnimosaics containing parallel track-, with opposite look dhree- such imagery, the results airc subjective, not necessarily repeatable, t1 'I tA
tions. similir toposi aphic features seci lin diffet cut tracks vi ill he displaced often more indicative of thle mitrpi eter thtan tile 6bject. Statistical
lin opplosite directions, resulting lin difficulties in coregistration, not to tatalysis of image temture provides anl objective and repeatable metans or,

uciion aIlly quanititative analysis. idleltiry ing, dist inguishing, and labeling surface types.
Undler the flit botto 101assumiptiolt, side scan pi'.els are placed at a 3.2 Texture

cioss-track distance X equal to (SR2+TA)% where q? is tile Alt range
(sound velocity * aria al tiine/2) andi TA is thle towfish altitude (rceece Texture is an iiniate piroperty of all objects, which characteries the
rlatiiii- lisl depth). While the cros_-track poition nay, be wrong, tile closely interwoven relief of the surface TIexture is strotngly stationary
slant- lange is, coirect. Our correction of this pixel position error is acroiln- land independetit of illuninatiomi. lit thist paper, wce ttilize the gray level
plished hy inierpolating at smoothed bathymetric profile at. 5 all intervals, co-occl.:rence matrix (OLCIM) method of texture analysis 1lfnratiek el at.,
-wild determining the sidie scan pixel for which thle slant ranige eqluals t hat 19731.
oh the nearest hathyitry ploinit XZ. Tht" resualts of this transforimiatiojil Thme GLCM method iequiresa tile cietion of a stcelidary matrix front

alhloan iii Figures 0, 7, and 8. Note how thle a'.is of the valley, which which second-cordcr texture statistics are estimated. Specifically, let
appears cuir\ c1 lin the raw image (Fig. 0) has straightened afici processlig F(z,y) repiesent. the digital ilnigc over ,a tectangular domain
(Fig. 7) to falloc, thle actual morphology, as given by the bslhyiitry L, - ,2,..N, LY=1,2,....NA, qutizied to As giay levels. Each GLCM is a
(Fig. 8). Ani oh' ions eiicit. of this rectification is that features are square matrix of dittensioin N, whlose entries S(ij;O,d) express the
correctly pilacedl on tile image for interpretation and survey targetinig. A nuimber of tinies there occurs in thme image .1 pixel of initeinsity i tteigh-
molae atibtle benefit is the temocval froni the image of spu~rious cross-track bored by a pixel of intensity j in the directiuji 0, at distanire d Thle ele-
ronilressioli and rarefactions due to topography which might oatheravise ints of thle matrix are inormaslized by the total number of possible
he initerprete'd by both muail and the computer ,algorithtms as variations ini entries R for that dlirection amid lag.
geologic character. Furthermore, bottom detect errors, caused by side In order to insure that the textule signiatuie of any given nonisoatropic
swipe detection of oft nadir batlmymetry, andi their resulting effects on the textuire is not signlificanttly altered by tie aiigle at wcht it is5 imaged,
side scaii image canl be explicitly corrected but for snall zones of almbi- these matrices are evaluated foil values, of 0 equal te, O% 45', 90%, and
gully li thle plaiceinent, of side scan pirels. These zones of ambtigutity occur 135'. Synmmetry consideratioins silluia nteglecting tile respiective .supplernen.
whieu multiple batliynictric points yield identical alatt ranges. Our tary angles.
heuristic soltionl to tis problem divides the amnpitude of thme arnbigu- 33GOfelre
omisl locamted -iide scain pixel by the number of hathynctry poinits with 33GCMFaue
that slaint, range -and allocates the quotient to each poinit. llaratick el al!. 11973] suggestedl 141 features which can be extracted from

The oiily auntmtol required by our layover correction muethiod is that the GLOMs. Four of these statistics, ASM, CON, ENT, and AIDIV, have
(fie side scaii data he lin the correct sequence athwartships, i.e., that there been shown to be strong estitatora of wavelength variations and to be
be iio ielctoi at .a cros-track distance X and elevation above tile refer- inisensitive to variations iii either look dlirctioni or gaini settinigs [ReedI,
eice datum Z such that the tiavel time associated with it wvould be less 19871. ISO, a feature of our owen derivation, shows sinuilar characteristics
thiaii that foi Aly reflector located at sonmc X<X . Thin "correct as the above four features. It is calculated as thle suim of the differeces of
sveucte a..uilitoll is a reasoniable assumlptioni for most geonietries and orthogonal GLCvhs, and] is at measuire of the isotropy of time image. The
bottom t) lie, coiisiderimig the relatively high altitude (height abo% e hot- means and ranges for these statistics are evaluated for utnit lag The
toan), typically gicater than 20% of the swath svmdt,u, at wehichi ScaNIARC resulting set of statistics foiis a feature vector wvhich describes the tex-
It as deployedI ture of thla 1 otion of the image over which the fealties wvere evaluated

and by awhich that sectioni of the ilnage awill he classified. To evaltate the
'rtexture of an entire image, the imiage is usutally divided into rectangular

5. ~ ~ 'c~ ~cells referred to as "texels." To optimize the potential of this texture rou-
tine, these texels should contain at least NO' pixcels, whlere NO is tlte

~ ~ tittmber of gray levels to whlich thle imange has liee quantized [Pratt, 19781
- .~. ~ in order to mxinmize the possaibility of mumasurilig real imatge textture varia-

tiotis.-I 3.4 Rqila'n Groeivig -- ReG'ATA
Thme t excl, the baisic unlit uponi wichi thle ammlysis is baseed, is assuimittI

tcontain a subset, of the image data. which posse~svs oiily one( Imoinogene-
Figs n. Uiuyrweilsi ude s01n uiseegi corrected fre slant, range according iontle 'flat botom" ois te-ture. TIli psrobability of spatial homogneity of a ratidoimly pilaced

sssJ'mui: " m ectatighe increases as tile texel sine decreases. The texel thiciefore caii ]idi-

~~ 1E. thler he shruik below a, muiinum size wvithmout comnproniisiing the te.xtuil
'~ ~~c-' ammlysis nor increased drastically avithutt eouitering va uinacceptable

........ Rather that divide the image into a priori boxes whlich itay or ttay not
__________________contain homogeneous patterns, wve seek, via data-controlled decisions, a

sbiiinof the inig. it closed regions of imniter, spatial hetero-
geneity. One feature vector awill then be tself to rcliresenit each closed
region. By alloawing regions to grow to their natural boundmaries, time pro-
bability of prodiicitig "iixels" is stromigly reduced. As thle regions avill in
geimeral he largcr-thaii with the a priori texels, classification time avill be

Fig, 7.SaAC1 m a raoe ortara ee-d in h txt redumced concomitant awithi tme reduction in miumber of feAtture vectors.
- 'teaM~tt~tt earle The Following deecribe the mpoettc of Regic:: Chowing a..",

MEMOTexture Analysis (ReGATA) 'a hottoimi-tp regiqi-groacing routinie.
ScaMARO If data are stored in records, line-ilterleavcd-lsy-piccl. Taco
records, comntaining two ing.; of 084 piort aim 084 starboard pixels, mire
"read ill." Tile data for port, ath starboard arc subdivide(] intto cells cbn-

-tamning two limes iesec.Tl n-a neiy li aine!r
cahlculated for earl of these 32-pixell cells. Twao tests arc then comiductid.

Tlie first detertaiue if tie cell is reasonmably hiomnogenecous, in ordci,-to-El sepiarate tme cells iito time categories of "regiont" and "bounidary." Thorse
cells whlichm do0 ot pass this test of limited heterogenteity arc assumed to

tIgJ. 8. S-aAt~IC 1t tathyiitty fr the image showin in Figure t. span taco regions amid hienme are labetled as bomundary cells.
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'I'lio 'econld Itet I lile li.i Of diiiie\It iou aiiil lesion growing. Tlhe i mit appilicat ion of lteiA'1A, tile sidic scan ittiage or tlit lava flow
Mean aind iuiace iorthi'cell tinder oiiui daon ii (oiiipaccul to til li manls ( l'uguic 9)) was, rotnait oee to 64 gray leveis aid Subdivided into rvils
-,,iil N.ariuncv.s of l egioni celiiiiiiediaicl) aljain ciii ilie we. northwest, coiit uiiiig 32liou for which thle average intensities sand standard ikol.
uho ju.dli nilt lias directAioi. The. logic of tilie couipai ioil is I hat if al toil uvrcv calculated. A nonpidametric, minimally distaint means rule
tvoo tells ale nelgiblr and po-ses.. similar average %.tile. they probabliy was, u~vil for region growing, with annlexation occurring~ if the regions
repi ewht a1 ouiiormi. ceittiectoil iuirraiv ein the object plane anl henc dliffered inl their mnus by three levels or less. All closed regions coutin-
shlould hie :innemod and il iiiary ciassilivd As% a regiont gro%%%, it-i oan ing five or more cells wric analyzed ror twsdire and hence had nsacoeiatled
andi \,ai isice are rei ninput id. and il e Iiol% \%1it1io1 tilie ann11e~el cell aug- withi thorn the Aix-eliiiseiiiona feature vector. In the cluster ailyiIii
1110111 the four (iiX'ls aaociated %%liti tile it-ioui. Uponl clsic tc\ttiio which followed, only those regions containing 100 or more cells cojitri-
vectors are calculated for all regioiis biiled to the determnination of the class centroids. Thlse regions cofiuin,

W~'huen tile routine telilillateis at tle ild of tilie data file. all remaining tug fevier t han 100 ceils were thon placed into the clate; from which their
opleni regioni' aie closed by thie routine and analyzed for texture. Thle feature vector was mininially distanit.
it-.iultiig list of regiiun-nuiibereh, feature vectors are suhinutted to inl Siibbequeiit unsupervised clas&sificatioui yields a thematic map (F'igure
ujistipera ieil tluser analysis The regioi i uuuilirs inap the regions to the 100) coultalulng three classes, gray, striped, and black, corresponding in
featiae odcor' inl the cliiterzi, aiid aill ixel., in all regions 1nitli simillarly (ie image to vgiouus containing the lava flow ad two classes of sediment,
clu~itreil feature vectors are ippel shiuiiaily ivspectiveiy. The black area appears to coirespond to the less reflective,

possibly smioothier seii,int. The striped areas correspond to visually
3.5 Alpplicationi of IReGATA roughuer sedients iii the vicinlity of the lava flow. fit the origitial vide

Tile data set iinier coniuelratloi. is of a subniarine lava How located seali ima1ge, these ,edinuiett4 ppear darker. indicatiiig either greater
20)0 kill Nil of %'aiicou~vr Wsand, near the Queen Charlotte traiisforiu roughness or greater acoustic impedance. Possibly, tile ledinienta near the
fault aiuu the Tnzo WIt-oi Knolls (Figure 0t). Tile idark ceiitral reattiro is tine% are, mixed with debiris front the neighboring; lava flow or expressing
a lain fine%. We asiuiiio that the flow is ceontinuoius and homogeneous the rouighiiess oh some thinly butried previous nlow. The blank aircos
acnu' thThph uck 'le symmetric %ariation iii average rollectivity correspouu to either boiundary cells or to unanisexed regions containing
ahout tlie ip's track isi ascribed to a system AVG ill-adapted for the lo-s than live eils. Colul~arison of feature values for these three classes
scattering behasior of the lava llon Adjacent to the, flow ik a 100-mnl with those from amilysis of synthetic iwug's of known wavelength [Reed,
tmouiud iii tlio lower right that may he tile vetnt source of thle flow. Ani 10871 substantiates thin toughness mappinug.
acouisic Aiiiio% - 'cell here as a patch of low-intensity pixel-), occutrs oil
the bteels back side of the volcanic oiitd. Tie large lava [low 41. CONCLUSIONS
appiualily crosses, the transformn fault ,Carl), whlich is eiownidrolpoul to the
upper righit potofo the image. Application of tile above techniques to a variety of imangery resulted in

luortnilbothi superior imiages. for subjective and conputeisaided interpretation$.
- .~',., "~2~ ~Althioitgh thle use of marine acoustic data, which are strongly influenced

- .~ *. Iy the low speed of sotind in water aiid suaceptability to ray path varia-

-5-' "'~fl~'"-~ P -~'. tionis, is inhierenstly more difficult than processing subaerial optical or
- . ' ~ 'radair images, we aee confident that eventual increased quantificationt of

- eafloor data will perniit widespread application of various airborne ne
sateilitt, rinote sensiing techniques to the imaging amid inapliing of tile
seafloor.
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cover Th- linoar -atoe in the lou' right eorner ts the Queen Charlotte transform fault
scarp, with ani associoted down drop or ocmorot hundred m. Note the 101-rn vent from
which the flow may have enartated and its acomui shadow.
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LE PROGRAMME SPOT: PLANIFICATION A MOYEN
ET LONG TERME

SUR LA BASE DES BESOINS DU MARCHE

SPOT PROGRAMME STATUS: MEDIUM TERM
AND LONG TERM PLANNING

ON THE BASIS OF MARKET REQUIREMENTS

Gfrard BRACHET
Pr6sident Directeur G~ndral, SPOT IMAGE

TOULOUSE, FRANCE

Dans la conception initiale du programme SPOT aussi bien que dans son 6volution
long terme, la ligne directrice principale est la continuit6 du service rendu aux

utilisateurs. Cette prioritd donn6e h la continuit4 n'exclut pas l'introduction par
6tapes d'am6liorations diverses destin~es A mieux servir les march6s 6tablis ou 4
r~pondre h~ des besoins nouveaux. Cest ainsi qu'au delA des trois premiers satellites
SPOT 1, SPOT 2 et SPOT 3, essentiellement identiques, le satellite SPOT 4
incarporera de nombreuses am6liorations (durde de vie accrue, bande spectrale
dans le moyen infra-rouge, cor~gistration des dona~es multispectrales A 20 m de
r6solution et des donn~esnionospectrales 10im de resolution). Son lancement est
pr6vu pour 1993 -94 compte tenu du tr~s bon fonctionnement en orbite du satellite
SPOT I, que l'n esp~re voir confirm6 pour SPOT 2 et SPOT 3.

Au de1h de SPOT 4, une nouvelle g~n6ration de satellites d'observation optique h
haute r~solution est h l'6tude, comportant un instrument capable de foumnir des
couples d'images st6r6oscopiques le long de l'orbite (donc s~par6es de seulement
quelques mninutes) avec une r~solui ion au sol de 5 m. Cette 6tudeest rdalisde dans le
cadre d'une possible coop~ration franco-am~ricaine pour cette nouvelle g~n6ration
de satellites de t6ldd6tection pour ]a deuxi~me cartie de la d6cennie 90-2000.



EVALUATION OF SPOT HRV IMAGE DATA RECEIVED IN JAPAN

*N.Fujimoto,+ Y.Takahashi, *T.Moriyama,
M.Shimada, H.Wakabayashi,

**Y.Nakatani,

S.Obayashi

National Space Development Agency of Japan (NASDA)
, Earth Observation Center(EOC)
Remote sensing technology ce:.ter of Japan
Science University of Tokyo

ABSTRACT:
Earth Observation Center(EOC/NASDA) has received and corrected

SPOT HRV data from Oct.1988. This paper describes the early
results of SPOT HRV evaluation efforts on geometric accuracy, SN
ratio, and MTF characteristics. Land cover classification
accuracy have also been studied in the application field.

I.INTRODUCTION 2.GEOMETRIC ACCURACY
NASDA has received SPOT HRV data and has We have selected 28 radiometrically and

produced radiometric and geometric geometrica.ly corrected HRV scenes and
correction products since Oct. 1988. calculated geometric error using 10 to 36

The purpose of this study is to evaluate GCPs for each scenes. Table I indicates the
SPOT products and its processing systems in results. Fig.l shows the errors of along and
order to improve quality of the products and cross track directions of each scenes, on the
performance of the systems. other hand Fig. 2 shows the error changes

This paper reports some early analytical according to the data acquisition date.
results for HRV image data received at Earth
Observation 'nter in Japan. From these data, following results are

These results will contri to the obtained.
development of the Japanese next ....ation 1) Along track error has some offset element,
satellites and sensors. (average of the error is -356m )and the

This paper consists of evaluation of magnitude of the errors depends upon the
radiometric characteristics, geometric data acquisition dte. On the other hand
correction accuracy, and landcover cross track direction error shows random
classification accuracy. change.

The evaluation of geometric accuracy about 2) The same scene observed on the same date
11RV data, processed at EOC, is the first with different sensor (XS- and PA- , or XS-2
topic of this paper. We picked up and PA-2 )has almost same error.
approximately 3G scenes and evaluated 3) The error of (331,332-278, 88.10.14)
geometric accuracy using GCPs. Cross track indicates the relation between XS-l and XS-2,
and along track direction errors were and the error of (331-279,332-275,278,
evaluated concerning each HRV sensor system. 88.6.6) also indicates the correlation

between XS-l and PA-2, these scenes are
simultaneously observed.

The next topic is on signal to noise ratio 4) Fig.3 illustrates that the mirror angle
of HRV data. The SN ratio was calculated 4) Fige illustates th emirrorag
using the software which was dpveloped for
SMOS-1 verification program. We further examined maqnification ratio,

We also calculated PSF (Point Spread aspect ratio, rotation angle, and skew angle.
Fusic.LLrfl), afid HTF (ModuitLiuk Transfer These results are shown in Table 2.
Function) in some cases to evaluate spacial Magnification and aspect ratio are small

resolution of 11RV. Mgiiainadapc ai r ml
enough so that it will conclude that SPOT

The last topic is concerning the orbit estimation accuracy is good about
app lcat ofi, ld coern icatn satellite altitude and attitude of the pitchapplication field, land cover classification axis.

and its accuracy. Th, result of this study
includes joint study between NASDA & Science
University of Tokyo.
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FIG. 1 GEOMETRIC ERROR OF HRV EVALUATED
WITH GCPs.
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FIG.2 TREANDJ OF GEOMETRIC ERROR ACCORDING
TO DATA ACQUISIrION DATE.

C ~ ~ ~ : 4M- 0.Av x:R 3. SN RATIO OF HRV0~ ~ ~ ~ ~ ~ ~~~~~~~~~a follows..............9 .... .... .....
S S ratio were calculated in the 7

1: the mouth of ARAXAWA river
R 2: urban area of Tokyo

A . 3: forest (Kanto area)
4: the mouth of ARAKAWA river (PA scene)

T :t..5: reclaimed land of Tokyo bay
E 7:.I. . the mouth of ARAMAWA river (other scene)
R
o -30 . ...............f ..i............. h results are indicated in the Table 3. and

R 4W I15Fig.4.
1is

FIG. 3 CORRELATION BETWEEN INCIDENT O LE
AND CROSS TRACK DIIZECTION ERR,
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Each SN ratio was calculated in 32 line by S,^NCE ACSOLUTIO0 09/02/15
32 pixel area, and hanging window was used r TAIIo

for Fourier Transformation,. _JIE. sensor:IRV

The values are about 15d3 to 21 dB, and - band :XS,8I

these are not so different from MOS-l MESSR date :1988/11/30
verification result in the EOC. d- :3-7

?ig.4 shows the characteristics of SN
ratio. ,,,, ,
1) SN ratio degraded along the spectral "..,.,,..
band, PA band has particularly low S N ratio ". .
in this study. ,, ,
2) Water area (mouth of ARAKAWA river) shows
almost same pattern.
3) In urban area, SN ratio is low in every OZT;CE F;04 " 00E

spectral band. Because urban area includes
many bright artifacts and then noisy in
frequency domain.

S N PTIO OF M OISTANCE AESO urzoo o0/o2/15

-' sensor:HRV
O" .~ G'AX: douth of AOAXAWA nowr ,band :XS,1

20- 8 + X Aoubn r of Tobyov r-ive3-2r: "] : For~t :date :1988/11/30

1 18 N + :r in rea of Tokyo. J :331-278

.. .............. ..o .

14 4 '~~-.. '~*ut0 14- # .................... ....... -. uLEM

1 3 . ... ..d• . ............ ..-......... .....

2LN 
PA114 / 100 4;i129

PI
Spectral Band

Cig 4 SRNIRlA,1O AND m |IR

rig. 4 S N RATIO OF IIRV Therefore,it becomes clear that the land
cover classification analysis needs other

4. MTF spectral bands.
MTF was calculated by following method.
Select a coast line area from the examined 6.CONCLUSION

image, and get edge profile by edge tracing,
then approximate the profile using spline HRV data received in Japan was investigated.
function. Differentiate this function to get Concerning to geometric accuracy, alongtrack
PSF and MTF is calculated from PSF by Fourier error will be improved if we consider the
Transformation. offset element. On the other hand we couldTrnsforestn anot find out the characteristics of
These results are illustrated in Fig.5. closstrack error. Hence SPOT roll axis
The MTFs were good for all other spectral attitrand it's e en s role.

bands.As our verification software idealized attitude and it's estimation is unstable.
some condition in calculation, MTF shows As a conclusion from the S/N analysis water
rather ideal curve that indicates HRV and forest area image data quality is good in
resolution satisfied the specification. XS band. For PA band high resolution

will influence to the degradation of SN ratio.

Classification accuracy in this study is not5. CLASSIFICATION so good. But the values of accuracy were

The author also checked the classification calculated based on 1/25000 classification
result of HRV image data (level 2) using the map data, thus more precise truth data willtrace and division accuracy. The trace lead more good result.accuracy means geometric probability. And the However, land classification with maximumdivision accuracy means geometric probability likelihood is not so suitable for 2 toS
based on truth daca. The classification was spectral bandssensor as HRV.

supervised maximum likelihood This study performed on the data receiveddone using spriemaiu lklhod in Japan in early period. Constantclassifier. The HRV image data was acquired ificatin s alo coninue tonimrov
October 14,1988 at EOC (Earth Observation verification should also continue to improve
Center of NASDA). The study area is Oh-shima, the quality of products.
famous volcanic island, the size is 9km east ACKNOWLEDGMENT:
to west and 15km south to north. And this ,aO DE
island locates from longitude 139 20'E to All= 0UL.Xou..-. UU.U !,.a '.0 (.ld f.TA.Z

longitude 139 27 E,from latitude 34 41'N to staff for supporting to calculate geometric
latitude 34 48'N. accuracy.
The table 4 shows the classification REFERENCE:

accuracy of each category. In the table, the 1) Analysis and evaluate on LANDSAT,SPOT MOS-
categories of the digital 1 data, 1989/3/31 S.Obayashi et.al Joint

vertical axis is ctgreofhedial study report between NASDA and Science
map information got by ground truth. And the u y of Tyo.
horizontal axis is categories for HRV University of Tokyo.
analysis. The situation of error distribution 2) MESSR IMAGE QUALITY, P.Henry, G.Begin
becomes clear from this table. 1989.2 Proceedings of 3rd MOS-1 verification

Program.
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THREE-DIMENSIONAL ANALYSIS OF SPOT HRV DATA
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Abstract

A statistical amdysis is performed in the three-dimensional (3-D)
histogram space of SPOT HRV data. lhe distribution ol vectors
(pixels) in the histogram space of I11V data may be different from
other satellite sensors such as Landsat TM because of its higher
spatial resolution. The SPOT HRV system has the three ('hannels
of sensors, which generate a 3-D histogramn space in feature. A part
of the present objective is to examine the distribution of vectors in
this 3-D histogram space. First, we analyze the two-dlimensional
(2-D) histogram of TIRV data, which gives the contour real). Some
clearly isolated clusters could be detected in this histogramn map.
Each cluster contains several contents, which rep)resentlamd cover
features. Then, we develop the algorithm of calculating the 3-D
histogrmn of HRV data. The result of estimating the distril)ution
is given in a histogram table. Also, 3-1) peaks in the histogram are
detected, an(l given in a table. Using these tables, the 3-D view
system of the 3-D histogram is developed. lhe 3-1) surface with an
equalled-value is displayed on a graphic monitor.

Keywords: SPOT, histogram space, 3-D analysis, 3-D peaks

I Introduction pond, river, residential, commercial, grass, etc. This
The objective of the present investigation is to scene was obtained by SPOT on October 20, 1986

exanine the distribution of vectors (pixels) in the (ID 313- 283). After calculating 1-D histogram of
threc-dim'nsional (3-D) hi.togram bp, c of SPOT HRV data and cross-corrulations betwcvn (,ach pair of
(Systvmin Prol,atoire dO brvation de. la Turre) HRV sensors, we analyze 2-D histogram of thc same data,
(Haute Resolution Visible) data and to compare the which is described in Sec.II.
peaks in this distribution with land cover features. Next, we try to examine distributions of vectors
The spatial resolution (2Oin) of HRV dlata is so su)- in the histogram space. In HRV data, the histogram

T the pa revouso ra ote sace is 3-D. Each pixel in the image as shown in
rior to the previous ones acquired by civilian remote g.1 is corresponding to a certain cell i the his-
sensing satellites, which approaches the level pro- togram space,which has three peculiar values ob.
vided by aerial photography. Futhermore, another t-gta space w s hree peculia als, 1)

t-.1- -. _nthe sensor-s. in a flat area such as.feature of the SPOT satellite system is the extended water, many pixels of it belong to one cell. So we
function of viewing up to 27 degrees off-nadiar, which calculate a distribution table of the 3-D histogram of
gives a stereoscopic image froin two different orbit.s. Fig.1. Also, 3-D leaks in the histogram space are de-

First, we analyze one- and two-dimensional (1-D, tected, which may represent land cover features. Uti-
2-D)) histograms of HRV data to understand basic lizing the histogram table, we construct a 3-D view
statistical (hara(teristics of data. For the reason, we ,ystem of the 3-1) histogran of HRV data. Setting
select the s ene (512x512 pixels) as shown in Fig.1, an equidled-value of counts, the surface in the 3-D
which .ontalns. typi(.,d hid features such , water, histogram is displayed on a graphic monitor.
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Fig.1. Pieseiit stuidy area.

CHAN 1 - ch.2

C HA N 2-" _____ (a)____ __

CHAN 3---

*43

o so

C 0 L G 60-00 80 00 :1:.o0 120. CO

gray level

Fig.2. One-ditneuisiowia histogrami of 1IRW data-

0 s0 100

II One- and two-dimensional analysis of SPOT ch.3
HRV data b

First, we show the I-D histograws of Fir. IIn o

Fig.2. Thils Figuire shows a plot of gray level ver- Fig.3. Two. dimiensional histograzn of HRV data.

sus frequency of plxels. Contrary to our expectation,
the effective dylnmic range of HRV sensors is not so Table I. Cross-cortelation.
wide, compIared it previous SatelifIIte sCelsoIs suich
as, Laiidsat TM. InI this scene, the values of the e c.1 h.2 ch.
tive dynamic range a.- less than 10(0. _______________________________________

Second, we calc-ulate 2-D histograoos of 111W data. ch.1 1.000 --

so aus to miake clear the relation b)etween two channel
sensors. Figure 3 shows the 2-D) histogramns of HRY. ch.2 0.949 1.000 -

data in a contour inaj. InI Fig.3(a) we show the re- ch.3 0.508 0.596 1.000
latioii betweenl channels 1 and 2, and in Fig.3(h) tLhe
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relationi I mtwecn '.htimuils 2 aand 3. Be awse of ,,trong (untents of eac~h (l.lser(Mori, 1988). The isolated
(orrelationt betweeni swnsors as showu in Fig.3(a), this cluster with at shairp peakt, lower left in Fig.3(b)), is
itistougrwnt is so trivial that we cani get not so 11i(hI (orresponding to water area; sea, poiild and river.
information froin it. Oin the other hand, Figure 3(b) The long and~ thin cluster, lower middle, is (orre-
shows quite' different di-Arihntions from Fig.3(a). the spondting to woodl. The large triangular ('lister, l-
difference between themn originates front the (liffer- l)er middle(, is correspond~ing to several contents: resi-
eice lbetween their vross-( orrelation. So we cahlcu- deutiaL commercial and other urb~an area. The smnall
late the (:ross-coirelations lbetween each pair of semi- thin cluster, right, is corresponding to the several
sors(Chave,,, 1984), and show the results in Table types of grass. Comparing the distribution in Fig.3(b)
1. The value of cross-turrelation between cjainnels 1 with the( plot in Fig.2, we can recognize contents of
anid 2 1ii mar 1.0. whituias that these tvo sensors sharp peaiks in lowei. sides in the histogra of Fig.2.
have almost sa.ne c.iariatcrit(s. This result is (orre- The 5liarl) peaik of the plot of channmel 3 tontains only
sponihimlg to the (distriblution of pixels in Fig 3(a). The witter area, so we can clearly (levide the iimage of
values, of cross-correlation between channecls 1 aud 3, Fif.1 inito two parts; water andl land area. Onl the
and~ 2 and 3 in Table I axe less, than 1.0, so these' (har- other hand, although the llot of channel 2 is similar
actcristics of cat-h pair are rather iuid~icpn~lt ea~chi to ,oil(, of channel 3, the sharp peaik (olitkils water
other. Therefore, several clusters appear in the dis- arUCL andl woodl. In thle plot of chmannel 1, the sharp,
tribution of pixels in Fig.3(b)). Each isolated duster peak contains the 6,minie contents its oil(- of (iannicl 2
contain., sevural c ontua~s, which relprescvt land fea- due to strong correlation 1hctweenl (haiulls 1 and 2.
tures. In the 2-D histograml, however, it. is not sifflicientl

By extracting typical training-fields from Figi1, to recogizYe all contenits correspondbing to rea land
and proje ting thein to Fig.3(ib), we can recogniz~e (cover features correctly. Even it we analyz~e the dis-

Table II. 3-D distribution of pixels. Table III. 3-D peaks in the histogram space.

Counts Number of cells Peak No dch.l ch.2 ch.3 Counts
1 12294 1 28 15 8 29652 4077 229 16 8 2807
3 2177 3 29 18 53 86

4 334 31 17 9 39695 1045 5 32 18 916
6 783 6 33 19 9 776
7 662 7 38 28 67 90
8 609 8 38 29 62 91
9 465 9 38 29 65 12510 400 10 38 29 68 100
11 351 11 39 30 60 110
12 332 12 39 30 64 128
13 279 13 40 29 28 S5
14 277 14 40 30 27 82
15 249 15 40 30 31 101
16 228 16 40 30 34 90
17 212 17 40 31 58 S7

18 40 3i 63 Us
19 41 30 28 98

440 1 20 41 31 36 125
618 1 21 42 31 31 142
635 1 22 42 31 38 113
651 1 23 42 32 42 85
705 1 24 43 32 30 150
776 1 25 43 32 32 168
900 1 26 43 32 35 138
937 1 27 43 32 39 112
1042 1 28 44 32 31 171
1091 1 29 44 33 32 170
1369 1 30 44 33 34 1551383 1 31 45 33 38 128
1433 1 32 45 34 33 174
1853 1 33 45 34 37 1431861 1 34 45 34 39 1H91905 1 35 45 34 41 952595 1 36 46 35 34 1502759 1 37 47 36 36 11S2807 1 38 48 37 36 1072965 1 39 '19 36 35 128
2997 1 40 50 37 34 83
3969 1 41 50 37 37 90
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trilbutiol ill Fig.,3(l)), we canniot take ai co)ntrib~utionl
of channel I inlto account.

III The three-dimensional distribution in the his-
tograiL space

We calculate at table of Ilhe 3-1) distribultion of
lpixelis in the histograin space to understand thle char-
acteristics of SPOT sensors. As setting tile effective
(lynaillic range of sensors ats 100, as seen inl Fig.2, one
million cells are necessary to construct the 3-D dlistri-
bution. Each pixel in~ the image belongs to a peculiar
cell of themn. Most of one million cells, however, are Cl)
emnpty, because. many pixels lbelonfr to a small numiber
of cells. So compuiter mnemory for one cell iieeds two0
b~ytes at least, which cotunt ntiuber-z of pixels up to
65536. Then, comp~uter nienmory needs 2inega lkytes
for all cells. We show a p~art of the result of the (lUs-
tribution in Tabme 11. Thie values in the left column
in Table 11 mevans at number of p~ixel counts for a cell, 0
and~ also the value in right means a number of cells
in thle 3-D) histograin. The value of pixel count, a10
top) row, umeans that these cells have only one pixel110 0
count, and almost dloimain among not enipty cells. 0 cP.2
The value 3969 of pixel count, a blottoin row, is the
mmaximuwn one, which cell is found to b~elong to sea Fig.4. Three dimnsional view of the histograrn surface.
coimpared with the 2-D histogram in Fig.3(b). The
total number of miot emplty cells is 29099, which is
2.9]1% for all] cells, all cells in one (direction of at view point, even if using

Next, we search peaks in the 3-D histogram uti- the 3-D view system. ThenI, we defined a surface
li/immg thc above-mnentioned table. A peak in the 3-D with an equalled-value of the histogram by setting
histogrami is (detected by s(anning the three directions a threshold value of the histogram. in Fig.4, we set
in the hitstogmamn space, which is defined to have a lo- tile threshold value as 40, and drew the picture by the
cal imLaximumwn vaue of counts of pixels. This peak lser p~riniter. Each value of thle axe~s mneanis the gray
seciis to lie ai core rep~resenting a certain land cover level of channels. In this systein we can set anl any
feature su h its suit, grass, residential et(.. We show direction of a view point. Dec~rcasing the threshold
thev result in Table III. The value in a left colunul value, (-ores of isolated clusters appear one by one.
inealis at peak number, next three values mean the Each of these cores is corresponding to land cover
gray leve~ls of three channels, and the value in righlt features.
mneans the miniber of counts of pixels of core cells.
Here we show at part o~f the peakcs, which counts of Acknowledgements
p~ixels are mnore than S0. The peaks of No.1, 2, 4, 5, We wish to thanik thme staffs of the compluter (:enter
6 in Table III b~elong to sea in Fig.1, which have a of Kyushu University for use of the image processing
large numbler o~f counts b~ecaumse of flat area. We Can facility FIVIS.
use these peaks as seeds in clustering schemne such as-
k-mevans miethodl. References
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REMOVAL OF THE TOPOGPAPHIC EFFECT FROM SPOT-1 HRV MULTISPECTRAL IMAGERY IN MOUNTAINOUS TERRAIN

Chongjun YANG - Alain VIDAL - Laboratoire Commun de T66dtection CEMAGREF-ENGREF - B.P. 5095 - 34033 MONTPELLIER
CEDEX 1 - FRANCE

ABSTRACT of reflectance factors being intrinsic
Radiance data detected by satellite sensor is characteristic of the arbitrary flat surface
generally inf.uenced by undesirable topographic material being imaged and invariant to topographic.
effect. Pemoving this effect is important in order
to optimize informaton extraction from remotely- The layout of the paper is as follows : in section
sensed data. A new apprcQ.h as an answer to this 2, the radiative transfer model is described. An
necessity is proposed in this paper. The digital algorithm proposed for determining the values of
numbers in SPOT-1 HRV multispectral imagery are unknown parameters of the model, an application
transformed to values of reflectance factors being example and the conclusions are given in section 3.
intrinsic characteristic of the surface material
being imaged and invariant to topography. This The presented approach is used within the limits of
approach is based on a radiative transfer model that visible and near-infrared parts of the
is developed as an approximation of changes in electromagnetic spectrum and is, in essence,
radiance. The values of some unknown parameters of applicable to suitable LANDSAT image data.
this model were estimated by using multiple linear
regression in a small homogeneous test site of 508 2 - MODELISATION
pixels, located within the study area. The The spectral radiance, coming from the sun,
calculated values of reflectance factors were attenuated by the atmosphere, reflected by an
presented by dimensionless . _ d. numbers ranging Earth's surface, reattenuated by the atmosohere and
from 0 to 255 which corresponds respectively with entering into the sensor of the satellite is
the values of reflectance factors from 0 to 1. The influenced to a greater or lesser extent by a large
feasibility of this approach have been tested number of effects which may be, in principle,
against the SPOT-1 HRV multispectral images above a classified as astronomical, geographical,
canopy of Picaussel Forest in France. geometrical, atmospheric, meteorological,

topographic and biological factors. As an output,
Key-words : SPOT-1 HRV multispectral imagery, the digital numbers, which the users obtain, are
Topographic effect, Digital Elevation Model, modulated by opto-electronic effects.
Reflectance factor, Multiple linear regression.

An idea mathematical form of the transformation from
1 - INTROWUCTION digital numbers to the values of the reflectance
The topographic effect is defined as the variation factors should contain a full treatement of the
in response from inclined surfaces compared to above factors. But it is currently not feasible. To
response from a horizontal surface as a function of date, in remote sensing applications, many
the orientation of the surface relative to the light simplifications have been made to deal with this
source ans sensor position. Radiance data detected complex situation such as assuming isotropic sky
by remote sensing satellite is generally influenced radiance distribution and Lambertian surface. In
by the undesirable effect. In aieas of high relief, this section, the principal physical phenomena, the
such effect can produce erroneous results when using mathematic form of transformation, and suitable
satellite data for lani cover classification and assumptions will be described. ;n all the following
mapping. Many researcheus in remote sensing have expressions, the wavelength subscriptions have been
demonstrated that topographic effect may be suppressed.
quantified and reduced (WOODHAM 1987, and many
others). The mathematical form of the transformation may be

derived from the definition of the BRDF and from the
The spectral reflectance of a surface material is of corresponding physical definitions. The detail of
large interest in remote sensing and satellite the derivation has been omitted here. In this study,
digital images are commonly analysed by using the the adjacent slope radiances were ignored. The
digital numbers for each pixel recorded on a skylight was treated as a uniform hemispherical
computer-compatible magnetic tape. Thus, An approach source, in the same way, the direct sunlight as a
as a method of the removal of the topographic effect well-collimated source (parallel rays), the
from the satellite digital images is proposed. That atmosphere as a series of horizontally homogeneous
is, the digital numbers are transformed to values parallel slabs, and the ground cover as an arbitrary
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flat lambertian surface. The term "arbitrary flat respectively. This study area is characterized by
surface" was assumed as a mathematically continous relief from 550 m to 1160 m above sea level. The

flat surface on a macroscopic scale, having an steepest slope was 620 and most of the slopes were
arbitrary slope and aspect. The altitude-related about 14-20o.
atmospheric effects were neglected. The spectrql
radince at the sensor of satellite L (W.m- .sr

-
1. The SPOT-1 HRV image (level 2) for the study area is

Am ) consists of that due to the solar radiation K44, J246 ; acquired on 13 august 1986 with a view
reflected by the target (the reflected solar angle of 3.70

.

radiation is the sum of the irradiances of the
direct sunlight and of the skylight) and Digital Elevation Data (DED) were generated by
reattenuated 2 by Ithe _tmosphere, and that (L , digitizing the contour lines of the 1:25000 scale
units . W.m .sr .

A
m ) due to backscatteer fr~m topographic map (20m-50m contour interval). The

the direct solar ray including single scattering, Digital Elevation Model (DET) of the study area was
multiple scattering and the reflected part by the then created by interpolation of the digital
ground (the environment of the target) into elevation data. The software used was taken from

atmosphere (YANG 1989), that is, CNES (PROY 1986).

(R/)2 S cos I + 7r F cos 2 x/2
L p--------------( T +L (1) 3.2. Computations of the parameter values
s r a The images of real values of slope and aspect of the

71 local surface were derived from the DEM by computing
where partial derivatives of the local surface of the

terrain model. The image of real values of cosine of
-T/cos S T = eT/cos V the incident of solar radiation was generated by

I using the following equation

T and T are the total atmospheric transmittance cos I = cosof cos S + sinX sin S cos (0 -0-0s) (4)
correspon~ing atmospherical attenuations between the
sun and the earth's target, and the erath's target where a and 0aare the zenithal angle of the local
and the sensor, respectively. S (rad) is the solar surface normal (or slope) and the azimuthal angle of
zenithal angle, V (rad) the zenithal angle of the the local surface normal (or aspect). S and 0_ are
sensor and T the total normal optical thickness, the zenithal and azimuthal angles of the solar
which equals the sum of the separate optical radiation. The following equation was used to
thicknesses of all the attenuating constituents. I 2
(rad) is the angle between the incident solar ray compute the mean-distance correction factor (R /R)

and the surface normal, which is equal to the solar R0  (1 + e cos n(3-4))
zenithal angle when the surface is horizontal. Here, - - 2 (5)
a(rad) is the angle of inclination of the local R (U - e
surface (slope) 2 and1 F thf spectral sky scattered
radiance (W.m- .sr .Im -).2 S 1 is the solar where
spectral irrandiance (W.m ./m ) outside the
atmosphere. p (dimensionless) is the reflectance n = 2 /365.25
factor. The effect of the actual Sun-Earth distance e e 0.0o6t3the e is the excentricity of the Earth's orbit, J
R being generally different from its mean value the Julian day. The value of mean solar irradiance(Y. .) is taken into account by the factor teJla a.Tevleo enslrirdac

i tk i (S ) for each SPOT band can be obtained by
(9 /R) . The relation between the spectral radiance inegrating the standard spectral solar irradiance
A digital numbers DN (dimensionless) in the given i gaigtesadr pcrlslrirdac
band diitan umbers D (die nl inhey gin curve over the corresponding wavelenght interval.
band in SPOT-i HRV multispectral imagery is The values of K for each band are directly avaibles
quantified as from SPOT-I HRV imagery (CNES 1986).

DN=K*L, (2)
3.3. Multiple linear regression

where Lk is the SPOT equivalent spectral radiance Equation (3) can be formally rewritten as
(BEGNI 1982) 1an K the absolute calibration 2
coefficient (W- .m .sr./tm). Let S , T , F , P , DN = A* cos I + B*cos (01/2) + C (6)
T , L be the weighted average of%, F, p, 2
La in a given spectral band, respectively. The with A = K pa(R/R) S T iaTra
reflectance factor can be written as B = K p a Fa Tra

C = K Laar
(DN/K-L )r aa
aD-/K-2aa)- and T. e-Ta/cos S e-Ta/cos VP -- - -- - -- - (3) ia~eT =~~cs

a=((8/lR)2 2raa Sa Ta coslI+ Fa 005
2 (a/2)) Tr

S ia ca Cra For a small homogeneous test site, it was assumed

Based on the above equation, when all the unknown that each point of the test site was identical int
parameters are obtained, the reflectance factors pa the reflectance factor p . Because the atmosphere
can be calcui a. was treated as a series oaf horizontally homogeneous

parallpl slabs, the values of the parameters K.
(Ro/R)', S , T i, T , L for all point of study

3 - APPLICATION area couldoe assume to %e constant. Hence, the
parameters A, B, C for all points of the test site
were constant. In this study, using cos I and cos

3.1. Study area and data sets (a/2) as regression variables, the values of A, B,
A 7.2 km by 3.8 km mountainous area located within Cfrec adwr siae yuigmlil

the PICAUSSEL Forest in France was selected to test lifer egressin oer a h gn us tes tie

the transformation approach. The latitude and 0in es lc e withingth esu ae.

longitude of this area are 42 0 521N, 2 025'E,
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3.4. Estimation of the values of the unknown bands for the SPOT satellite. Photogrammetric
parameters Engineering and Remote Sensing, Vol.48,No.lO,pp1613-
The methods proposed in section 3.2 were sed to 1620.
compute the values of the parameters (R /R) , S 0 , CNES,SPOT-IMAGE, 1986 Guide des utillsateurs de
I, a . The values of parameters K, DN, S, V were donn~es SPOT. SI/MR/86.005F.
directly available frcis SPOT-1 HRV images. In this PROY,C.,1986 Integration du relief au traitement
study, the values of the total normal optical d'images do t6ld6tection. D.I. Thesis Institut
thickness T a, the mean path radiance La , the mean National Polytechnique, Toulouse, Frarce.
diffuse radiance F for each band of a SPOT-I HRV WOODHAM,R.J., GRAY,M.H.,1987 An analytic method for
image, needed in equation (3) were evaluated by radiometric correction of satellite multispectral
using the following method. Let p be the exact scanner data, IEEE Transactions on geoscience and
value of the reflectance factor fora he test site, remote sensing. VOL.GE-25, No.3.
I the exact value of the total normal optical YANG,C.J.,VIDAL,A., 1989 Removal of the scan angle
tflckness. It was assumed that p existed between effect on NOAA-AVHRR data in visiblr. and near-IR
Pam and pan (m<n), and Tao exised between T am and parts of the electromagnetic spectrum. IGARSS'89.

p9and p were known as the
an a an am anempiricaT ancillary information. For each couple of

p., 7- (m~i,j<n), which vary between pam and pan
an beeen a and T respectively, using equation

am an
(6), one obtained a certain DNi (S , IOt, (R /R)
K, S, K were known, F =B/(K 'JTO)) and the vafuea ar

of the point variance for the calculated value DN
and the the original digital numbers DN. Further on,
the total va,-iance for all points of the test site
was calculated, respectively to each couple of p-i,
T .. Thus, a couple of p _, T -(m<A B<n) which matet. -aA aS -'

total variance minimum was chosen as a couple of
the approximate values of the exact values p , T •
Note that paA' which was not identified ina'?ll Ne
study area was only used to estimate the value of
the total normal optical thickness and to compute
the value of the mean spectral diffuse radiance
Fa FA=B/(KPa T ra ) ).

Up till now, the values of all the parameters
needed in equation (3) have been computed.

3.5. Results and conclusions
A digital elevation data image is shown in figure 1.
Dark areas represent low elevation, light areas
represent high elevation, light areas represent high
A slope image derived from the DEM and a cos I image
generated using equation (4) are shown in figure 2
and in figure 3, respectively. Figure 4 and figure 5
show a portion of SPOT-1 HRV image (band 1) of
Picaussel Forest and a corresponding synthetic
reflectance factor image generated using equation
(3), respectively.

Visual examination of uncorrected image (Fig. 4) and
corrected image (reflectance factor image) (Fig.5)
reveals that the shadows are partially removed.

The method proposed in this paper requires a priori
knowledge regarding a dynamical range of the
reflectance factor variation of selected homogeneous
test site, but not regarding a value of the
reflectance factor. The homogeneous test site needs
be small enough in study area that the reflectance
factor can be considered constant throughout.

In this study, only lambertian reflection was
considered. Non-lambertian reflection law will be
considered in future research.
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COMPUTER ASSISTED LAND COVER MAPPING
WITH SPOT IN INDONESIA

Jean-Philippe GASTELLU-ETCHEGORRY
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SCOT, Earth Observation Consultancy Service, Toulouse, France.

Danlele DUCROS-GAMBART
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31029 Toulouse Cedex France

The capability of SPOT combined with specifically designed classifiers was investi-
gated for computer assisted land cover/use mapping in Indonesia. Two particu-
larly disturbing constraints were analysed. (1) The atmospheric upwelling ra-
diances may have very large values (up to 80% of the measured radiance for band
XSI) and may be characterized by an important heterogeneity (up to 40% for all
bands within a 60 x 60 km SPOT image). (2) Moreover, the small size, complexity
and dynamic nature of Indonesian agro-forest systems confuse multispectral
analysis.

In that case, conventional spectral classifiers are inadequate; texture and content
information must be introduced in order to derive both adequate and accurate
information. Consequently. two different methodologies were investigated and
developed.

The first method consists in classifying a large number of spectral classes/sub.
classes: this number must be sufficiently large for obtaining small within-class
variances. Thanks to visual information these classes are later on grouped
according to local context and texture. With the objecti.e of making computer land
cover mapping more objective and efficient it was also developed a layered
classifier combined with an automatic exploitation of local textural and contextual
information. Both methods arc based on micro-computer technology in order to
obtain systems that can be readily operational in Indonesia.

These classifiers were tested on two study areas in Java. Preliminary results
suggest that in Indonesia SPOT has the potential of a major data source for
deriving land cover mapping to 1:50,000/100,000 scales.

With the first method, six main land cover/.jse classes (lake, rice field, dry crop,
settlement/road, mixed garden and forest/plantation) were obtained.
Eighteen significative classes were discriminated with the second method.

The accuracy of the SPOT land cover / use maps was tested in the field through
random sampling of all land cover classes. Generally speaking, it was found
65%-100t probability that these are rightly classified (according co the classes).
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OPTIMISATION DE LA RESTITUTION AUTOMATIQUE CU RELIEF
A PARTIR D'IMAGES SPOT

A. JATON, R. SIMARD, A. LECLERC ET S.R. HAJA
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1100, boul. Ren6-Ldvesque Ouest

Montrdal (Qudbec)
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JIK 2R1

RtSUME Cans des dtudes antdrieures, Guindon (1986) s'est
penchd sur le problhme du crit~re de selection d'un

1'objet de cette recherche est la comprdhension des bon appariement avec des images radars. 11 en
facteurs qui influencent la qualitd des modfles concl'it que la robustesse du coefficient de
num~riques d'dltivation proddits par corrdlation correlation est trbs sdrieusement mise en doute comae
d'images SPOT stdrdoscopiques. bon critbre d'acceptation et que la variance des
Ce nombreux tests ont permis l'dvaluation des liens images a un avenir prometteur A ce titre. En ce qul
entre la prdcision obtenue l'appariement des images a trait aux grandeurs des fen~tres d'appariement,
et les facteurs suivants :la radiom~trie des images, Rosenhoim (1987) aborde le fait qu'il existe, pour
les distorsions dues au relief, les grandeurs des tous types de terrain, une grandeur de fen~tre
fen~tres d'appariement et les crit~res d'acceptation optimale. Son 6tude bas~e sur l'appariement de
des mesures de parallaxe. photos adriennes par moindres carrds, indique que les
Les rdsultats montrent l'importance de la variance fen~tres A utiliser devraient avoir une dimension
des images comme critbre de sdlection d'un bon variant de 20x20 A 30x30 pixels.
appariement et permettent de juger du r6le du
coefficient de corrdlation. Finalement, une Notre dtude vise A poursuivre les recherches
dvaluation des effets gdemdtriques sur les erreurs de prdcddentes et expliquer de fagon plus ddtai'llde
corrdlation est effectude, prdcisant ainsi le rapport les facteurs en cause en nous basant sur de vraies
entre la grandeur des fen~tres d'appariement et les donndes SPOT. C'ailleurs, la comprdhension des
distorsions dues au relief. parambtres influents est primordiale si Von veut

rdaliser une cartographie topographique compldtement
automatisde et prdcise.

1. INTRODUCTION

Cepuis l'avdnement des images satellites et 2. MtTHODOLOGIE
principalement depuis le lancement du satellite SPOT,
la restitution du relief s'est nettement orientde 2.1 L'algorithme de corrdlation normalisde
vers les algorithmes automatiques d'appariement
d'images numdriques. Bien des algorithmes ont 6td L'algorithme de corrdlation normalisde est un module
dlabords afin de gdndrer des modfles numdriques du syst~me CARTOSPOT (Leclerc, 1988; Rochon et al.,
d'dldvation (MNE) (Simard, 1;dl; Rochon et al., 1984; 1984). Il ndcessite deux images SPOT (P ou XS)
Cooper et al., 1985; Ehlers et al., 1987). Les r66chantillonndes dans le syst~me intermddiaire moyen
rdsultats sont trds encourageants et la prdcision des (SIM). Le S114 assure la correction des images de
cartes topographiques rdsultantes atteint les norme, toutes les ddformations gdomdtriques autres que
cartographiques (environ 3 A 5 mdtres de prdcision e.. celles dues au relief. 11 permet dgalemant de
altimdtrie). Par contre, aucune mdthode ne peut se diminuer trbs fortement la parallaxe en y. Le
vanter de produire des MNE de fagon compldtement rddchantillonnage des images se fait A l'aide des
autnoiatisde sans l'intervention d'un opdrateur. parambtres de la moddlisation gdomdtrique. Le mod~le

utilisd est celui de Toutin et Guichard (Toutin,
L'dlimination de ces erreurs mais surtout la 1985) et ndcessite des points d'appui, les paramdtres
comprdhension des facteurs influan~ant l'appariement orbitaux et d'attitude et les donndes d'informations
d'images ont dt6 des sujets de recherche pour de gdndrales sur les images.
.,ombreux scierntifique~s. Le . probi~±mes causds par !a
radlomdtrie des images, les distorsions gdomdtriques Le logiciel d'appariement exige les param~tres
et le choix des grandeurs de fen~tre d'appariement suivants:
sont de taille, et pire encore, sont intimement lids. - !a grandeur minimale de la fen~tre de rdfdrence;
Une autre source importante de questions s'ajoute - la grandeur minimale de la fen~tre de recherche;
dans notre cas : le r6le du coefficient de - le seuil de variance radiomdtrique dans la
corrdlation comae mesure de fiabilit6 des valeurs de fen~tre de rdfdrence;
parallaxe obtenues. - le seuil de corrdlation;

- les po~itfons respectives d'un point dans les
deux images pour initialiser le processus.
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Pour chaque pixel de l 'image de rdfdrence, un premier dtant, dans ce cas, supdrieures A 2,5 fois la
test dolt Wte rdussi :le test de variance. Si la dimension du pixel, c'est-A-dire 125 m~tres) ainsi
fendtre entourant ce pixel ne contient pas une que le pourcentage de pixels pour lesquels la
variance supdrieuro au seuil indiqud, la grandeur de '~orrdlation a dtd lnfructueuse sont calcul~s.
la fenfitre est augmentde jusqu' ce quo l'un des deux
phdnom~nes suivants se produise ,le rejet du point 3.2 Rdsultats
si la fendtre a dt agrandie jusqu'4 son maximum de
16x16 sans que sa variance atteigne le seuil requls, Le tableau ri-dossous pr~srite, pour chacune des
ou le test de variance est concluant et le processus zones-tests, une partie des r~sultats obtenus
se poursuit. Dans ce dernier cas, la mesure du
coefficient de corrdlation normal 1s6 est effectu~e Tableau I :e eo rreurs par rapport au coefficienst do corrilation.
pour chacuno des positions de la fen~tre conjugude
dans la zone de rechercho. Si cette mesuro d~passe ZONE A ZONE 8
le seuil sp~cifid, la position fractionnaire exacte
du point homologue do I ' image conjugude est Sc Fc Sv Fr-1O Fr-16 Fr.1O Fr-16
interpolde en localisant le sommet do la fosiction de % err a .e. % err % n.c. % err iLL.c. rr n

corrdlation i 1 aide des trois valeurs maximalos. 0,2 3x9 4 0.64 7,14 0,01 6,58 0,03 0.04 0,21 0,80
Puis, la soustraction des positions de 1 'image de *,4 3x9 4 0,03 54,l5 0,00 78,33 0.00 0,68 0.00 2,53

r~~ocod elo e iae ojguefuri a0,6 3xg 4 0,00 97,34 0,00 100,00 0,00 4,24 0.00 4,58
rddrne ecels eViag onuu~ ount a0,8 3x9 4 0,00 100,00 0.0 100.00 0,00 61,64 0,00 55,22

parallaxe. oOSe seull do corrdlation;
Fc: grandeur do I& zone dq recherchne dons I& seconde image;

Apr~s filtrage do la parallaxe afin d'dliminer les Sv - neafl do variance radiom4tri *e

erreurs grossi~res, los valeurs d'6l6vatlon sont Fr -grandeur do I& fenitre do rd drnce;
% err poarcentage d'erreurn supdrieures A 2,5 pixels de

d~duites & l'aide dos parambtres do la moddlisation parulluoc;
gdomtrique. Pr~cisons quo 1 'obtention de I altitude is n.c pourcentage do pixels n'uyant pas dtd corrdlds.

pout dgalement so faire do fagon hidrarchique, on
utilisant des images do moindre rdsolution spatiale.
L'ajout d'information, en augmontant la resolution 3.3 Analyse :Le coefficient do corrdlatlon W'est
dans un processus itdratif, pormot d'obtenir dos pas un bon crltbre d'appariement.
mod~les do terrain plus robustes et prdcis.

Los rdsultats montront do faion frappanto qu( .a
2.2 Los dolndes images valour du coefficient do corrdlation W'est Vds

significative. En offot, dans los deux zones, si le
Los images utills~es pour notre Rtude sont des images seuil dtait fixd A 0,6 et la grandeur do fenftre do
stdr~oscopiques SPOT panchromatiquos do ]a Malaysia r~fdronce 1 16, dans le premier cas aucun pixel
dont los pixels sont rdduits a 50 m~tres do n'auralt trouv6 son homologue, alors quo dans le
rdsolution (par moyenne sur des fen~tres 5x5). Ces second, 95% l'auralont trouvd sans erreurl Do plus,
images ont 61:6 acquisos los 13 et 17 fdvrier 1937 et alors quo statistiquoment une corrdlation ost bonne
pr~sentent un rapport base-hauteur do 0,87. Afin do lorsque son coefficient attelnt 0,7, la zone A,
comparer la validitd des rdsultats d'appariement, un malgr6 un seull aussi faiblo quo 0,2, prdsente des
fichior do parallaxo a dt corrigd visuellement (h rdsultats fort acceptables. En fait, 11 faut
partir des ortho-imagos en superposition). Co consid~rer le coefficient do fagon relative et non
fichier a servi do rordrence afin do ddceler tout absolue pour l'appariement, puisque seule la courbo
particuli~rement los erreurs grossi~res. Los images do correlation a une grando importance.
complotemont corrig~es do l'effet du relief ,ortho-
images) interviennont dgalement dans los traitements. 4 ARDOtREDSIAE

2.3 Mdthodologie utillsde
4,1 Tests effectuds

Le travail ost divis6 en trois Rtapes ayant pour but
do comprendre respoctivoment 10l r~le du coefficient Dans 1e but do comprendro 1'effet et l'lmportanco do
do corrdlation, l'importanco do la radiomitrie et los la variance dos images, il a fallu on dissocier los
offets des distorsions gdomdtriques. Cos Rtapes offets provenant do la gdomdtrie. Ainsi, afin
comprennont chacuno le dicoupage do rigions tests, d'dliminer los erreurs provenant des effets
los appariomonts d'images, la recherche et la gdomdtriques, los apparioments ont Wt effectuis sur
compilation des orrours, ainsi quo l'analyso des des ortho-images. Trois sous-imagos do variance
r~sultats. homogine faible, moyenno et forte ont dt extraitos

des ortho-images et appariies avoc des grandours do
fendtre variables. A nouveau, la proportion des

3. .1OLE DU COEFFICIENT DE CORRLATION orreurs et des pixels non corrdlds ost 6valude.
Notons quo puisqu'll s'agit d'ortho-lmages et quo,

3.1 Tests effectuis par consiquont, los orreurs sont moins importantes,
seules los erreurs supirioures A 0,5 et 1 pixel do

Des appariemonts avec une grandeur at: fendtre et un parallaxe sont comptabilisdes.
seuil do variance fixes mais un seuil do corrdlation
variAbAle nnt iAtA affart"4'c csr r1iat' enwz.imaaPt do la 4.2 Rdsultats
Malaysia do 100 lignos'par 100 pixe's. L'uno do cos
sous-images (zone A) contiont une zone montagnouse LP tableau 2 ci-dessous prdsento, pour trols zones
couverto do fordt tropicalo h variance faible et (zone A, B et C) do variance diffirente, los erreurs
l'autro (zone B) prdsente un terrain plat quo do corrilatlon pour diffdrentes grandeurs do fenitre
recouvront un '.illago et des cultures (variance et do toldrance pour la ditection des erreurs. La
elevde). Apr~s los corrdlations et comparaisons avec figure 1 en rdsume le contenu.
le fichier do parallaxes do r~f~rence, los
')'srcentages d'erreurs grossibres (diinies comme
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Tableau 2 Erreors supdrieures 10,5 (a) et I (b) pixel de parallaxe 5.2 Rdsultats
(%) par rapport aun variations de Na grandeur de la fenkre
de correlation et de la variance. Les zones A, 8 etC
prdsentent so 6cart-type radiomndtrique moy ,i de 5,7, 15 ,2 Vu la similitude des rdsultats pour les trois couples
et 38,5 en niveiuo de gris respectivement. d'images, seuls les r~sultats d'une sous-rdgion sont

Fr 6 8 10 12 14 16 dnonc~s. Ces r~sultats se retrouvent dans le tableau
a) zone A 42,78 39.76 39,19 38,74 38,35 38,10 3 et A la figure 2.

zone 8 28,36 25,05 23.16 21.56 20,38 19,17
zone C 21.13 14,67 10.67 7,06 4,68 2,74

b) zone A 6,62 1,47 0,56 0.02 0,00 0,00 Tableau 3 :Los orrous indiftes par los distorsions giomiltriques.
zone 8 ,7 0,1 ,0 0,000 000a) Distorsions giomftriques pravenant do NiNE AzoeC 0.29 0.1 0.00 0.00 0.00 0,00 b) Distorsiosn gdomtriques provenant du NE 8

Fr 6 8 10 12 14 16
soa) Err 1 1) 1,37 2,29 4,16 5,74 8.03 10,78

Err 2 () 0,10 0,13 0,15 0,07 0,14 0,34
Err moy (mn) 15,57 16,40 18,26 20,17 22,07 24,15

40b) Err 1 % 4,23 5,69 8,58 11,69 14,95 19,23
Err 2 (Err ) 0,13 0,07 0,16 0,29 0,43 0,72
Err moy (mn) 18,16 20,16 22,83 25,32 27,94 30,68

3D -oO: Err I Poarcentage d'erreurs sspikrieures & 0,5 pixel
do parallaxe (53 mn en a tinidtrie),

Err 2 Pourcentage d'erreurs sopdrieures It I pixel do
parallaxe (107 mn on altimdtrie);

IIErr moy *Moyennro des valears absoises des erreurs

to It-1
BIts - .16

70, C t

a a 0 0 12 14 16 18 20 14FI

12-

It,
Figure I Los orrearo do cnrrdlation en fonctin do Ia grandeur do Ia 1G F-12

fendtre do riference poor trots types do terrain. Les zones
A, 0 ot C prisentont on dcart -type radiomdtrique noyen do aB 1reopoctivezient 5,7. 15,2 et 38,5 en niveoso do gris. 7 F-1 ,*0

A a

4.3 Analyse La variance joue Lin r6le primordial -- p -16~0  .

lors de la corrdlation. 21 F1

0Les rdsultats s'amdliorent toujours avec 0 2
l'augmentation do la grandeur de la fen~tre do "0
rdfdrence et donc, do la variance. Do plus, plus la
variance d'uno zone ost forte, meilleurs sont losFiue2:L resenfntodsvaains'liue(cr-

rdsutat, e cei mme vec ne imesio defentretype ) du terrain I l'intdrieur do Uo fenfitro Fr poor le NlErestreinte. Notons dga'.ement l'importance do A (A) et le ilt 8 (B).
Ilamdlioration do la prdcision sur la zone A (6%)
lorsque la fen~tre passe do 6x6 A 16x16 (tableau 2,
cas b). V'est dnorme si lVon consid~re quo co
chiffre (6%) repr~sente 2 160 000 pixels sur une 5.3 Analyse :La corrillation avec do petites
image SPOT! Ainsi comme lo pressontait Guindon, la fen~tres est beaucoup moins sensible
variance pout jouor un r6le primordial comme crit~re quo prdvu aux effets gdoindtrlques.
do s~lection d'un bon appariement et supplanter le
coefficient do corrdlation. En premier lieu, remarquons quo l'agrandissement do

la fenftre do r~fdrence (et donc des distorsions
g~omdtriques A l'intdrieur do cello-cl) provoque dans

5. LES DISTORSIONS G90METRIQUES tous los cas uino augmentation des errours, Ensuite,
il est trbs intdressant do noter quo, par exemple,

5.1 Tests effectuds corrdler deux images prdsentant des distorsions
gdom~triques moyennes (MNE B) avec uine grando fengtre

Afir do no considdrer a cotto dtape quo l'effet dO au do 16x16 engendro beaucoup plus d'erreurs quo la
relief, des couples stdrdoscopiques sont simulds. A corrdlation do deux images ayant subi des distorsions
partir d'une ortho-imago et d'un ((NE rdels, une visde fortos (M'NE B) avec une petite fen~tre do 6x6
oblique simulant la soconde image avec l'anglo d~sird (figure 2). Ce r~sultat indique n~cessairement quo
a dtd cr66e (Simard, 1981). Trois ortho-images et la corrdlation avec do petitos fengtres slaccomode
deux MNE ont donc sorvi & g~ndrer six couples tr~s bien do fortes distorsions gdomdtriques. On
stdrdoscopiques do rapport base-hauteur ogal a 0,466. pourrait avancer quo 1'auto-corrdlation des images et
Los doux MNE so distinguent par la force do leur la structure du calcul des coefficients do
ponte. Le MNE A pr~sente des variations d'altitude corrdlation normalisds sont en relation 6troite avec
do 150 m en moyonno ot le MNE B, do 95 m. Los ce phdnom~ne. Afin do vdrifier cetto hypothbse, un
appariements sont donc rdalisds sur des images no mod~le sera dlabord sous peu et tost6 avoc ces m~mes
prdsentant quo des distorsions duos au irelief et donndes.
ayant la mgmo radiom~trie d'origine.
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6. AMLIORATIONS FUTURES DU LOGICIEL ootimale qul se situe entre 8x8 et7 16xI6 d~pendamment

du type de terrain. Plus intdressant encore est le
6.1 Adaptation locale du logiciel A la variance fait qu'un MNE g~ndrd par une corrdlation avec une

petite fen~tre sur un terrain pentu est de meilleure
Puisque le coefficient de corr~1acion ne peut servir qualit6 qu'avec une corr~lation avec une grande
qu'A l'dlirnination de tr~s fortes erreurs et qu'il fendtre sur un terrain moins pentu (bien sOr, 11 y a
faut, vu les rdsultats le garder tr~s bas, la une limite calculable a 1'4tendue de ce phdnom~ne).
variance peut alors @tre d'un ban secours comae
filtre des erreurs. Le seuil sur la variance ddj& Ces r~sultats concrets et ces conclusions simples
installd dans le logiciel servirait A dliminer les vont par consdquent fitre fort utiles pour
pixels ne prdsentant pas, pour tout type de fengtre, l'adaptation du logiciel existant A la fols & la
une valeur minimale de variance. Une fois le test radiom~trie et A la gdom~trie des images. Le
sur la variance minimale rdussi, le choix de la logiciel utilisant d~j& un seuil sur la variance, une
fendtre optimale pourrait se faire a partir d'une grandeur de fendtre variable et la possibilitd de
table associant la grandeur de la fendtre h la stdrdordductlon, 11 sera possible d'accroitre, avec
variance locale. La definition de cette table sera un effort de programmation limit6, l'automatisation
Lompldtde aussit~t que l'analyse des presents tests du processus et la prdcision des MNE produits.
sera terminde. Notons & cm sujet que les erreurs Fnlmncsrslascnimn apriec
provoqudes par une faible variance sont beaucoup plus dies et choi ini ta de Di con ernant li ec
importantes que celles pravenant des distorsions de hi intax e Dgm coern l
gdom~triques et que, par consdquent, il faut s'en ddveloppement du systbme CARTOSPOT. Parmi l'ensemble

ocue ef~nprioritaire. des m~thodes d'appariement d'images, la corrdlation
occupr de a~annormalisde, avec adaptation de la grandeur des

6.2 Adaptation du logiciel au relief fengtres et combinde & la m~thode hi~rarchique de
st~r~ordduction, est bien adaptde aux conditions

Le logiciel tel qu'il inst utilis6 maintenant permet rencontrdes en cartographie topographique
la production de MNE de faqon itdrative par un d'environnements naturels caract~risds par des
processus appeld stdrdordduction. Ce processus, deformations gdom~triques, des contrastes et des
qu'il convient de prdciser ici, donne la possibilitd textures d'images variables.
de praduire un MNE en plusieurs dtapes et inst utilis6 ~~RNE
pr~sentement dans les rdgions de relief accidentd. RFRNE
La premibre 6tape fournit un MNE grassier, alors que
les suivantes apportent la prdcisian manquante. Ce 1. Cooper, P.R., D.E. Friedmann et S.A. Wood, "The
processus est intdressant dans notre cas puisque, & Automatic Generation of Digital Terrain Models
rdsolution spatiale rdduitc, le rapport signal-bruit from Satellite Images by Stereo", Comptes rendus
est supdrieur et les distorsions gdom~triques du 36th Congress of the International
beaucoup mains pronancdes. Les prdcisians apportdes Astronautical Federation, du 7 au 12 octobre,
par cette 6tude sur les effets des distorsions Stockholm, Subde, 1985.
gdomdtriques permettront certainement d'utiliser plus
efficacement la st~rdordduction. Comme il a dt 2. Ehl~ers, M. et R. Welch, "Stereocorrelation of
notd, ha corrdlation avec de petites fengtres est LANDSAT TM Images", Photogrammetric Engineering
assez robuste face aux forts nell fs. Il n'est danc and Remote Sensing, Vol. 53, No. 9, p. 1231-
pas rentable de trop utiliser la stdrdordduction 1237, 1987.

larsqe 3.ai~rda~riu e mgs l Guindon, B. et H. Maruyama, "Automated Matching
peret.of Real and Simulated SAR Imagery as a Tool for

L'ach~vement des tests et de h'anahyse des r~sultats Ground Control Point Acquisition", Journal
permettra de canstruire un modble fournissant, pour canadien de tdldtection, ddcembre 1986.
une image d(nnde (c'est-&-dire pour une certaine
variance mayenne), un terrain donnd et bien s~r un 4. Leclerc, A., "Le syst~me CARTOSPOT", Actes du
temps maximum den traitement, he nombre d'dtapes din symposium international sur les applications
stdrdordduction A utiliser et la pr~cision attendue. topographiques des donndes SPOT, 13 et 14

octobre, Sherbrooke, Qudbec, 1988.

7.CNLSO 5. Rochon, G., A. Leclerc, S.R. Haja et R. Simard,
CONCLSION"La crdation de niodfles num~riques de terrain A

Les r~sultats din cette dtude appartent un peu den l'aide d'lmages des Satellites SPOT, Comptes
lumibre sur les param~tres impartants lors din ha rendus du ge symposium canadien sur la
restitution automatique du relief obtenue a partir de tdldtection, Saint-Jean, Terre-Neuve, 1984.
corrdlatians num~riques d'images. Ils mettent
d'abord en relief le peu de poids que poss~de he 6. Rosenhohm, D., "Empirical Investigation of
coefficient de correlation comae mesure de ha Optimal Window Size using the Least Squares
fiabilitd des appariernents. L'emphase doit plut~t Image Matching Method", Photogrammetria, Vol.
§tre mise sur l'allure de la courbe din corrdlation, 42, pp113-125, 1987.
puisque, dans certaines zones, une faible valeur du
coefficient de corrdlation peut s'avdrer acceptable. 7. Simard, R., "R~sultats de simulations d'images

st~rdoscopiques HRV SPOT sur le site de Gun
Du c6td de la radiom~trie, Ilimpartance de ha Lake, C.-B.", Comptes rendus du 7e symposium
varianrp dp images inst cruciale. Les erreurs sont canadien sur la tdldtection, du 8 au 11
directement lides aux faibles variances. Ceci iioveiidjre, Winnilpeg, Manitoba, 1981,,
signifie que plus les dimensions des fen~tres sont 8. Tui, h, "tde mhmtqe por a

granesmeileus snt es rsulatsde orrhaton.rectification d'images SPOT", Comptes rendus du

Du point den vue gdomdtrique, par cantre, les erreurs 26e congr~s de la F~d~ration internationale des
soiit minimisdes hors de l'utilisation d'une petite g~om~tres, du jer au 11 juin, Toronto, Ontario,
fen~tre et s'accroissent lorsque cette derni~'re inst 1986.
agrandie. Ainsi existe-t-il une arandeur de fengtre
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APPROCHE MULTITEMPORELLE ET TEXTURALE DES DONNEES SPOT MULTISPECTRALES
POUR LE SUMV AGRICOLE EN AFRIQUE CENTRALE.

P. Jacques, M. Massart, J. Wilmet.

Laboratoire de T6l6d~tectlon
Place Louis Pasteur, 3 - 1348 Louvaln-La-Neuve, Belgique

Tel :10/472870 Telex : 59037 uclb Fax :32 10 472999

RESUME Les principalos espbces cultivdes sont le mals et le man~ioc. On
observe do plus un certain nombre de parcelles de cultures maraichures do

La m~thode pr~sent~e permet de facilitgr la discrimination dos contre-saison localis~es dans los endroits humides, sur alluvions en
champs traditionnels en ajoutant A l'information spectrale des images bordure do rivibres.
satellitaires SPOT, linformation spatiate reprdsentde dans les matrices do
co-occurence. Une m~thodotogie g~ndrale d'utilisalion des diff~rentes En co qui concerne Ia vdg~tation naturelte, on constate une large
plate-tormes satellitaires dans un but d'obtention do statistiques agricoles interp~n~tration des difrents types de formations v~g~tafes :for~t dense
au Shaba (Zaire) est pr~sent~e. La faisabilit6 et los coOls sont anatys~s. s~che (muhuto), fordt galerie. fordt claire (miombo), savane arbcur~e

arbustive ou herbeuse.
ABSTRACT

In order to ease the discrimination of agricultural fiots in humid 2. METHODES
tropical areas, the spatial information present in coocurrence matrices is
added to the spectral information of a satellite image. A general methodo- 2.1 DONNEES DISPONIBLES
logy for combining satellite platforms to obtain agricultural statistics in
Shaba (Zalfre) is presented. The feasability and the costs are analyzed. 2.1.1 Donn~es satellitaires

Trois images multispectralos -srene SPOT 123/371- sont A dispo-
MOTS-CLES silion, ellcs sont dat~es respectivement du 30/07/1987, du 26/04/88 et du

11/05/88. Nous pouvons encore b~n~ficier d'une image panchromatique
Suivi agricole, At rique, Zaire, Statistiques agricoles, Satellite SPOT. enregistr~e to 23/12/87

2.1.2 Oonn~es terrain
1. INTRODUCTION Un contr~le do terrain a 414r~alis4 en mail 1988, soil quetques jours

apr~s lenregistrement satellitaire. It s'est appuy6 sur un survol a~rien en
Sinscrivant dans to cadre du projet TELSAT 09 do Service do Ia monomoteur elfectu6 pirdatablement A l'anatyse au sot.

Programmation do Ia Politique Beige. ayant pour objectil 'IAm~lioration
des Slalistiques Agricolos par T6l6d~tection en Rdpublique doZaTre",celte Cetle-ci a permis Ia constitution d'une v~rilA terrain par investiga-
6tudo a pour objectif : lion au niveau du parcetlaire.

- L'estimation des polentialtls des satellites haute r~solulion dans Ia
discrimination des principatos esp~ces cultiv~es en milieu tropical Un report des parcr !es investigufes a 604 effectu6 sur l'image
humide Cello premikro approcho dovrait permeltre I'dlaboration panchromatique do d~cembre. Lobservation do terrain a conduit A Ia
d'une m~thodotogie pour I'6valuation des superficios mises en culture d~finition des aires d'entrainement n~cessaires A la classification super-
par espbces. vis~e ainsi qo'A Ia pr~paralion d'un sondago suppl~montaire dosin6 A

- La mise au point d'un systdmo op~rationnel do coltocte des Statis- v~nfier la prdcision des classifications par matrices do contingence.
tiques Agricolos en milieu tropical par une approche int~gr~e des
dill 4rents captours salellitaires. 2.2 PRELIMINAIRES

L'aire d'6tudo, rolenue pour sos caracl~ristiquos agricoles, so situe Elantdonn6 lecaractbre op~rationel recherch6, c'est-A-dire tobton-
au Shaba, au nord-ouest do Lubumbashi, dana Ia vall~o do la Moyenno lion do statisliques agricolos pour lensemblo do Shaba, on sch~ma do
Lulta. Laire ainsi d~finie, centr~e sur Ia colloctiviA des Bayeke (cpl traval restrictil a W1 adopt6:
Bunkeya). a one suporficie do ptus do 100 ,m2. a.L76lude so concentrera sor Ianalyse et l'extraclion optimate do linforma-

lion contenue au niveau d'une seute image satellite par saison agricole.
Son aspect g~n~ral l~moigne des caractdristiques agricoles tradi. Cc chcix c - iust-f4 Pa. :

tionnolles do milieu shabien : parceltes do faibles dimensions (infdrioures Uine analyse do Ia probabilit6 d'oblention doune couverture satellitaire
6 50 ares) concentirdos en des silos do culture bien particuliers; ainsi on botla du Shaba au coors d'une saison agricole. Si cello probabilit eat
observe po do parcelles do culture isoldes au sein do Ia vdg~tation denviron 80% pour une couverure totale, elle s'abaisseA0.8*0.80.64
naturolle. soil 64% loraque [a demande eat do deux couvertures.

-Un co~t d'acqoisilion 0t do trailement des donn~es proportionnel auLa r~gion est caract~ris~e par on climat tropical A saison s~che nombre do couvertores salellitaires par saison agricole souhail4.
unique. La saison agricole d~bule en octobre avec los premibres pliuies b Los traitemonts longs 01 complexes seront 6vil~s, privil~giant one appro.
pour so lerminer en avrit avec la fin do la saison humide. che des donn~es simple 0t directo.
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Radiance
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+ Savane arbustive 0 Manioc80.
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Figure I Va/ours nwyennes et 6carts types des srgnatures spectra/es des faxons identifies dans laire d'dtude.

Figure 2 Schima dfe tratoment do flmago Wi/sant le ndo-canal
NOVI rdtaI6 sur les donndes du domatno agricofe

2.3 ANALYSE DES DONNEES

Compto tenu des contraintes 6nonc~es pr6c6domment, la p~riode
IMAGE___BRUTE___________________ optimale d'acauisition dos donn6es so situo on mars et on avril A ce

IMAG BRUE (S1, S2, S3)moment, toutos los cultures sont en place. que co soient les cultures de
saison dos pluios (manioc of mais proches do la ri~colte) ou les parcel/esClassification par maximum do vraisemblance maraich~res (en preparation dos avril). Cette p6riodo corrospondaritt la fin

Imag clssiieo e VCCUATIde la saison des pluies, se caract~rise do plus, par uno diminution notable
de Ia couverture nuageuse. of pr~cfide une hausso de la nL'bulosit6

MASQUE DU DOMAINE atmosphrques.

AGRICOLE NON-AGRICOLE Pour I'ann6e agricolo 1987-1988, nous disposons de trois onrogis.
trements sur to site d'6tudo retonu

IMAGE MASOUSE Lirnage panchromatiquo do d~cembre prdsento uno forte couvorturo
Traitement dos donn~es nuagouse, princepatomont sur to site test do Bunlieya. co qut lImite son

brutes du domaino agricolo utilisation pratique.
L'image muttispectralo do mai pr~sonto. otto, uno forte n~bulosit6 en dos
zones localis6es due aux feux do brousse, co qui introduit un biais

canax clculdu DVI dalfici/oment conciliab/e avec dos traitements A p/us polite dcho/ii.

XS2, XS3 avec r66talement L'imago d'avril sera done seule rotonue pour une premi~re analyse.

2.4 TRAITEMENTS
9IIMAGE Los taxons los p/us importants surl'image davril 1988 sentdillicile-

1 X 2, XS3. NDVI mont dilttrenciab/es avoc los mdthodes habitue//os do classification (figure.1 1). En particulier la m~thode du m-'ximum do vraisemblarico ost insuf.
fisanto pour discriminer los taxons lift A tagriculturo. Une promi~re 6tudo

Classification par utilisant la bipolarisation (Dofotu:'y ot at., 1987) a paih6 cc prob/Ame mais
maximum do vraisoemblance resto difticilo A mottro on oeuvre. Uno proc~duro oxploitant l'information

sp~cifique apport6o par l'indico dle la V~g~tation do la Diff~ronce Norma-
MG CASIIEIMG CLSI I /is~o (NOVI) et optimisant cot apport au nivoau dos superficies agrico/es aF 6t0 tent6o. Ello proc~de par masquo of r6dtalement du nec-canal pourUU UOMAINE UUi UUMAINL finalomont conduiro A une classification plus pr~cise des taxons qui

NON-AGRICOLE AGRICOLE I constituent Iobjet do t'6tude (figure 2). Cetlo m~thodo avail djA dlA
I app/iqu~e avec succ~s dans un onvironnoeont do typo soudano-sah~lien

FUSION au Burkina-Faso (Lamb/n, 1988). Los r~sultats oblonus au Sud-Shaba sent
E ~assoz satisfa~sants mats malhourousement restent subordonn~s ti une

IMAGE FINALE DE d~finition 1jr~eiso d'ares doentrainemont.
L'OCCUPATION DU SOL La m~thode quo nous proeontons par Ia suite ost plus simple. plus rapido

J ~ot done plus facile A ox~cuter dlans un procossus op~rationnot.
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lUn premier traitement consists en une classification par maximum 3 RESULTATS
do vraisemblance sur 'image i six .anaux r~sult at de la superposition de
image brute d'avril 1988 etdo limago de juillet 1987 corridg6gom6trique- Nombre Surfaces

ment par rapport A la pr~c~dente. de pixels (hectares)
Trois classes sent extraites . Manioc 4729 189,16

los sots nus, villages et pistes cammuns aux deux dates, Mais traditiannel 13407 536,28
Ia ivi~re 01 los zones humides, Mais industriel 1924 76,96
le lubomrbah (zones mardcageuses)

L'image do base est masqu~e pour ces trois classes. co qui permet dans Le d~veloppement mdthodalogique mis au point a permis Ia dis-
un premier temps deonfever la classe lubembah qui se confond avec la cniminalion des parcelles des pnincipalas esp~ces cultiv~es. Dens l'tudo
classe maniac des donn6es SPOT multispectrales. an conclu' A une fiabifitAi de pribs do

80% dans Ieslimationi des superficies cflivies par esp~cos (maniac.
Une utude spoate ii~roduit un facleur suppidmentaire pour Ia mats). Los rA~ultats ant Mt dvalu~s par photographies eariennes basso

dilffrenciatian entro los zones do culture 01 Ia v~glatian onvironnante. En altitude.
offet, Ianalyse dle terrain a mantr6 1o fort contrasto existant entre los zones
do culture fortement entropiques, concentration et juxtaposition do champs
do petite taille 0t do r~flectance diff~rente (mais. maniac at sots nus). ot Ia 4 ANALYSE ECONOMIOUE
v~gdtation environna-ito plus homog~ne.

A catte fin, nous introduiseons los matrices do co-occurence et los L'extrapolation do la m~thodalagie au niveau rdgional shabien no
param~tres do texture . passe plus simplement par une analyse do faisabilit6 mais demande uno
Soil une image l(x,y). 1 5 x,y :5 n 6tude prdcise dos coOls rolatifs A laobtention 01 au trailemont des dorndes.
avec 0 S l(x,y) S k k iAtant 10 niveau do gris maximum.
La matrice dd ca-accurence C A pour cette image au d~placement: Dans un saudi dlopkrationnaliAi 01 do r~cduction dos coOts, un
a - (Ax. Ay) ost ddfinie par: sch~ma do travail s'appuyent sur lo sondage stratifi6 - stratification sous-

r~gionale prdalable - somble n~cessaire.

CAi 1, -W = #WI X+X , ': X Y) ~x= 11, f(X+AXI Y+AY) ='2) La variance do lestimalion sera d'autant plus r~cduito Liue lNchan-#{((x, y),(x+Ay.t y+Ay)): 1:5x, y, x+1.x, y+t.W:fl) tillonnago so trauvera bien adapA aux diff~rents milieux agricoles roncan-
tr~s Vast A cot effot qu'une stratification prdalablo est roquise. La stratili-

ou #S est 1o nombre d'6l6ments dons leonsemblo S. cation effectu~e sur donn6es LANDSAT MSS est rdalis~e principalemont
La matrice do co-occurenco ropr~sonle donc une estimation do Ia sur base do critbres d'occupaion du sal. pr~porid~ranco 01 donsit& do

probabiliA quo la paire do niveaux do gris (Ii I,i) soi! trauvdo on dos pixels certaines cultures, ainsi quo suivant los conditions agro-p~do-climatlo-
dislants do A. giques L'6chantillannage so dovra donc d'dtro adapt6 dans sa densiA A

Haralick (Haralick et al, 1973) intraduit plusiours parambtros carac- Iaffectation du sal. Etant donndi la relative stabilit6 du milieu, un traitement
tdrisant Ia texture et notamment : d'enregistromonts dalant do quolquos anndes (six A sept ans) rosto

k k 2 acceptable dans la d~finition du damaine agricole 01 dos grendos farina-
Le contraste C S Z (i.j) C0 dl.) lions naluretlos. L'analyse num~rique des donn~es COT MSS pourra

S11.1 encore conduiro A no conserver quo [0 domaine agricole qui sora d~fini plus
profond~ment dans dos dludos ult~res. Los zones n'ayantaucuno cul-

k k lure d'intdr~l seront regroupilss au sein d'une m~ine strata qui no fore
L'onlrope E Y.- CA( i, j) bg(CA( I, j)) l'objet deaucune enqu~te ot no n~cessitera done pas lachat do donn,40s

i=1 1haute r~solution pour uno investigation plus fine.

Lhamo~n~ k H 2 CA Coest au niveu do ta strata quo sera effectu6 lMchantillonnae,
2-hmgrMH ,(Ai) l'unitA slatistiquode base 051 appel~e gindraloment "segmont', on proc~de

11 i un sondae systbmatique do carr~s ou segments d'une superficie M~inis
Los Irois param~tros cantrasto, entrapie. hamogdn~itd sent cal- (environ 50 ha). Le faux do sandage 051 fix6 pr~alablement, on complera

culds, dans uno matrico do convolution 3 x 3, sur chacun des canaux do ndanmoins un minimun do 30 segments par strata. Ces segments seront
image d'avril 88. Le r~sullat est uno image contenant neuf nouveaux ndo- investiguds sur le terrain, Venqu~te derminera los paurcentages des

canaux spectraux refltant los relations spaliales entro los pixels. diff~rentes occupations dlu sel dans Ie segment.
Cos segments feront dgalemont l'objel d'une Atudo 01 certogrephie pr~cise,

Plusiours canstatatians vont nous permeltro do r~duiro Ia quantitA par dlasbification dos donn~es SPOT multispectrales (analyse texturalo) 01
do donn~es praduitos. donneront done une nouvelle estimation dos pourcontages d'occupetions

le1 parambiro entropio fortement corr6lA au parambtre homog~n6itA du sal
pout 6tre 6limin6,

-los param~tros calcul~s sur Is canal XS3 refl~tent 1o mioux La m~thode dile de Vesimateurder~gression pormeltrad'accroitro
I'h~l~rag~ndit6 spatiale dos zones do culture Ia pr~cision do lestimation. Elle consiste A utiliser parall~lement los

donnides terrain at los dorndes do la classification sur los segments afin do
Los doux n~o-canaux 'homogdndit6" 01 'cantraslo" calcul~s sur 1o canstruire une droito do r~gression. Cello droilo do r~gresslon permet do

canal XS3 sont ajout~s aux Irois canaux do limage d'avril. calculer 10 biais, sous-estimalian ou suroslimation, introduit par Ia classifi-
Los 6tap ~s do Ia pracduro sont los suivantes. cation 0t ainsi corrigor lMvaluation initiale au niveau global. Si on em~liore

1 ) Une prremi~re classification par hypercubes sur cello image b cinq par ce redressoment los donn~os statistiques, Ia cartagrephie au niveau
canaux masqu~o afin doxtraire Ia classe maniac.La dlassificaliun r~gianal no son trouve pas plus pr~cise. A cot 6gard, une m,ithade dovrait
par maxirmum do vraisemblance nest plus applicable, Ia distribu- faire lobjet d'atlenlions (Defourny 61, al., 1987).
Li(E u. dei t;bv6ani plub 9,iussienno.

2) Masq.ago do 'image par Ia classification Le d~velappemenl d'un processus deanelyso diectironique dos
3) Classification par hypercubes sur t'imago A cinq canaux masqu~o donn~es sur cheque zone (banque do dorndes locales) porrnettra un buivi

pour obtenir I. classo mans tradilionnel dos superficios mises on cultures par eso~ces d'anndos en ann~os, tout en
4) Classification ,;, hyporcubos sur image do base A trois canaux r~duisant le temps ot to coOt des treitements.

masqu~e pour .,,.nir le mats industrial.
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ABSTRACT

The geometry of overlapping oblique SPOT images can be exploited to produce digital elevation
models, ortholmages and line maps with a high degree of automation. An and-to-end system has
been developed at University College London as part of an Alvey project In collaboration with
Thorn EMI Central Research Laboratories, Laser-Scan Laboratories, RSRE Malvern and the
Department of Computer Science, UCL. Funding was provided by SERC, the UK Department of
Trade and Industry and the UK Ministry of Defence. The system generates mapping products
using automatic matching of stereoscopic images to produce Image disparities; a dynamic
camera model which makes use of the SPOT header data with as few as 2 control points and which
can be extended over a strip of models; Intersection of points in the model space to produce a
digital elevation model from the disparities and the resampling of the data using the DEM to
produce ortholmages. Validation takes place through In-built checks and comparison with
three- dimer~sional co-ordinates obtained by other methods such as aerial photographs or
ground survey. Line Information can at present be extracted from hard copy Images on a Kern
DSR analytical plotter but developments are taking place so that this can be done on the Sun
workstation on which the digital system Is running. Very fast processing speeds can be achieved
through the use of a Parsys"m Supernode transputer machine which allows matching of 2
complete SPOT scenes In 120 minutes,

The current camera model gives an accuracy of better than tOrn In plan and height when checked
with 40 ground control points. An Improved model Indicates similar or better accuracy with
only 2 ground control points. The digital terrain model has been checked against data derived
from aerial photographs and gives a root mean square error of 11 m when compared wtlih 28053
points over a 12.4km x 6.9kn area.
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RADIOMETRIC COMPARISON OF LANDSAT-5 TM AND SPOT HRV 1 SENSORS
FOR TIE USE IN MULTIPLE SENSOR APPROACHES
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Lab. for Image Processing

Commission of the European Communities
Joint Research Center

1-21020 Ispra (Va), Italy

Abrtrct Before, however, any effort is made to use multiple sensor configurations,
the relationship between the sensor systems (spatial resolution, viewing

This paper analyss the geometric and, in particular, the radiometric geometry, orbital characteristics) and their correspohding wavebads
accuracy of SPOT HRV-I data in comparison to Lndsat-5 TM needs to be evaluated.
imagery. We use concurrent fM and SPOT images recorded almost
simultaneously over the southern Ardeche region (France), both data
sets being available .n system corrected CT. The TM and SPOT 2. Data sets
scenes could be registered to map projection with sub-pixel accuracy,
while a common pixel size of 30 x 30 m wu maintained. The This paper analyses the geometric ad, in particular, radiometric
mountainous character of the study region, however, required the use of accuracy of Ladast-5 TM and SPOT HRV 1 data by using scenes
digital elevation data for the compensation of relief induced distortions. which both were acquired at the same day (29-09-1986) over the JRC
The radiometric comparison of TM and SPOT uses the apparent study site in the Departement Ardeche (Frace). The area is located
reflectances of 28 reference targets representing a wide range of vegetated about 40 km south of Lyon and extends from the Rhone valley (100 m
and non-vegetated cover types. Terrain slopes were generally less than ama)) towards the eastern 'Msif Central' where altitudes of about 1700
10 percent and considered insignificant. While a very good match of TM m are reached (Hill & Megier, 1988). The TM and SPOT scenes were
and SPOT reflectances in the visible bands could be stated, a recorded with a time differerce of one hour which MAlts in . minor
considerable discrepancy was found concerning the calibration of the change of illumination geometry (table 1), but it can be assumed that
near-infrared channel of the SPOT HRV-1 sensor. A calibration there wu no significant chuge in atmospheric conditions. The SPOT
adjustment was performed with reference to the contemporary TM scene, data set includes two subsequent scenes from the same orbit
and both scenes were corrected for atmospheric absorption, scattering
and pixel adjacency effects. It is demonstrated, that identical values of Table 1. TM and SPOT scene characteristics
the normalized difference vegetation index (NDVI) can be obtained from TM SPOT
both sensors, once proper calibration data are provided.

Acquisition date 29-Sep--1986
Key Words: Landsat-5 TM, SPOT HRV-l, geometric registration, WRS frames 197/29 47/260&201
radiometric comparison, sensor calibration, atmospheric corrections, Scene location 44.6 N 44.2 N
NDVI. 3.72 E 3.85 E

Acquisition time 9.49 10.47
Sun elevation 37.42 42.20

1. Introduction Sun azimuth 145.92 163.95
Instr. tilt - R2.4

Multi-temporal approaches to monitoring, classification and mapping of
agricultural crops and natural vegetation in Central Europe are often
hampered by the lack of suitable imagery due to the frequent cloud which are both located within the coverage of TM quarter 2 and 4.
cover. The joint use of Landsat-5 Thematic Mapper and SPOT data in Since the observation geometry for the two data sets comprise only view
m-!';,,le sensor approaches can help solving some acquisition problems. angles of 0 to 5 degree for TM, and -4.1 to-2.0 degree for SPOT, nadir
The processing of multi-temporal data involves techniques for data viewing is assumed for the radiometric analysis.
compression and image classification. In simple approaches, the The TM image was acquired as system corrected COT, the SPOT scene
cisb~ification of multiple sensor data sets would be based on 0 available is a level IB product.
data channels. A reduction of the data volume is mostly achieved by
channel ratioing or tOe use of linear transformations. Any quantitative 3. Geometric registration
analysis of the resulting features, however, is fadlitated if comparable
wavebands can be used for the cculation of greenness indices (i.e. The first step in generating multiple sensor data sets is the '.eometric
NDVI). This requires that the differences between comparable registration of the images to a common map grid. i this cue, a pixel
wavebands are not too great to permit direct comparisons, size of 30 x 30 m was maintained for the geocoded data, which implied

the resampling of SPOT data to TM ground resolution.
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It is known that system corrected TM data and SPOT level lb pioducts Figure 1: Eroatmospherlc Sun Irradlance
tre of exceptionally good geometric quality which allows, over level for the TM (Barker & Markham 1987) and
terrain, geodetic rectifications to sub-pixel precision by means of firt the SPOT HRV-1 sensors (Price 1988)
order polynomials. But foi high resolution satellite imagery such scene 2 Itradlen" (mWfIcr"2/r/Ict)

distortions have become important which are due to local variations in 2,o
terrain altitude. The resulting horizontal displacement of ground features ISO
(relief displacement) is known to cause misregistration of multi-tempoal 29-Sop-1986
overlays, espeially in high relief areas as our study region. ,0,d 0.9953

Since TM system corrected data and SPOT level B products are 120

already corrected for internal scan distortions (i.e. non-linearity of no
mirror motion, earth curvatuie effects, panoramic distortion), scan skew
and sensor attitude variations, both images can be assumed to form do
geometrically a series of near-orthogonal projections in along-track 30
direction and, across-track, a series of parallel perspective projections
(Kohl & Hill, 1988). 04 07 13 s n 22

The elimination of relief displacement effects can therefoie be limited to wfoth (Micron)
a correction of the respective pixel position within a scan line - It,arpolion (T) a TM o spot

Py' = Py :h h tan 0 (3.1) JAC MIA 19

uniform gypsum sand area of White Sands, New Mexico (Slater et al.,
where Py denotes the corrected y-coordinate, and Fy is the original 1986, 1987). Based on these measurements, updated calibration constants
position of the pixel within the image line; h is the terrain elevation at were defined for TM bands 1 to 4; no changes were applied to TM bad
the respective map position and 6 gives the observation angle at the 5 and 7 (Hill & Sturm, 1989) (table 2). The validity of the new
image pixel %hich, in the case of SPOT, indudes also the instrument tilt calibration functions was confirmed by a number of gound measure-
angle w . The sign of the offset depends on the pixel position relative to
the line nadir (Kohl & Hill, 1988). Table 2 Updated TM calibration constants &cc. Slater et al. (1986)

The geometric registration process of both scenes consequently combined pre-flight (ESA) Update 1984/1985
GCP-based affine transformations and the correction of terrain induced Band a0 at so al
image distortions. By using a commercially available DEM of 250 x 250
m grid-resolution only, sub-pixel accuracy was achieved for the TM 1 -0.1009 0.0636 -0.1331 0.0727
geometric rectification of both data sets. TM 2 -0.1919 0.1262 -0.2346 0.1385

TM 3 -0.1682 0.0970 -0.1897 0.1102
TM 4 -0.1819 0.0914 -0.1942 0.0885

4. Radiometric comparison and sensor calibration TM 5 -0.0398 0.0126 unchanged unchanged
TM 7 -0.0203 0.0067 unchanged unchanged

Many research and operational applications require the conversion of TM_7_ -0.0203_ 0.0067_unchanged_ unchanged

digital count values (DN) to quantitative physical values. The apparent
at-satellite reflectance p* compensates for differences in illumination meats which were carried out by JRC's radiometric measurement group
geometry and, assuming lambertian ground reflectance, can be computed during TM overflights in 1984 (Maracci et al., 1986), 1986 and 1988
for a given spectral band with (Maracci, pers. communication). Since no evidence was found for a

strong degradation of the TM system response with time, the updated
" L TM calibration was chosen as reference for the following comparisons.

p* = (4.1)
E0 cos(00) d 4.2 SPOT calibration

where 00 is the solar zenith angle and d is a correction coefficient for At-satellite radiance Lspot [W/m 2/sr/prm] for each SPOT HRV band is
the actual sun-earth distance. The exoatmoepheric solar irradiance E0  obtained from
for the Thematic Mapper and SPOT HRV-1 bandpasses is obtained
from Markham & Barker (1b87) and Price (1988) (figure 1). The 1
computation of the at-satellite measured spectral radiance involves the Dpot D (4.3)
use of respective calibration functions.

The respective calibration factors a are monthly updated by using the
S! TMt c_'Ji"-~t: on-board sun calibrator and provided on each GOT. The absolute

calibration gins for the scene under study are given in table 3.

Thematic Mapper radiances Lt. [mW/cm 2/sr/fpm for the six reflective

channels are calculated with Table 3. SPOT calibration gains
Lt, = so + al DN (4.2)

XSI 0.90482
h-flight calibration gains (al) and offsets (so) have been assessed XS2 0.84505
through a series of contemporary ground measurements at the large XS3 0.92705
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Figure 2: Lac Coucouron (Ardeche) Figure 3: River Bank, Vailon (Ardeche) Figure 4: Deciduous Forest (Ardech.)
Comparison of the apparent reflectance Comparison of the apparent reflectance Comparison of the apparent reflectance
from coincident TM and SPOT imagery from coincident TM and SPOT Imagery from coincident TM Iand SPOT Imagery
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The in-flight calibration device of SPOT was also tested during a gain a = 1.0395. Compared to the coefficient provided on tape, this
meurement campaiga which took place at White Suds in March 1986. means an increase of 12.13 %, which conforms rather well to tke lut
After respective adjustments, a precision of : 5.4% wu specified for the communications about the absolute calbration of SPOT. New
SPOT HRV calibration (Begni et al., 1986). measurements taken over White Sands and snow surfaces have actually

confirmed the calibration of bands I and 2, but the calibration
4.3 Radiometric compaison of the TM and SPOT HRV-I instrument coefficient for band 3 had to be increased by 8 % (Begni 1988).

Totally 28 test sites were selected for the comparison between TM and 5. Compuison of TM and SPOT vegetation indices
SPOT radiance levels, 15 of which are vegetated targets with a good
variety of canopy conditions, 8 are bare soil surfaces and 5 are water Field experiments have shown that important parameters as leaf area
targets. All sites are located on flat terrain in order to minimize effects index, absorbed photosynthetic active radiation and wet and/or dry
which are due to the different sun illumination. biomass are related to the normalized difference vegetation index

(NDVI) or similar combinations of wavebuds in the visible ud
A comparison of the apparent reflectances recordel from TM ad SPOT near-infrared. It is evident, that the joint use of TM and SPOT data for
revealed always a very good agreement between the comparable bands in the quantitative observation of such variables depends heavily on the
the visible put of the spectrum. This proves the validity of the reliability of each systems's calibration.
respective calibration functions and, in addition, it confirms the
assumption of stable atmospheric conditions between the data Since atmospheric conditions may introduce additional variability in the
acquisitions. For all targets, however, too high a signal level wu found vegetation indices obtained from different sensors, the TM and SPOT
in the near-infrared channel of SPOT, which indicates that the 1980 scenes were corrected for atmospheric absorption, scattering ud pixel
calibration update for the HRV-l bud XS3 has not been adequate adjacency effects according to a radiative trnsfei model derived from
(figure 2-4). the one developed by Tanre et al. (1979):
Since there is strong evidence that, in 1986, the updated TM calibration
yields reliable at-satellite radiances, it was attempted to correct the XS3 T(0) [td(P) Pt + t-(p) <p>)
calibration with reference to the contemporary TM measurements. The p* = t [3 {Pat + (5.1)
corrected P*xs3 for each reference target hu been approximated by I - <p>
using a polynomial interpolation between the TM bands 1 to 4.
Interpolated SPOT XS3 radiances Lx' were then obtained by where Pt is the target reflectance , <p> the background contribution
inverting equation (4.1) (figure 2-4). to the apparent reflectance and a is the sperical albedo. Pat denotes the

intrinsic atmospheric signal component, T(po) the total downward, td(p)
A linear regression between interpolated radiances and XS3 grey levels the diffuse and t,(p) the scattered upward transmittance; to3 gives the
gave the updated calibration function ozone transmittance.

The atmospheric key parameter of aerosol optical thickness 'r was
1,i' = -0.269 .1- 0,0Q62 DN..i (4 4) estimated from the TM sirnal obtained over clear IakPA; and then fittm]

to the so-called Angtrom relation which allowed to retrieve compatible
with a regression coefficient of 0.9978. The results obtained with this

calibration agree ckaxly better to the coincident TM meaurements processing parsmeters for the SPOT scene.

(figure 2-4), and have therefore been used in the further analysis.
Since the SPOT instrument by definition hu no calibration offset, it is For each of the reference targets, SPOT and TM vegetation indices were

armed that the bias value must be attributed to remaining calculated based on the retrieved ground reflectance Pt (figure 5-6) in
uncertainties in the TM calibration or the interpolation method. The the corresponding channels of the visible red and the near-inftared. The

multiplicative term only would correspond to an absolute calibrition comparson was based on vegetated and bare soil targets only, ad it
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Figure 6: Maize, Beaulleu (Ardeche) Figure 5: Bare Soil, Beaulleu (AWT J Figure 7: Relatlk n between the NDVI
Target reflectanc, from TM and SPOT Tarpt reflectance from TM v , ,) J from aintosphercally corrected

refclace 0rshclancei TM and SPOT Imagery (29-09-198)
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revealed a significant linear relation (r = 0.998) between the NDVI of 7. References
SPOT ad TM (figre 7): BeRi, G.,. M.C. Dingirard. R D. Jackson & P.N. Slater, "Absolute

NDVI6pot = -0.0054 + 0.9904 NDVlts (5.2) calibration of the SPOT-I !IRV Cameras", SPIE vol. 660, 66-76, 1986.
Begni. G. "Absolute calibration of Spot data', Spot Newsletter, no. 10,
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ABSTRACT have such a mechanism.
Neural network learning procedures are applied to the The neural networks, on the other hand, are non-

classification of multisource remote sensing data. Statistical parametric in the sense that no prior knowledge of the
methods are used to classify the tame data. Experimental statistical distribution of the data is needed. This is an
results are given and a comparison is made between the two obvious advantage over most statistical classification
different approaches. The main emphasis in the comparison methods, which face the problem of mode!ing the data, a
is in terms of classit cation accuracy but other factors such as difficult task when the distribution functions are not known
ease of implementation and speed of algorithms are also or when the data are distinctly non-Gaussian. The neural
considered. Two methods show iery good performance: networks also automatically take care of the problem
statistical multisource analysis and in the neural network involving how much weight each data source should have.
case, the generalized delta rule.
Keywords: Classification, multisource data, three-layer neural 2. PRELIMINARY EXPERIMENTAL RESULTS
networks, statistical distributions. USING STATISTICAL APPROACHES

Four statistical methods were used in the preliminary
1. INTRODUCTION experiments performed here: 1) minimum Euclidean distance

Recently, there has been a great resurgence of research 121, 2) maxim m likelihood algorithm for Gaussian data [21,
in neural networks. New and improved neural network 3) minimum Mahalanobis distance for Gaussian data 121 and
models have been proposed to classify complex data. In the 4 statistical multisource classification [1,3]. The first three
remote sensing community, the question of how well these methods are "simple" stacked-vector approaches which are
netral network models work as classifiers, compared to not expected to give a good performance in terms of
statistical classification methods, is very important. In this classification accuracy for the multisource data. Our initial
paper neural networks for classification of multisource attempt at classifying the data with the first three methods
remotely sensed and other geographic data are implemented was to use the training fields for training and the test fields
and compared to some statistical approaches using for testing. Using the training fields directly for training was
preliminary experimental results. By multisource data we not possible because methods 2 and 3 use the inverse of the
mean data from more than one distinct data source. In the class specific covarlance matrices in the classification. Some
experiments the data are Landsat MSS data (4 spectral of the information classes have no variation in the elevation,
bands) and topographic data which consist of elevation (1 slope and aspect data. Therefore, the covarlance matrices
data channel), slope (1 data channel) and aspect (1 data beome singular for those classes. To be nevertheless able to
channel). The area used for classification, a mountainous apply methods 2 and 3 in classification, the data was
area in Colorado, is the sa,ne area used in [1]. The training clustered, with the initial means being selected as the means
data and test data are also the same as used in [Il, 831 of the training classes. The clustering algorithm used
training pixels and 1188 test pixels. The area has 10 ground (ISODATA algorithm) converged in 13 iterations and gave
cover classes, most of them forest types as shown in table 1. 10 very separable clusters. The mean vectors and the
It is very difficult to distinguish among these forest types covariance matrices of these 10 clusters were then used in the
using just the Landsat MSS data alone; they show very classifications with algorithms 1,2 and 3. The results of the
similar spectral response. With the help of elevation, slope classifications are shown in tables 2.a, and 2.b.
and aspect, the various forest types can be distinguished. A Although the data, which we know are not Gaussian,
problem with using conventional multivariate statistical were assumed to be Gaussian, in application of th! maximum
approaches for the topographic data is that the Gaussian likelihood algorithm and the Mahalanobis distance, these
distribution cannot be assumed for the ground cover classes algorithms showed better results than the Euclidean distance.
as in the case of the Landsat data. This means that the However, the overall accuracy of the test pixels was only
conventional Gaussian maximum likelihood method is not about 49.5% for both the maximum likelihood method and
appropriate for application to topographic data. Another the Mahalanobis distance.
common problem with statistical classification methods is As noted above, the multisource data set, the training
that the data sources are not equally reliable. This means data and test data are the same as used in Ill with statistical
that the data sources need to be weighted according to their multisource analysis. The statistical multisource algorithm
reliability but most statistical classification methods do not treats the data sources independently in training and

combines the information from the sources in classification.
This research is supported by the National Aeronautics and Space In [11 the Landsat data are treated as Gaussian but all the

Administration Contract No. NAGW-925 data in the topographic data sources are non-Gaussian. If the
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best results reported in [1] (i.e., with the weighting that gives discriminate data that are not linearly separable and falls for
the highest accuracy for training data and the weighting that instance in the learning of a XOR function.
gives highest accuracy for testing) and displayed in tables 3.a Since this rule does not even guarantee a solution in the
and 3.b are compared to the results shown in tables 2.a and linearly separable case, it was not expected to perform well
2.b, it is clear that the statistica! multisource algorithm is on this :.,ther dfficult data set. Using the gain factor as 0.3
superior to all the "simple" statistical methods. Also, the for all cycles, It did not converge. By using a decaying gainlow" classification accuracy reported in [1] shows how factor: 0.3/neycle the algorithm converged in 68 cycles. The
difficult it is to classify the data correctly, results using the delta rule are not acceptable (see A in tables

4.a and 4.b).
3. THE NEURAL NETWORK APPROACH
A neural network is a network of neurons where a 8.1.2 Experiments with the Generalized Delta Rule

neuron can be described in the following way: A neuron has The application of the generalized delta rule or the
many input signals (continuous-valued) x, , j = 1,2,...,N principle of back propagation of errors involves two phases.
which represent the activity on the current input line or the During the first phase the input is presented and propagated
momentary frequency of neural impulses delivered by forward through the network to compute the output value
another neuron to this input 151. In the simplest formal opj in presentation p for each unit j, i.e.,
model of a neuron, the output frequency o is often = t(net)approximated by a functionOp ifjnt)

N where netpj-Ewjop,, wji is the weight of the connectiono = K O Ewjx, - 0)
-1 from unit i to unit j and f- is the semilinear activation

function at unit j which is diferentiable and Dondecreasing.
where K is a constant and 0 is a nonlinear function which A widely used choice for a seir'. .,±ear activation function is
takes the value 1 for positive arguments and -1 (or 0) for the sigmold function which is used in our experiments:
negative arguments. The wj are called synaptic efficacies [51
or weights, and 0 is a threshold. fj(x) = 1/(1 + e-  +

In the neural network approach to pattern recognition where 0j is a bias, similar to a threshold. The output is
the neural network operates as a black box which receives a compared with the desired values, resulting in an error signal
set of input vectors x (observed signals), and produces bpj for each output unit.
responses o, on its output ports i (i =1, L where L depends The second phase involves a backward pass through the
on the number of information classes). A general idea network (analogous to the the initial forward pass) during
followed in neural network theory is that the outputs are which 'he error signal is passed to each unit in the network
either o = 1 (if neuron i is active for the current input and the appropriate weight changes are made according to:
vector x) or o = -1 (if it is inactive). This means the signal
values are coded as binary vectors and for a specific input Apw =7}6pjOpi
vectcr x the outputs give the binary representation of its This second, backward pass allows the recursive computationclass number. The process is then to learn the weights of 6)4.
through an iterative training procedure. When the training
procedure has converged, the data are fed into the network The generalized delta rule was implemented in the
for the classification and the network returns at the output experiments with three layers (input, output and hidden
the binary representation of the class number of each pixel. layers) where the hidden layer had 32 units, an arbitrarily

selected number. Using the gain factor as 0.3/ncycle, the
3.1 Preliminary Experimental Results Using Neural generalized delta rule converged very fast, i.e., in 6 cycles.
Network Models The classification results for this experiment are marked B in

tables 4.a and 4.b. Although these results were much better
Two neural network approaches were implemented in than the ones obtained with the delta rule, we could expect

experiments to classify the data: the delta rule [4] and the even better r-sults when a constant gain factor is used. The
generalized delta rule 141. The neural networks were trained reason for this is that the decaying gain factor forces the
with binary input vectors. Since five of the seven data weight matrix to converge prematurely as in the delta rule
channels take values in the range from 0 to 255, each data above,
channel was represented by 8 bits and therefore 8 input
neurons. The total number of input neurons was 7*8 = 56. Using a constant gain factor (0.3) the generalized delta
Since the number of training classes was 10, the number of rule converged extremely slowly. The cumulative squared
output neurons was selected as 4. The weights in the neural difference between the weights oscillated up and down, butouttners wasselctd as 4.nv e wei n the eural decayed very slowly. After 200 cycles the cumulative squared
networks were said to converge if the cumulative squared difference between the weights was 78.43. The classification
difference of weights for each connection between successive results using the constant gain factor are much better for the
passes through the training data was less than 0.1. training data in terms of accuracy than when the decaying
3.1.1 Experiments with the Delta Rule gain factor was used. These results are marked C in tables4.a and 4.b.

The delta rule for updating weights in presentation of The generalized delta rule with the constant gain factor
input pattern number k can be written as: converged in 344 cycles. The classification results for this

W(k) = W(k-1) + 771t(k) - W(k-1)x(k)jx T(k) case are by far the best for the training data (91.9%), as
where x(k) is the input pattern presented on the kth shown in table 4.a (D). Compared to the other neural
presentation, t(k the desired output for presentation k, network experiments the results are also best for the test
W( hes tato t( the weight mtrp d rhn prese netok, data (51.5%) as shown in table 4.b (D). The classification

accuracy of the training data is very satisfactory siuce theafter k presentations and -q a gain factor (learning rate). A data set is, as said before, very hard to classify accurately.
possible choice of 77 is il = C/ncycle, where C is a constant On the other hand the learning algorithm is computationally
and ncycle the number of the learning cycle. That particular very complex and took 22 hours to converge on a Gould NP-
choice of 7l forces the weight matrix W(k) to converge after 1 machine.
several iterations. In all the experiments below, the initial
gain factor was arbitrarily selected as 0.3. The delta rule Although the generalized delta rule is superior to the
which is identical to the mathematical method of stochastic other methods in classification of training data it does not do
approximation for regression problems cannot be used to nearly as well in classifying the test data. This shows how
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important it is to select representative training samples when network models but on the other hand requires more
training a neural network. However, the training data used preparations from tae analyst. It also has to be pointed out
here, as in [I, might be questionable since only one training that only relatively "simple" methods were used in [I to
field was selected for each information class. This implies control the influence (weight) of the sources and model the
that each information class only had one subclass! To set non-Gaussian data. When the weighting is done more
how the generalized delta rule would do if approximately properly, we can expect the statistical multisource algorithm
60% of each field were used for training and the other 40% to perform even better. The other statistical classification
for testing, another experiment was conducted. In this algorithms (Euclidean distance, Mahalanobis distance and
experiment the number of training samples was 1307 and the the maximum likelihood algorithm for Gaussian data) did
number of test samples was 712. Using this training data the not show good performance, but that was expected.
generalized delta rule with a constant gain factor did not The main advantage statistical classification algorithms
converge in more than 40 hours on a Gould NP-I machine, have over the neural network models is in general that if we
Since the machine was going down rather often at the time know the distribution functions of the information classes
the experiments were done, this particular experiment could these methods can be simple, fast and accurate. In many
not be finished. On the other hand using the decaying gain cases, as for instance in multisource classification, we cannot
factor with the new training data the generalized delta rule assume we know the distribution functions. Therefore,
converged in 6 cycles as before. The results from this three-layer neural network models can be more appropriate,
experiment are shown in tables ; i and 5.b. in particular if the training process converges in a reasonable

In tables 5.a and 5.b we see the best overall classification amount or time. Faster learning methods are a subject of
accuracy achieved for the test pixels (66.6%). That accuracy current research. We are also continuing to investigate the
is a little bit higner than for the training pixels (64.7%). An performance of both neural network models and statistical
accuracy of 66.6% for the test pixels is very good for this methods using additional data sets.
data set. We can expect the results with the generalized
delta rule with a constant gain factor to be even better. But References
the results in tables 5.a and 5.b illustrate how important it is
to have representative training samples to get good results. I. J.A. Benediktsson and P.H. Swain, "A Method of

Statistical Multisource Classification with a
4. Discussion Mechanism to Weight the Influence of the Data

Sources," Proceedings of IGARSS '89, Vancouver,Of the neural network models tried, the delta rule as Canada, July 10-14th, 1989.
expected did not perform well. On the other hand the
generalized delta rule showed great potential as a pattern
recognition method for multisource remotely sensed data. It 2. J.A. Richards, Remote Sensing Digital Image
s superior to the statistical methods used in terms of Analysis - An Introduction, Springer-Verlag, Berlin,

classification accuracy of training data. It has the advantage W. Germany 1986.
that it is non-parametric in the sense that we do not have to
know anything about the statistical distribution of the data. 3. T. Lee, J.A. Richards and P.H. Swain,
This is an obvious advantage over most statistical methods, "Probabilistic and Evidential Approaches for
which for instance face the problem of modeling the data, Multisource Data Analysis," IEER Transactions on
which is difficult when we have no knowledge of the Geoscience and Remott Sensing, vol. GE-25, no. 3,
distribution functions or when the data are non-Gaussian. It pp. 283-293, May 1987.
also eliminates the problem of determining how much
influence a source should have in the classification. That is 4. D.E. Rumelhart, G.E. Hinton and R.J. Williams,
still a problem for statistical methods, e.g., statistical "Learning Internal Representation by Error
multisource analysis as discussed in [1]. Propagation," Parallel Distributed Processing:

However, the generalized delta rule is computationally Explorations in the Microstructures of Cognition,
complex. Wher the sample size is large the learning time can vol. 1, D.E. Rumelhart and J.L. McClelland (eds.),
be very long. In this respect, the experiments show how Cambridge, MA: MIT Press, pp. 318-362, 1986.
important our selection of the gain factor is. Selection of a
constant gain factor gave the best classification results. A 5. T. Kohonen, "An Introduction to Neural
constant gain factor, 77, increases the weight changes in Computing," Neural Networks, vol. 1, no. 1, pp. 3-
proportion to 77 and the optimum gain factor is the one 16, 1988.
which has the largest value that does not lead to oscillation.
It is very difficult to determine this optimum value. In the
experiments the value 0.3 was arbitrarily chosen. That value
is not large but anyhow led to oscillation in some cases. We
said the training procedure converged when the weight
matrices "did not change between learning cycles. With this
definition of convergence, the training process of the neural
networks sometimes shows convergence problems when a
constant gain factor is selected. A decaying gain factor can
be a better choice, to get relatively good results fast.

To perform well the neural network models have to be
trained by representative training samples. If that can be
achieved, our results show that a three-layer net can
outperform the statisti-n! methads.

As reported in 1l1 the statistical multisource
classification algorithm worked well for combination of
multispectral and topographic data and showed very good
accuracy in classifying the data. The statistical multisource
classification algorithm is not as sensitive to representative
training samples as the neural network models and
outperformed them in classifying test data. This alborithm
does not have the same convergence problems as the neural
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Table 1 Table 4. Classification of (a) training samples,
(b) test samples using the following neuralClass I Information Class network models: A: the delta rule (gain factor:-------------------------------------------- 0.3/ncycle), B: the generalized delta rule (gain
factor: 0.3/ncycle, hidden units: 32),1 water C: the generalized delta rule (gain factor: 0.3,2 colorado blue spruce hidden units: 32, learning cycles: 200), D: the

3 mountane/subalpine meadow generalized delta rule (gain factor: 0.3, hidden4 aspen units: 32, learning cycles: 344).
5 ponderosa pine
6 ponderosa pine/douglas fir Table 4.a
7 engelmann spruce
8 douglas fir/white fir
9 douglas fir/ponderosa pine/aspen I Percent Agreement with Reference for Class

10 douglas fir/white fir/aspen 1 2 3 4 5 6 7 8 9 10 OA

A: 38 63 18 53 0 58 95 0 0 45 48.1
B: 100 15 38 81 2 77 96 50. 24 15 71.6

Table 2. Classification of (a) training samples, C: 100 0 33 91 40 98 100 97 60 92 82.5
(b) test samples after clustering. The following D: 100 100 64 95 63 79 100 75 100 98 91.9

statistical methods were used:
1) the minimum Euclidean distance (ED), I- 408 88 45 75 105 126 224 32 25 60 1188 
2) the maximum likelihood method (ML) and
3) the minitium Mahalanobis distance (MD).

Table 2.a Table 4.b

----------------------------------------------Percent for Class I Percent Agreement with Reference for ClassPercent Agreement with Reference for Class 1 2 3 4 5 6 7 8 9 10 OA1 2 3 4 5 6 7 8 9 10 --------------------------------------------
-- -- -- -- -- -- -- -- -- -- -- -- -- -- -- -- -- -- A: 25 71 4 17 0 32 97 14 0 36 27.3ED 100 0 0 64 0 37 85 0 0 0 58.2 B: 94 1733 43 2 43 99 0 0 8 46.3ML 100 0 0 45 0 37 100 0 0 20 60.9 c: 87 4 2 28 1 48 94 9 0 64 45.2iMD00 0 0 45 0 37 100 0 0 18 60.8 D. 89 88 26 40 13 42 96 11 0 69 51.5

--------------------------------------- ----I#: 408 88 45 75 105 126 224 32 25 60 1188 I 88 45 75 105 126 224 32 25 60 1188IN: 408 8 57 0 2 2 22 018

Table 2.b

--------------------------------------------- Tal5.Csifctoof()anwetf
i ...... with...Reference..... for...Class ...i Table 5. Classification of (a) a new set of
Percent Agreement with Reference for Class

5 training samples, (b) a new set of test samplesusing the generalized delta rule with the gain
'ED 95 0 0 28 10 63 56 0 52 C 46.6 factor 0.3/ncycle and 32 hidden units. WeightsED 95 0 0 26 10 63 90 0 48 0 49.2 were determined after 6 learning cycles
MD 95 0 0 26 10 63 93 0 56 0 49.7 Table 5.a

I: 195 24 42 65 139 188 70 44 25 39 8311...................................................... 
I Percent Agreement with Reference for Class

1 2 3 4 5 6 7. 8 9 10 OA

100 0 0 84 16 76 90 0 0 67 64.71Table 3. Classification of (a) training samples,
(b) test samples using the statistical multisource IN: 362 68 43 110 199 '40 158 76 30 51 13071

classification algorithm. For A the weights
assigned to the sources were 1. (Landsat MSS),
.4 (elevation), .4 (slope) and .4 (aspect).

For B the weights were 1., .8, .4, .6 Table 5.b
(using the same order of the sources as above).

Table 3.a Percent Agreement with Reference for Class
1 1 2 3 4 5 6 7 8 9 10 OA

---------------------------------------------- ---------------------------------------------
Percent Agreement with Reference for Class A I 100 9 0 90 22 64 91 0 0 46 66.61
r1 2 3 4 5 6 7 8 9 10 OA -- 24144-44-30-45-74-136-30-20-48- 712-

.................------------------------------------- IN: 241 44 44 30 45 74 136 30 20 48 7121
A: 100 100 11 71 33 73 95 0 0 58 78.0 - - - - - - - - - - - - - - - - - - - - - - - - - --
B: 100 99 0 64 37 15 97 38 0 24 77.8
---.--..........------------------------------------

I#: 408 88 45 75 105 126 224 32 25 60 11881
---------------------------------------------

Table 3.b

-----------------------------------------------------
Percent Agreement with Reference for Class j1 1 2 3 4 5 6 7 8 9 10 Ox I

--------- ----------------------------------
A: 86 0 0 52 49 76 97 0 0 0 57.9
B:100 0 0 51 38 84 97 0 0 0 60.8
.. .. .. .. .. .. ...-------------------------------------
1#: 195 24 42 65 139 188 70 44 25 39 831
-------------------------------------------------------
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Statistical Methods for Cover Class Mapping using Remotely Sensed Data
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ABSTRACT and to collaborate in research projects with
other CSIRO Divisions and appropriate Government

The paper discusses statistical considerations and industry groups.

and developments in the use of remotely sensed
spectral dIata for land cover mapping. The collaborative studies have generally been

concerned with the mapping of pixels into various
The initial stage is to produce colour composite land cover classes, in both agricultural and
displays of the data. From these and available rangeland settings. Assigning pixels to one or
ground information, training classes are other of a number of reference classes, such as
selected. crop, pasture and bush in agricultural problems,

and/or determining the proportions of cover types
Canonical varlate analysis is used to provide within a pixel, such as bare soil and shrub in
information on the clustering and separation of rangeland problems, are common to most studies.
the training classes in the multispectral data
space. The definition and selection of spectral A general statistical approach to cover class
classes is followed by an allocation procedure, mapping in agricultural settings has evolved.

Pixels are assigned probabilities of class Spectral plots of the pixels are used to assist
membership according to their relative and in identifying bands for an initial three-colour
absolute closeness to the spectral classes. display of the data. Analyses which lead to

linear combinations of the spectral bands can
The whole procedure allows for iterative also be used to fom the spectral plots.
refinement. In particular, class labels can be Training classes consisting of pixels which are
used to improve the classification procedure. spectrally homogenous and spatially contiguous

are then selected. The training areas are chosen

to be representative of the spectral variationKeywords: canonical variate analysis;
over the area of interest. The training classesclassification; posterior probabilities;

typicality index. are then clustered, using canonical variate
analysis, and representative classes are

INTRODUCTION identified as reference spectral classes for a
r 1.L k GI .JJ.C4±LOJ~ " claifcao..l , osterior

The CSIRO Division of Mathematics and Statistics probabilities of class membership and typicality
indices are used to identify regions which arehas a research project on the Analysis of

Remotely Sensed Data. The general objectives of poorly allocated or atypical, and to define
further spectral classes, the steps being

the Project are to assess, develop and implement

methods for the analysis of remotely sensed data iterated no further classes are needed.
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CHOICE OF BANDS EM THREE-COIOMJ DISPLAY combination of the bands - that spectral index -
which best separates the classes of interest, in

The selection and extraction of training classes the sense that the ratio of the between-class

is made easier by suitable three-colour displays variation to the within-class variation is a

which enhance class differences. Probably the maximum. Details can be found in Campbell and

single most useful approach Is to plot the Atchley (1981). The analysis can be improved by

digital rounts against the band number (or using robust statistical procedures to downweight

perhaps against wavelength), especially if tiis the effect of atypical pixels.

is done systematically over the area of interest.
Successive canonical vectors are chosen to

Such a display is also an Important aid in maximise the between-to-within class ratio,

assessing the homogeneity of training classes in subject to the variate scores being uncorrelated

those spectral regions which are not includud in with those already chosen. These ratios are

the three-colour display. referred to as canonical roots. Their sum

measures the overall separation between the

Techniques such as principal component analysis classes; the individual values indicate the

and decorrelation stretch are ±so sometimes used relative importance of the successive vectors.

to enhance differences in the image. These values summarise the adequacy of the data

to separate the classes, and the essential

Decorrelation stretch (Gillespie et al, 1986) dilmensionality of the class separation.

provides enhanced three-colour displays when the

spectral bands are highly correlated. The It is often possible and instructive to simplify
approach involves three stages: a principal the canonical vectors without reducing the degree
component transformation or rotation; a scaling of class separation. The effect of reducing the

or stretching of these transformed values; and a set of bands can also be calculated. When this

reversal of the original rotation. If the type of analysis Is directed to particular class
second-stage scaling is such that the resulting contrasts, further Insight into the nature of the
sets of scores have equal variance, then the spectral separation can be gained.

overall transformation can be shown to result in

linear spectral indices which are uncorrelated S M1ArTD L INDICES
and which have equal variances. Linear
combinations of the spectral bands are produced; The interpretation of the results from
these are simply weighted sums and differences. multi-temporal analyses can often be simplified
Hence the indices can be interpreted directly in if the canonical vectors can be constrained so
terms of spectral contrasts. that the coefficients of the spectral bands are

in the same proportion within each overpass,
CANOICAL VARIATE ANALYSIS while at the same time maintaining the degree of

class separation (Campbell and Kiiveri, 1988).

Successful mapping of cover classes depends on The interpretation then concerns the relative

the spectral data providing separation between weightings for bands and times, resulting in a
the classes. Ideally, representative training simplified spectral-temporal index. The actual

site data will form discrete clusters procedure reduces to a between-to-within classes

corresponding to cover classes of interest, analysis of a linear combination of the spectral
bands over time, followed by a similar analysis

Canonical variate analysis Is a powerful of a linear coibination of the times over the

ordination procedure which can be used to measure spectral bands; the procedure is iterated until
the spectral separation between sites, and to convergence.

display the locations of the training site data

in spectral space (see, e.g., Schowengerdt, 1982, In a study on discrimination between crop and
p. 165). The procedure determines that linear pasture using multitemporal MSS data, a
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sinplified spectral-temporal index gave simlar assumiption that a pixel actually belongs to one

separation to that of the usual canonical variate or other of t ° classes. The typicality index

analysis. However, the optimal index, and even needs to be examined to check that such an

the discriminating bands, were shown to vary with assuaption is reasonable.

local cultural conditions across farm

boundaries. Tho massage from such an analysis is These values may be displayed in various ways to

clear - indices derived from one analysis may be assess the completeness and adequacy of the

quite inappropriate in a different context. allocation results.

NHAN= CIASSM~CATIoN r In practice, three types of display have been

found to be particularly useful. Assignment of

Allocation results are generally presented in the class probabilities to the red, green and blue

form of a map of class-labelled pixels. The guns allows equivocally-labelled pixels to be

maximum likelihood classifier based on readily identified as mixed colours in the

multivariate Gaussian densities is often used. display. The confidence in the allocation

In this procedr,:3, the relative (posterior) results for each class in turn can be surmarised

probability of membership is calculated for each by a display of the class probability in blue,

known class, and the pixel is labelled as and the typicality index in the other colours;

belonging to the class with the greatest value, pixels which have high probability and typicality

The posterior probability for a pixel for a for the class will be white in this display,

particular class depends on the prior probability while blue indicates that the pixel is closer to

for the class and the value of the estimated that class than to the other known classes, but

multivariate Gaussian density for the pixel for is atypical of the training class data. The

the class (Richards, 1986, p. 175). display of maximun likelihood class labels is

Specifically: modified by the application of a typicality

Posterior Probability for class k given pixel x = threshold; pixels which are atypical of all known

(Prior Probability for class k) x (multivariate classes are then displayed in black. The

Gaussian density for pixel xjn for class k) advantage of calculating the typicality index is

+ (sum over all classes of the prior probability that various thresholds can be applied to the

x Gaussian density). displays of the class labels and posterior

probabilities. (The threshold could also be made

Such a sunmory is adequate only if all classes class-dependent.)

are well separated, and each pixel falls clearly

Into a known class. Side-by-side displays of the original Image data

and the allocation results allow ready

In our experience, it is preferable to calculate identification of areas which are allocated

for each pixel two sets of indices: the relative equivocally, or which are atypical. These areas

or posterior probabilities of class nmmbership; may be chosen as training sites for iterative

and the typicality probabilities of belonging to refinement of the classification.

the known spectral classes. The two sets of

probabilities reflect different aspects of a CUTFEUWLM R NEIGIM a[ASSIFICATICK
classification. A typicality probability

indicates whether a pixel is likely to belong to There is often a considerable amount of
the corresoonding training class. Each index is conte)&It1r Information In nelghbouring pixels

interpreted in a statistical sense as a tail-area which may be used to inprove the information on a

probability; a pixel which is distant from a central pixel, and hence the overall

training class will have a small typicality index classification accuracy. One such procedure is

(Aitchison et al, 1977). The class menbership an iterative one in which the posterior

probabilities are the relative values of probabilities are recalculated after each

belonging to the training classes, on the classification using local prior weights, these



496

weights depend on the labels of the neighbouring images. Options for the classification window

pixels and their associations - x the previous include a display of class labels; of class

classificaticn (see, e.g., Besag, 1986, and labels with masking of thresholded pixels; and of

Discussion therein). Specifically, the the posterior probability (with thresholding) for

calculation of the posterior probability given each class in turn. A hardware-and-software

above is modified by replacing the (Prior package for the Amiga is now available

Probability for class k) by a (Local Prior commrcially.

Probability for class k) (and similarly In the

denominator). A simple model takes the logarithm

of the local prior probability as a lin~ar Aitchison, J., Hab ma, J.D.F. and Kay, J.W., "A

function of the nurber of pixels labelled as critical caparison of two methods of statistical

class k in the surrounding 3x3 or 5x5 discrimination", Appl. Statist., Vol. 26, No. 1,

neighbourhood of the central pixel. pp. 15-25, 1977.

Where large areas of spectrally-close classes are Besag, J., "On the statistical analysis of dirty

found, considerable overall improvement may pictures", J. Roy. Statist. Soc. B, Vol. 48, No.

result. The resulting classification map is also 3, pp. 259-302, 1986.

generally more appealing visually. The

improvements also depend on the initial CanIbell, N.A. and Atchley, W.R., "The geometry

classification being reasonably accurate. of canonical variate analysis", Syst. Zool., Vol.

Updating from a poor initial classification may 30, No. 3, pp. 268-280, 1981.

actually reduce overall accuracy. In an example

using MSS data for classification of crop, Carbell, N.A. and Kiiverl, H.T.,

pasture and bush areas, incorporation of "Spectral-temporal indices for discrimination",

neighbour information inproved overall accuracy Appl. Statist., Vol. 37, No. 2, pp. 51-62, 1988.,

of maximum likelihood labels from 80.7% to 94.5%.
Gillespie, A.R., Fahle, A.B. and Walker, R.E.,

RELATED I ROCESSING S3F1WME "Color enhancement of highly correlated Images.
I. Decorrelation and HSI contrast stretches",

The statistical and collaborative projects Ramote Sons. Environ., Vol. 22, pp. 343-265,

carried out by the group have resulted in the 1987.

development of simple-to-use image processing

software for the Ccmmodore kmiga. Modules for Richards, J.A., "Renote Sensing Digital Ige

three-colour display of images (featuring choice Analysis", Springer-Verlag, 1986.

of various indices for each colour gun and

various filters), for split-screen display of the Schowengerdt, R.A., "Techniques for Image

images, and for grey-level and pseudo-colour Processing and Classification in Remote Sensing",

display of single-band images, have been Academic Press, 1983.

developed. A related classification module
consists of separate routines for discrimination

between cover classes using canonical variate

analysis; for band selection; and for maxinmum

likelihood classification. The latter routine

optionally provides the relative likelihoods (or

posterior probabilities) of membership of each

reference class, together with the typicality

indices to indicate the closeness to each of the

reference classes. A full-screen or split-screen

module displays both original and classified
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ABSTRACT
Most statistical classification techniques have assumed at most one class boundary passes through a neighborhood.

independence of concurrent feature vectors in remote sens- The assumption reduces the number of possible patterns con-
ing data. However, this assumption may only be valid for siderably. If some pixels have known labels (training data),
very large pixel sizes. As the spatial resolution of images in- the required parameters can be estimated from the data.
creases, this assumption needs to be relaxed. In addition, Hjort, Mohn, and Storvik [9] generalize this formulation
all existing procedures ignore any temporal information in by assuming a Gaussian model where the process governing
the image data. Some satellite systems cover the globe twice the vector of intensities is the sum of two independent pro-
daily. Most processes which are observed remotely from these cesses, one having a class dependent structure, and the other
satellites exhibit a temporal correlation structure over a time being a contaminating noise process containing the correla-
scale which is longer than this period. This temporal correla- tion structure. They are able to account for spatial correla-
tion structure provides useful information which should result tion between neighboring sites with this more realistic model.
in more accurate classification of many types of processes. Khazenie [8] extends this approach to account for both spa-

A method is developed for contextual classification which tial and temporal correlation structures. The procedure is
considers both spatial and tempora. correlation for processes outlined, and results of simulation experiments are presented
which satisfy second order stationarity conditions. The fea- in th,. following sections.
ture vectors are expressed as the sum of two independent pro- II. STATISTICAL CLASSIFICATION APPROACH
cesses, one having a class dependent distribution, the other The image being classified consists of N pixels, where X1
being a contaminating noise process which is autocorrelated is the observed vector of intensities for pixel i, i = 1,...,N
both in space and time The new algorithm is implemented, The components of this d-dimensional vector are typically
and results from classification of Monte Carlo simulations are spectral measurements in different channels as well as other
summarized, topographic information. The image consists of K classes,

I. INTRODUCTION each having prior probability r(k), k= 1,...,K. The X
One of the first attempts to incorporate contextuai infor- vectors from class k are distributed according to a density

ination involved enlarging the data set to include the obser- fk(X), which is assumed to be Gaussian.
vations on the four orthogonally adjacent pixels [1, 2], where A statistical classification procedure estimates the true
the pixels located in the North, East, South, and West of the class label Ll of pixel i based on the obse-ved Xj's. Some
central pixel were also used to classify the central pixel. A preliminary knowledge about the class distributions is re-
linear combination of these five vectors was used in linear dis- quired. This prior knowledge, typically in the form of sta-
criminant analysis to introduce some spatial smoothing prior tistical parameters, is estimated using a training set for each
to classification [3]. This approach yields improved results if class. In general, classification procedures then produoe as-
there are large homogeneous areas where boundary perime- signments of class labels Li's to pixels. It is also possible
ters are small relative to the area of the region. that the assigned class label is the doubt class D. Therefore,

The problem with these procedures is that neighLoring Ll E {1,... ,K,D}.
pixels may well belong to different classes. This can be han- Let the cost function associated with pixel i when L; is
died properly only if a model for tile joint distribution of a!i assigned have the form

practical optimization problem. The conditional joint prob- J0 if L, = Ll
ability distribution can be simplified by allowing for contex- C(L 1 ,Li) = if L* i L& , D (1)
tual information only through the four horizontal and vertical if Li = D
neighborb, [4, 5, 6]. However, totally general boundary con-
figurations cannot be specified under this assumption. Owen, where often c E [0, (1 -
Hjort, and Mohn assume at most two hlbels A and B in a
neighborhood and allow only configurations of the form where
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It can be shown that an approximation to Bayes rule is c" = 1,M... ..The Y1 's contain information about the

if Pj(k I Ai) _< 1 - C V k = 1, X pixels Class, and C results from a variety of sources of er-
ror which give rise to the spatial and temporal dependency

I if P1 in I Ai) = MAXkE(1 K)Pk I Ai) structure. The time index t varies from I to T. Let

where X1 = Y; + 'l i= 1, ... 'M (9)
P1 (kI A;) =Pr4L, =k IAd} (3) where (Yi'...,Y ) and " )are independent, andand Ai is a suitably chosen et of observations including at ; - aleast {X,} The natural choice of most contextual classifiers Yt N((LI, -' )E) and (e, . . ) are multinormally

is distributed with zero mean and covariance function,

Ai = {XINXE, Xs,XwXi}, (*) A) R-
so the observations from the four immediate orthogonal COV (eC,eJ  ) = p, 0 B (10)
neighbors, North. East. South, and West are also used to
classify pixel i such that p, is the spatial correlation parameter, and Ii - j

rile posterior probabilities are is the ordinary euclidean distance between centers of pixels
in an integer-valued coordinate system. The value of 0 de-

P, (k I Ai) = (1/f(A)) 1(k) g (I I k)f(Ai I k, I) (5) termines the fraction of the variance of Xt attributed to e:
I Assuming an exponential decay in the correlation process, the

where I = {a,b,c, d} is the neighborhood class configuration lag one temporal correlation is p,, and v is the time lag be-
respectively for {iN,iE,iS,iW}, and r(k) is the prior prob- tween time t and t( ' ) . Therefore, X*1 - N (p,, E) given
ability for class k. I is one of K4 possible configuratiois, Lt. The X's are correlated, accounting for both spatial cor-
and g(I I k) is the probability of seeing that configuration relation p. and temporal correlation p,:
given the class label of central pixel i is k, (i.e., Li = k).
Further, f(Ai I k,I) is the conditional joint density of five COV(X',Xt()) - plil pv E for i j, v 0,
vectors of pixel values, given that k, a, b, c, d are the classes
of the neighborhood pixels. The conditional distribution of PS 7 0 0
X1, given the classes in the neighborhood, is assumed to only p V E for Ps = 0
depend on tile value and class of the central pixel i. So, E l for p, = 0

f(Al k,I) = fk(X) h(XIN, ,Xiw I Xhk,I) (6) (11)
by substitution,

Pi(k I Ai) = A r(k) fk(X;) Rk(Ai) (7) This formulation allows for temporal and spatial dependence

to exist simultaneously or individually, and the value of 0
where A is a normalizing constant and defines the level of contamination of the correlated noise.

To construct the desired classification rule involving
Rk(Ai) = Z g(I Ik) h(XiN, ... ,X w I X1,k,I). (8) f(Ai I k, I) in (5), it is necessary for Al to include temporal

information. Let Air denote pixel i and its four orthogonal
neighbors at time t, then

Rk(Al) can be viewed as an adjustment factor which ac-
counts for spatial dependence. This model has motivated a
variety of contextual classification methods. They differ by A. (A U Aitx) U U Ale.)) (12)
how g, f, and h are modeled. Most researchers assume condi-
tional independence of neighboring spectral vectors given the
classes of the central pixel and the neighborhood. This as- where t ( n ) = t - n, and n = the highest temporal lag where
sumption is inadequate when applied to high resolution data the correlation is nonzero For notational simplicity, define
[9]. Remote sensing data from satellites are being collected
at increasingly higher spatial and temporal resolution. Thus,
plicitly account for this corielation. A model for the spectral X". X ]

vectors that allows only positive correlation between spectral ' ( 1)
developets frcm cneshbothg tpxels, ofvcontetuasiemas (
developed which combines both types of contextual inforiIa- IN (
tion: the choice of g and spectral spatial-temporal correla-
ton. L X,,, J t x,,Z J
Spatial-Temporal Autocorrelated Model for Spectral
Vectors

Assuirw the observed process is the! sum of two in- with (n + 1)d dimensional mean vectors , Pb .
dependent proce s.s i) Yi, i = 1,.. ,M having a class- and covariance E. respectivly. For a first order autoregressive
dependent structure, ald ii) the autocorrelated noise process
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process, f(Al I k,I) is distributed multinormal in (n + 1)5d Any probability distributions chosen to model g(I I k)
dimensions: in (18) will result in a classification procedure of the form

(2). The general formula would involve K4 possible configu-
S 2 n rations, so only choices of g(I I k) which can be implemented

p, ,4 ... ,. in practice should be considered.

.1 P, 2 Modeling of Configuration Probability Distribution

N(,+2)sa P , I, ®. :The probability )f occurrence of many configurations
I g(a,b, c, d I k) is so small that they can be set to zero. A geo-

". metric probability model was proposed by Owen and Switzer
[11] and then generalized by Htjort[12]. This model allows

SJpositive probability for three configurations. These three con-
(14) figurations are referred to as X, T and L patterns.

where L,&,, denotes the spatial correlation structure at lag

zero and 0 = Kronecker product . For a neighborhood k k k
system where neighborhood classes are itb, c,d, and k,

PE -E PE" &p. k k k k k m k k m
E PE - If &5 k k m

EA E a (15)

This is a realistic assumption when the regions are large com-
= correlation of first order neighbors = Ps 0 pared to the pixel sizes, so that most first order neighbors are

formed from only two classes, There are four possible L and
S= correlation of diagonal neighbors - p:~ 9 four possible T patterns. Let
= correlation of second order neighbors = p2

If n = 1, i.e., only lag one temporal correlation is signif- P(X) = p P(L) = q P(T) = r (21)

E'6 = Ex ](1 thenp+q+r=l.

The joint conditional density of (X N, XE, X;s, XIw) given For an X pattern, L pattern, and T pattern respectively,
X; and the classes, in (G) - (8), is also required.

h (X;N, ... , X;w I X;,k,I) -. N(.+1)4d (P. ,E.) (17)

Expressions for the mean and covariance structure of the g (k, k, k, k I k) = p + (q + r) r(k)
joint conditional distribution, Ph and Eh can be derived di- g (k,k,m,m k) = g (m,k,k,m 1k) = g (m,m,k,k Ik)
rectly and are contained in [8]. For this model the posterior = g (kmmk k) = 1/4 q r(m)
probability of the class given the neighborhood values is then g (kkmk k) = g (k,kk,m k) = g (mkkk Ik)

PI (kIX;,XN,...,X;w) = = g (k, n,k,k k)= 1/4r r(m)

A r(k) fk(X;) exp{-2 2 t(X; - 1  -I (22)

Z g(I I k) R1(I) exp{at*(X;N + .. + X -w - . where m is one of the remaining K - 1 classes and r(k) are
again the prior probabilities of the class labels. This reduces

... B)' " ;1(X; - 4)} the total number of terms from K4 to 8K - 7, so compute-
(18) tion time depends linearly on K. The posterior distribution

where of K in (18) is thus

R| (I) = exp{-1/2 Z;' E-" Z;} (19)

and - P'>

x -
P (kX ;,X)A",...,X'w )

A it (20) A z(k) k(X) exp{-2a 2t(Xi - P)'; (X -1)}
XI [ [p exp{4-t*(X - p- )'B; 1 (X; - p4)} RI (k,k,k,k)

X p, - + qexp{2-t*(1 X' -p Mk)'E.-(X; - Pk)} GLk(X,,J3)

The normalizing constant A can be evaluated such that the + r exp{3at*(X - p1)'2,;(X; - P,)} Hsk(X;,X)]
sum of probabilities is one. (23)
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whe,e cess. Figure 4 illustrates these results for the three first-order
K processes. This figure shows that spatial-temporal statisti-

•k (X;,X) r(m) - - )' -; cal classifier performed much better when spatial correlation
( , - mexp{2t*(was low and temporal correlation was high. Results were

not as good when both types of correlation were large. It
(X -[R(k,k,m,m)+ Rl(m,k,k,m) appears that the temporal correlation structure is modeled

4 -better than spatial correlation. This could be explained by+ Ri(m,m,k,k)+Ri(k,rn,m,k)] the fact that temporal correlation is a contaminating source
K in only one direction in time, and it is modeled to affect only

Hi k (X;,Xi) = r(m) expf{t*(X - ) the same site. Spatial correlat' tructure is more complex.
w=1 Spatial correlation contaminate* in two directions and affects

(Xi [R(k,k,k,m) + Ri(k,k,mk) the site and all of its first order neighbors.
- •Overall average error rates can be summarized as:

+ Rl(k,m,k,k) + Ri(m,k,k,k)]

and X (XN + X;E + Xs + XlW) p. = 0.40, 0 = 0.65 * 20.9 % error

For some processes the covariance 1 given by the initial mod- P. = 0.05, , = 0.95 = 17.5 % error
eling of X1 - N (P,, E) used throughout the development of p. = 0.40, = -0.20 . 18.3 % error
the methodology is class dependent, i.e. X1 "-N (PL1,,r1L).
This extension is straightforward. The procedure can be con- IV. CONCLUSIONS
sidered as a best linear rule leading to contextual and tempo- Illustrations, in the form of ;rages, are useful in evalu-
ral improvements and as a best quadratic rule corresponding ating some additional performance measures of the new clas-
to different prior covariance matrices l,. . . , Ek sification procedure. Figure 5 shovs the classified images of

Unbiased minimum variance estimates were calculated statistical classifier for 4 = 0.65 and p = 0.45. The statisti-
for all indicated parameters. Data for Nonoverlapping neigh- cal classifier performs quite well near borderr; between classes
boring sites were used as training sites from the enterior of as well as inside homogenous regions. Other classifiers which
clearly homogeneous areas to estimate all spatial parameters were investigated did not dipict the shape of lhomogeneous
in order to assure the independence of the sites. regions as well.
III. SIMULATION RESULTS The contextual classification procedure, which was de-

The algoriihm was implemented in Fortran and run on veloped, models both spatial and temporal correlation struc-
a Dual Cyber 170/750 computer. tures for stationary procesb-s. The mathematical structure

of the new methodology allows for diverse modeling of the
First order space-time processes were simulated where joint class distributions. The temporal correlation structure

all parameters and ground truth were known. To investigate is also quite general. Although the examples were generated
the effect of several parameter sets, some extreme cases were only for the case where first order temporal correlation ex-
considered. Case I had considerable first order spatial and isted, the formulation of (18) and (23) is not limited to this
temporal correlation. Case II was created with high tempo- form. The mathematical formulation supports the general
ral correlation, but very low spatial correlation. Case Ill was case of p( ) 4=, which is still computationally feasible, al-
generated to have low temporal correlation and high spatial though more complicated to implement than the first order
correlation. The scenes in the three simulations have dimen- prc:ess used in the examples. More general models of the
sion 40 X 40, a two-channel spectral vector, cad three classes, correlation structure and the probability model of the class
A Landsat scene with three different geological classes was distribution are currently being investigated.
used as a ground truth. One hundred and eighty scenes were
generated for each simulation. Tables 1, 2, and 3 contain lists BIBLIOGRAPHY
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E1GENVECTOR PROJECTION TRANSFORMATION AND DIMENSION
SIZE REDUCTION IN REMOTE SENSING DATA PROCESSING

Bo Li and Wooil M. Moon
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ABSTRACT strip noise. When such a component is incorporated
into a colour composite, it will uravoidably degrade

One problem in multidimensional remote sensing the whole image. Also, in the interpreter's point of
data processing is the reduction of information space view, correlation between different bands displayed
from m-D to 3-D for RGB colour display and visual in RGB space is very useful for accurate interpreta-
analysis with minimal loss of important information. tion, although i may sometimes be desirable to de-
Principal Component Analysis (PCA) has been used, but compose the highly correlated data set into non-cor-
the resulting 3 components are not correlated and can related ones for individual band interpretation.
be considerably different in terms of information To resolve these problems, a new projection
significance. A new projection transformation was transformation method is developed and tested for
tested in this paper In this approach, information dimension size reduction. By using this method, data
structure of the data set is analyzed by using eigen sets can be transformed from m-D to RGB colour space
analysis, followed by Household transformation to while each new pseudo band has equal information con-
establish a transformation matrix. Finally the origi- tent. Furthermore, since this transformation is not
nat m-D data set is transformed into a new lower di- unique, an orthogonal rotation can be successingly
mensional feature space, in which each feature has applied to rotate the projection axes. This approach
the same degree of significance. To enhance the vis- makes it possible for interpreters to view a colour
ual display of the resultant data, techniques for image from different perspectives in feature space.
scatter adjustment and rotation projection are also To increase visual discrimination in feature space,
applied and tested. Test of the method with Landsat scatter adjustment is also tested. For many applica-
TM data on Sudbury Area, Ontario was carried out for tions in remote sensing data processing, classifica-
geological applications. The results indicate this tion is one of the important objectives. In this re-
method is effective and feasible for routine appli- search, the transformed data sets using different
cation. parameters are also examined to estimate the effects

of the various transformation on the classification
KEYWORD: eigen analysis, orthogonal projection, image capability.
transformation, data processing, reduction of
dimension. 1.1 Multidimensional Data Structure

Here "structure" refers to the distribution
1. INTRODUCTION attribute of a data set in feature space. In most

cases, it is acceptable to assume that the data set
With increasing number of spetral bands being concerned observes multidimensional normal dlstribu-

used in satellite and air-born remote sensing data tion. The distribution shape of a data set can be
and the development of integrated data processing, understood as a hyperellipsoid in m-D feature space.
there is more concern for the problem of how to re- The length of each axis of the hyperellipsold can be
duce dimension size of remote sensing data sets while accordingly understood as the measurement of data de-
maintaining the visudl information [1][2][3]. To viation along this axis. In the case of remote sens-
achieve this, emphasis has been placed on either the ing data sets, especially multispectral data sets,
statistical feature selection, or on the effective all spectral bands are highly correlated in the set
utilization of colour spaces (2][3]. The connection of spectral bands, In feature space this represents
between these two is rarely investigated. For ex- the fact that the ratio of the length of the longest
ample, in spite of PCA in dimension compression of axis to the length of other axes is accordingly high.
data set, the image often becomes confusing and de- Subsequently, most data points will cluster around
Rraded flI when the result of PGA is displayed in RGB the longest axis. In statistical sense, the projec-
space. This is caused from the fact that there is no tion onto the longest axis is best representaLive o1
correlation among principal components computed using the complete data set if only one feature can be left
PCA. In terms of variance contributions which can be after a dimension reduction.
understood as a measure of information contained, the
PCA transformed components are very different from 1.2 Projection Transformation and Dimension Reduction
one another. They occupy colour channels of equal Transforming a data set from m-D feature space
weight in RGB colour space and can overlap others. In into 3-D color space requires that the following con-
the case of Landsat TM data, certain components com- ditions be satisfied:
puted from PCA contain a high level of random and (a) After the dimension reduction, most of the origi-

page I
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nal information must be retained. tion of each class onto coordinate plane also contin-
(b) Each of the new features has the equal informa- uously changes. When a specific classification is

tion. considered in a chosen plane, the rotation angle of
(c) Each of the new projection axes corresponding to the projection axes has a direct effect on the class-

each new feature is orthogonal to other axes. ification result. To estimate this effect, the Fisher
(d) The amount of calculation involved in the trans- ratio [4,5] is used. It is defined as the ratio of

formition is acceptable for the given computer the between-class scatter to the sum of the within-
system. class scatter. It is obvious that the larger the
A linear transformation approach which satisfies Fisher ratio is,the better the classification results

the above conditions has been chosen for the data are. The optimal rotation angle should make the
space dimension reduction. The linear transformation Fisher ratio to reach its maximum.
can also be interpreted as a kind of projection
transformation in m-D feature space. In actual numer- 2. METHODOLOGY
ical prccessing, the transformation is presented by a
transform matrix T where, each colomn of T is defined 2.1 Eigen Analysis for Data Structure Determination
as a projection axis. The inner product between the Let X denote raw data matrix, X = (x.) n, where
data vectors and projection axis defines the projec- i denotes t0e ith sample or observation atAd omdenotes
tion of the data vector onto the projection axes. the jth feature or band, m is the number of features
Numerical implementation of this transformation can and n is the number of samples.Then let R=(; ')np'
be divided into the following steps: where xi , (l:i<k~n) is the mean of the h ea-

(I) Choice of an axis trom the m-D data hyperellip- ture. Th vb4'iance-covariance matrix for X can then
soid as the central axis around which the projection be written as:
axes will establish (Fig. IA). T
(i) Establishment of three projection axes which E = (X - X)T(X - X). (2.1.1)

are orthogonal to one another, such that the angle
between each of these projection axes and the central According to multivariate statistical theory, there
axis is same (Fig. IA). exists an orthogonal matrix V such that:
(iii) Projection of the data set onto the three X 0.0 .. 0.0,
pro3ection axes. 1

In this way, three new feature bands with equally T 0.0 X2 ... 0.0
distributed ir -mation can be obtained. It is easy V EV =(2.1.2)
to understand L.at the attribute of a projection I *

largely depends on the direction of the central axisL
in feature space. If a different axis is chosen as O. 0.0 ... ;m
the central axis, the distribution and interpretable
level of information contained in transformed output and V

will also be different. and V, the th column in the matrix V which corres-
ponds to X , is the ith eigenvector of E. Each eigen-

1.3 Further Rotation vector indicates the direction of one axis of the hy-

it should be pointed out that the transformation perellipsoid of data X in m-D feature space and the

which satisfies conditions in (1.2) is not unique. In magnitude of the correspondingl represents the length

fait,any established 3-axes set can be rotated around of the axis [1). Eigen analysis provide a profile of

a central axis to form a new set which corresponds to the complete data set in statistical context.

a new projection angle or view angle (Fig. IB). By
changing rotation angle, the possible number of 3- 2.2 Establishing Transformation Matrix using

axes sets is theoretically infinite. This mechanism Household Method.

provides interpreters with improved flexibility to Based on the data set structure and conditions

examine the data set from different view angle in listed in (1.2), a linear transformation can be de-

feature space. To keep the data set structure tract- fined. In actual data processing, this transformation

able, the rotation is limited to an orthogonal is represented by a matrix T = (ti), which can

rotation, either be called transformation matx or projection
matrix. The transformation will be accomplished by

1.4 Data Set Scatter Adjustment matrix multiplication:

When correlation among the new features is very
high, which iiidicates most data points cluster close- Y = XT (2.2.1)

ly to the central axis, the saturation of resultant
RGB composite may decrease. To enlarge variety in RGB where, Y = n(y ) (r < m) is the output result of

composite, scatter of data points can be increased th transforma on and dimension reduction, r is the

for enhancement if RGB display. To achieve this, the number of new features after transformation. When the

distance between every individual data point and the result is going to be displayed with a RGB colour

central axis is firstly measured by using Euclidian display, it is usually set r=3. According to (1.2), T

distance or an angle (Fig. 2). Then, according to should satisfy the following:

given adjustment factor, the distance or angle can be
increased. Such an incremental move will result in TT 1, if I = J;

pushing data points away from the central axis, and i'J 0, otherwise.

t :, ,, ff L u 6ndt, ",in be T = (TiT2 ... T ) (2.2.2)
achieved.

where Ti, (I = 1,2,...,r) are projection axes. For a
1.5 Classification Capability given data structure, it is easy to understand that

As it can be seen in Fig. IB, when rotation angle along the direction of the first eigenvector, the de-
e of the projection axes around the central axis viation of the projection of the complete data set
changes, the projection onto other coordinate planes can reach its maximum Yl. It is not unusual in the
will also keep changing. If there are several identi- case of remote sensing data processing that the vari-
fiable classes contained in the data set, the pro jec- ance contribution in the direction of first the eig-
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envector XI/z.. X is equal to or greater than 90%. |1Tt=
This indicates that if T., (i = 1,2,...,m) are placed T

I
T

=
around the first eigenvector V. or namely V is cho- I = (2i2.10)
sen as the central axis, most of the original data
information will be retained after the transformation From (2.2.8) (2.2.10), it can be seen that H is an

Y = XT. To distribute the information equally, T, orthogonal matrix which can rotate vector Z to over-

should satisfy the following: lap G. In this problem, V and V. are unit vectors,
so U can be obtained by simply setLing Z = V and G

Ti.V = T j V I  i j, l<i, J< r. (2.2.3) V V a
j 'I --v a - V

Eq. (2.2.3) represents that the angle a between any U = a 1 (2.2.11)
new projection axis T I and V1 is the same (Fig. IA), tiVa - V111
and each of three axes has an equal information con-
tribution through the projection transformation in Finally, the transformationmatrix T is obtained:
feature space. Since VI is obtained through eigen T = (Ti, T2,...,T = H(VV 2 ,...,V)
analysis, only TI has to be determined. Let us con-
sider an average vector V which is defined as (V*,V* ... ,V*) = V*.
follows: 1 2 r (2.2.12)

r V Then,
V= r (2.2.4)

a , 2= Vi Y = XT = XV*. (2.2.13)
a I~r v1

2that V 2.3 Further Rotation of V*

Notice hat , (lir) is orthogonal to each other, If we consider the RGB colour space case,in which
then r=3, V*, V* and Vl determine a 3-D subspace within

V = {, if s=j; the m- feature space. From geometrical point of0, otherwise view, V, V2 and V* also determine a hyperplane P
with the normal vector V* (Fig.IA). For any given V*,

Va Vi (2.2.5) V and V ,they can be rotated around V1 by an angle 0
V to new positions V*(0),V*(0) and V*(O) within P (Fig.

2B). The trace of rotation forms a circle C. It can
be seen that V*(O), V*(O) and Vle(O) form V*(O). It

comparing (2.2.5) with (2.2.2) and (2.2.3), it be- be1sn ta new projtan ransformation wI
comes obvious that if the complete data set can be corresponds to a new projection transformation which

rotated so that the new maximum deviation projection satisfies the conditions (2.2.6). When rotating is

ixis V* overlaps V, then the V, (1 < I < r) can be performed continuously with a given angie increment
tan . O, a series of transformed data sets Y(AO) is pro-cuosen to form transformation matri)x T.-Instead of dcd

rot,.ting the complete data set, we can find an ortho-
gonal matrix H1 to rotate V to V* which overlaps V . Y(kao) = XV*(ka0), k = 1,2,.... .. (2.3.2)
Under this orthogonal rotation, JI,(l < I < r) will
be changed to V*,(I < i < r). Because IF is an ortho- Eq.(2.3.2) will enable interpreters to chose and ex-
gonal matrix, V,(l < I < r) and V* will satisfy the amine the a data set from various view angle. Because
following: - - a this rotation is on hyperplane P, V*(ka0) can be do-

V* = V rived from V*(O.O) by using basic theorems of the
a planar geometry.

V ** 1, if i=j; 2.4 Scatter Adjustment of Data Points
I j 0, otherwise. In scatter adjustment, every data point is treat-

ed as a m-D vector in the feature space. Two non-
V* 'V V = V, ij,l<i,J<r (2.2.6) linear modes were developed to adjust the scatter. As

shown in Fig. 2, V1 is the central axis, p denotes an

(1 < i < r), i.e. arbitrary data point, q is a vector with same direc-
TheV* V* n bt fome bu in V., - tion as V and length equal to p'q. The angle and
T = At this point, the next question distance 

1
etween V, and p are 0 and d ; and 02 and

is how to find te matrix If which satisfies the con- d are the angle an distance between V and p res-
dition 2 I

pectively. The objective of the adjustment is -to ro-
MIV = V* = V (2.2.7) tate p to p*. The amount of the rotation is control-
a -a l ebte k r kled by the 0 = k or d = kd according to the mode

In this research, Household method (6) is applied for this adjustment will result in£6)increase in scatter. When k < 1, it will result in
this purpose. In the theory of linear algebra, for decrease in scatter.

any given vector Z and an unit vector G in m-D vector In the case of Mode I, set d2 = kd and let qpC

space, there always exists a matrix IH such that and p*p denote the Euclidian distance between the

IIZ = Z 1G (2.2.8) points p and q, p* and p respectively,

who It i= calleI !ouzphold matrix. The linear trans- qp* k
formation defined by H is also called the Household 0'1 -k
transformation [6]. Hf is usually derived in the fol- Then, p* can be determined,
lowing way:

n w: 1 - 2.UUT  
p* =q+P kp + (l-k)q (2.4.2)

z- IzI .G11u = G- I l~ (2.2.9) )
U JZ - (2.2.9) where q = (V'P)Vl.

where I is the unit matrix. Obviously,
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In case of Mode I1, 3. EXPERIMENT AND RESULTS

tgo 1  dI/JlqII, tgO 2 = d2/JqI. The method proposed above has been applied to the

X d2  d2  = tg2 (2.4.3) data sets collected on Sudbury, Ontario; In this ex-
d= - dI  d| 2  20 . (2g43) periment, only Quaternary geological problems were

- dI d - d2  tgOI - tg2  considered. According to Boissonneau (1968), there is

a generalized glacial history and the experimental

Set 02e keI then, area is part of a thinly drift-covered and wave-

washed bedrock upland containing isolated pockets of

tgkO1  tge1  (V.P)VI-PlI glaciolacustrine and glaciofluvial deposits (7). The

= ="remote sensing data consist of Landsat TM data and
tgeI - tgkeO I(Vl'p)Vi1 other geological and geophysical data set. Six ground

classes were selected according to the geological map

Then (Ontario Geological Survey, 1984)(Table I). They are

p* = _q-+ Xp (2.4.4) free of vegetation cover.
I + X~

3.1 Equal Load of Information

To maintain the length of p, (2.4.4) becomes: Eigen analysis was carried out on te data set
consisting of 6 classes. Some of the results are

X +lX listed in Table 2. It is clear that there are consi-
P* =l1q - - p (2.4.5) derable differences among the variances of the ori-

ginal TM bands and if the first, second and third

2.5 The Fisher Ratio Statistical Analysis principal components are displayed in RGB colour

As discussed earlier, the results of the trans- space, the percentage of information on each channel

formation will be aftected by diflerent rotation will be also very different (Table 3). Therefore,

angles 0 and scatter adjustment factor k. In the fol- there will be a serious overbalance in RGB space. For

lowing, the Fisher ratio will be tested as a statis- comparison, eigen analysis was also performed on the

tical estimation of the effects of the transformation transformed data set Y (Table 4). Table 4 indicates

on classification. Let us suppose there are G classes that after the transformation, each new feature has

in the data set. The Fisher ratio is defined as the almost equal variance. Because of the existence of

ratio of the between-class scatter SI to the within- correlation among Yi, equal variance does not neces-

class scatter S2' sarily mean that each new feature has an equal amount
of information independently. Considering the first

F =S/2 variance contribution accounts to 87%, each element

G m of the first eigenvector can be seen as the informa-

5- l = n _- En2 tion load onto the total information from the corres-
g=l 1 = 1gg 1t ponding Y So, the first eigenvector suggests Y ,Y

G n m have approximately the same signif.cance in infor-

ng 2 mation space (Table 3). Accordingly, if Y is display-

2 = l(Xgk - Xgl) (2.5.1) ed in RGB colour space, a better balanced resultant
g=l k=l 1= 1  image can be expected.

tinder the projection transformation: Y=XV*(k),F value 3.2 Information Content after Transformation

can b calculated in the following way (4): first, Another important question regarding the trans-
define the within-class scatter matrix W and bitween- formation is how much information can be retained
class scatter matrix B as follows: through the transformation. When three bands are

W = (w )rxr selected for RGB colour composite, the information
pq contained in the composite can be measured- by the

G n product of three aigenvalues of variance covariance
g matrix of the three band which represents the volume

w = p (Ypk- P qgk qg) of the ellipsoid in feature space [1). Using this
pq g=l k=l method, the amount of information contained in the

original 4 bands, the results of first three compon-
B = (bpq)rxr ents of PCA, 3 band composite selected from the ori-

ginal 4 bands and the composite of Y , Y^ and Y are

G listed in Table 5. From Table 5, the fo1lowing con-

b = E n (Gpg - 7 )(7 - q). (2.5.2) clusions may be derived: Firstly, the transformation

pq g=l proposed is as optimal as PCA in terms of maintaining
information and very little loss is observed through

where, p,q 1,2,...,r, and n is the number of data this transformation. Secondly, any colour composite

points in class g. Then, g of three original bands has a considerable informa-

F = detB/detW. (2.5.3) tion loss. Thirdly, by examining Table 5, the rela-
tive information contribution of any of the origin-

Because Y is the function of rotation angle 0, Eq. al TM band can be dertved in the following way: Let
(2.5.3) should ba written as: I(B) stands for information contribution index of

F(0) = detB(O)/datW(O). (2.5.4) band B, then

In this research, the between-class scatter matrix is I(5):I(4) = I(7,6t5):I(7,6,4) = 1.26:4

replaced by the total scatter matrix
det((O)* 140))I(6):1(5) = 1(7,6,4):I(7,5,4) = 1.8:1

F(O) - det(B(O) + W(O)) (2.5.5)

detW(O) 21(7):I(6) = I(7,5,4):I(6,5,4) = 1.78:1

I(4):I(5):I(6):I(7) = 1:1.26:2.26:4.04. (3.2.1)
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In case of Mode 11, 3. EXPERIMENT AND RESULTS

tge1 = dI/I~qII, tge 2 = d2/IJqI, The method proposed-above has been applied to the

- d2 d2 tg02 (2.4.3) data sets collected on Sudbury, Ontario. In this ex-2 2 g 2 periment, only Quaternary geological problems were
2- dI dI - d2  tgoI - t82  considered. According to Boissonneau (1968), there is

a generalized glacial history and the experimental
Set 02= k01 then, area is part of a thinly drift-covered and wave-

washed bedrock upland containing isolated pockets of
tgk01  , t I(V1*P)V1 -pI glaciolacustrine and glaciofluvial deposits [7]. The

S tgko remote sensing data consist of Landsat TM data and
tgel - tg ll(Vl'p)V1II other geological and geophysical data set. Six ground

classes were selected according to the geological map
Then (Ontario Geological Survey, 1984)(Table 1). They are

p, q + . (2.4.4) free of vegetation cover.=I+ X

3.1 Equal Load of Information
To maintain the length of p, (2.4.4) becomes: Eigen analysis was carried out on the data set

consisting of 6 classes. Some of the results are
=q + Xp .-ll1k H (245) listed in Table 2. It is clear that there are consi-

pa + Xp1 12.. derable differences among the variances of the ori-
ginal TM bands and if the first, second and third

2.5 The Fisher Ratio Statistical Analysis principal components are displayed in RGB colour
As discus ed earlier, the results of the trans- space, the percentage of information on each channel

formation will be aftected by different rotation will be also very different (Table 3). Thearefore,
angles 0 and scatter adjustment factor k. In the fol- there will be a serious overbalance in RGB space. For
lowing, the Fisher ratio will be tested as a sratis- comparison, eigen analysis was also performed on the
tical estimation of the effects of the transformation transformed data set Y (Table 4). Table 4 indicates
on classification. Let us suppose there are G classes that after the transformation, each new feature has
in the data set. The Fisher ratio is defined as the almost equal variance. Because of the existence of
ratio of the between-class scatter S to the within- correlation among Yi, equal variance does not neces-
class scatter $2, sarily mean that each new feature has an equal amountof information independently. Considering the first

1 2 variance contribution accounts to 87%, each element
G m of the first eigenvector can be seen as the informa-

SI = g I ng( .- 1
)
2 tion load onto the total information from the corres-

g=l 1=1 g 1 ponding Y . So, the first eigenvector suggests YI,Y 2
G ng m have approximately the same signiffcance in infor-
E Z 2 (2.5.1) mation space (Table 3). Accordingly, if Y is display-

s= 2 I (XgkI -gl) ed in RGB colour space, a better balanced resultant
g=l k= 1=1 image can be expected.

Under ihe projection transformation: Y=XV*('),F value 3.2 Information Content after Transformation
can he calculated in the following way [43: first, Another important question regarding the trans-
define the within-class scatter matrix W and botween- formation is how much information can be retained
class scatter matrix B as follows: through the transformation. When three bands are

W = (w )rxr selected for RGB colour composite, the informationpq contained in the composite can be measured by the

G n product of three olgenvalues of variance covariance
- matrix of the three band which represents the volume

Wpq E (Y pgk- pg)(Yqgk - qg) of the ellipsoid in feature space [l. Using this
g=l k=1 method, the amount of information contained in the

original 4 bands, the results of first three compon-
B = (bpq)rx r  ents of PCA, 3 band composite selected from the ori-

ginal 4 bands and the composite of Y , Y and Y3 are
G listed in Table 5. From Table 5, the f0 lowing con-

b = z (y - yp)(g - ). (2.5.2) clusions may be derived: Firstly, the transformation
pq g=l g pg p qg q proposed is as optimal as PCA in terms of maintaining

information and very little loss is observed throughwhere, p,q = 1,2,...,r, and n is the number of data this transformation. Secondly, any colour composite
points in class g. Then, g of three original bands has a considerable informa-

F = detB/detW. (2.5.3) tion loss. Thirdly, by examining Table 5, the rela-
tive information contribution of any of the origin-

Because Y is the function of rotation angle 0, Eq. al TN band can be dertved in the following way: Let
(2.5.3) should ba written as: I(B) stands for information contribution index of

F(O) detB(u)idetw(u). (2.5.4) bad B, the,,

In this research, the between-class scatter matrix is 1(5):1(4) = 1(7,6,5):I(7,6,4) = 1.26:1
replaced by the total scatter matrix

I(6):I(5) = I(7,6,4):I(7,5,4) = 1.8:1
F(6) = det(B(0) + W(O)) (2.5.5)

detW(O) "I(7):I(6) = 1(7,5,4):1(6,5,4) = 1.78:1

1(4):1(5):1(6):I(7) 1:1.26:2.26:4.04. (3.2.1)
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(7) Burwasser G.J., 1979. Ontario Geological Survey TABLE 5
Report 181: Quaternary Geology of the Sudbury Basin
Area, District of Sudbury, pp 10-11. New

181 Ministry of Natural Resources, Ontario, 1984. The Data Set TM PCA Feature TM TM TM TM

Geology and Ore Deposits of the Sudbury Structure, Selected
Special Vol. No. 1, pp 57-82, Government of Ontario. Bands 7,6,5,4 123 123 7,6,5 7,6,4 7,5,4 6,5,4

FIGURE CAPTIONS Information
Index 594 434 434 337 267 148 84

I.A: The projection transformation with equal inform- The Ratio
ation distribution, to Index

I.B: Rotating V* to V*(60). (7,6,5,4) 1 0.73 0.73 0.57 0.45 0.24 0.14
2: Adjusting scatter by rotating data vectors.
3: Mean vectors for class 1, 2, and 3.
4: The Fisher ratio curves with different parameters.

TABLE 6.1 V*(O) Matrix Table 6.2 V*(45) Matrix

0.083 -0.462 -0.882 0.107 -0.844 -0.524
TABLE 1 -0.570 -0.737 0.338 -0.936 -0.245 0.213

-0.677 0.296 -0.247 -0.319 0.324 -0.634
Class Number of -0.458 0.395 -0.216 -0.102 0.351 -0.528

No. Samples Geological Formation

1 81 Onaping Formation, a variety of
heterolithic breccias TABLE 6.3 

TABLE 6.4
2 63 Onwatin Formation, carbonaceous

and pyritic mudstone Feature No. 1 2 3 Feature No. 1 2 3

3 48 Chelmsford Formation, wacke Variance 17.5 16.8 17.1 Variance 17.3 17.3 16.8

4 45 Sudbury Igneous Complex,
granophyre First First

5 Eigenvector 0.58 0.49 0.45 Eigenvector .58 .49 .455 63 Sudbury Igneous Complex, norite

6 55 Unsubdivided granitic rocks

TABLE 6.5 TABLE 6.6

TABLE 2
Feature Feature

Eigenvalue No. Figenvalue Variance Contriburion (W' No. 1 2 3 No. 1 2 3

1 45.15 85.48 1 1.0 1 1.0
2 .816 1.0 2 .787 1.0

2 3.69 6.99 3 .791 .842 1.0 3 .831 .831 1.0

3 2.61 4.94
4 1.37 2.59 TABLE 7 R Matrix with Different Scatter

Mode I Mode 11

TABLE 3
Feature No. 1 2 3 1 2 3

TM Band No. 7 6 5 4
1 1 1

Variance 25.63 16.14 7.95 3.1 k=1.5 2 .589 1 .646 1
First 3 .669 .669 1 .702 .723 1

Eigenvector 0.73 0.56 0.36 0.16 1 1 1
k=2.0 2 .389 1 .551 1

3 .502 .502 1 .602 .656 1

TABLE 4

New Feature No. 1 2 3
Variance 17.46 16.84 17.15

TABLE 8 Between-Class Distance Matrix
First
Eigenvector 0.57 0.49 0.45 X Data Y Dnra

Class No. 1 2 3 Class No. 1 2 3

1 0 1 0
2 4.09 0 2 6.42 0
3 1.51 2.59 0 3 2.44 4.05 0
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particular, the segmentation is a MAP estimate, the most probable pixel
ABSTRACT classifications given the multi-dimensional data. In the computation of

the optimal segmentation, a relaxation procedure is used which involves
A multi-dimensional (multi-spectral) image segmentation technique locally updating the segmentation estimate [51, [9].

is presented, based on a multivariate Gaussian mixture distribution The paper is organized as follows. In Section 2, the clustering
which includes spatial dependence through the incorporation of a procedure is described. The output of the clustering is essentially
Markov random field that governs the grouping of pixel classifications parameters used in the segmentation, which is described in Section 3.
into regions. Estimation of parameters for each component in the Experimental results are given in Section 4.
mixture, an unsupervised clustering problem, is performed using a
specialization of the EM algorithm, an iterative scheme for maximum 2. CLUSTERING
likelihood parameter estimation. The commonly used heuristic Isodata
algorithm is cast in this theoretical framework and is shown to be an The model used for clustering is given by the following normal
approximate method under a restricted model assumption; furthermore, mixture distribution, which is the marginal distribution at all pixel sites
a computational approach is presented which allows our more general of the multi-dimensional image data.
procedure to be employed with comparable efficiency. As the EM
algorithm is essentially a parameter-refinement procedure, which only . 1 -6 2

locally maximizes the likelihood function, good initial estimates for p(x) = k I (-1 E-, ( Xm- 'lk (1
parameters are crucial in obtaining satisfactory results. Two methods are k fl '/re.k m .,k
presented in this regard which involve incremental building of model
complexity: 1) a histogram analysis technique in which a smoothed ID
cluster histogram is parsed into a number of components based on where m indexes data dimension, x denotes (xn: all m}, k indexes the
inflection points; 2) a straightforward method in which a cluster or component; nk is a relative frequency or prior weight, where
maximum-extent cluster is replaced by a two-component mixture. The Z rik--l; gLm~k is a mean, am, a standard deviation. Note that the i.i.d.
segmentation estimate is optimal in the sense that, based on the statistical assumption relative to location in the lattice is relaxed in the
model, it is the most probable outcome for pixel classifications given the segmentation technique presented later.
multi-dimensional imagery. Our segmentation technique is being used Some words justifying the clustering model are in order. The
extensively in the building of a surface-material-class database from general aim is to represent the data using a probability distribution
Landsat TM imagery; practical experience with the method is presented. comprised of unimodal distributions, each of which corresponds to a

cluster of data. The data are described compactly by cluster
I. INTRODUCTION membership. A normal distribution provides a tractable, reasonable

unimodal distribution. Note that if the number of clusters is not
Methods for multi-dimensional image segmentation abound; upper-bounded, the model is perfect in the sense that each

surveys of previous work can be found in [7], [9], [12]. The goal of mu!ti-dimensional datum can be assigned an infinitesimally narrow
image segmentation is to extract a set of regions in which certain unimodal distribution centered on itself, resulting in the data having a
important characteristics are homogeneous. Kanade [ 12] divides likelihood of one. This of course is not a useful model, so the number
multispectral image segmentation techniques into three categories of components must be reasonably restricted. The model assumes a
comprised of: 1) those which use local spatial information for region diagonal covariance matrix for component normal distributions for
merging, 2) those which use spectral information (i.e., the spatially simplicity; the computational burden is relaxed considerably relative to a
independent dismbution of the multi-dimensional data) for region general covariance matrix. Furthermore, even if an independence
splitting; 3) those which use spectral and spatial information, assumption is not valid, the model is adequate if the marginal

In this paper a technique is presented with which we have had descnption affords inter-cluster statistical separability, In our view,
practical success, and which has a computationally efficient based on experiment, a compute-time/generality tradeoff supports the
implementation. It is based on computational techniques and a realistic model used here.
image model with sound theoretical underpinnings. The method is a
member of category 3), as it is based on a mixture distribution which EM Algorithm
incorporates spatial dependence. As is customary, each component, or
cluster, in the mixture is modeled using a normal distribution. Here, an The EM algorithm is a general procedure for maximum likelihooo
unsupervised clustering technique is used to estimate the number of estimation given incomplete data The specialization of the EM algorithm
clusters and the statistical characteristics of each cluster. One method applicable to the mixture estimation problem at hand is given by the
presented for parsing, or sub-dividing, clusters is a scale-space following iteration [16]
L '4i ext-,,t t..d,,.imnsi...
setting. Cluster parameters are refined using an iterative technique. The ;n)
spatia! grouping of pixels into regions, i.e., the classification of each k E p(k x11)
pixel as a member of a cluster, is governed by a categorically valued N2 J
Markov ra',dom field which has a multi-level logistic distribution [61. - = - . P(n-)(k I x j)
Image models using Markov random fields for segmentation and n - N 2 "
restoration in a single-image setting have been widely used [5], [6], [91, m rk N i

assigning a high probability to groupings of identically classified pixels. . (,n 
) N E(x . l P

The optimization criterion is based on a Bayesian formulation; in k
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where n indexes the iteration, (ij) indexes location in the image lattice dimension of the multi-dimensional data.
consisting of N2 pixels. x denotes (xmi : all in). Parameter estimates
for each cluster are in the form of sample statistics weighted by a cluster hk(Xm) = "2 Z p(k I xtj) (8)
membership probabnity, given by N (ij): XmJij= xml

(-)kI p(n- t)(x, I Q k) Note that this is a sufficient statistic for calculations in (2). ComputePpnn-)(k I k) ) (3) time is reduced because once the statistic is computed, the large sums
E p(nlt)(xi k) nk over ail (i,j) are replaced by small sums over all values of xm , for
k typical eight-bit images. Use of the statistic lessens the computation

where p(n), kS n lcarried out at each pixel site, the computation which dominates overall
where p I k) is the normal distribution of the mul- dimensional compute time. Additionally, in parsing clusters, the histogram statistic

data for component k, computed using the parameter set allows the use of scale.space histogram analysis in a multi-dimensional
(nk, Jmk, Omik (in ) obtained at iteration (n-1). Note k is interpreted as setting.
a random integer as well as an index to clarify the presentation; e.g., Scale-space histogram analysis is described briefly as follows.
p(k) could be used to denote nk. The convergence behavior of the EM The method performs a modal analysis on a ID histogram using
algorithm is that at each iteration, the likelihood function is increased, inflction points, zero-crossings of the second derivative, in a smoothed
more information in this regard can be found in [ 16]. The measure used version of the histogram. Initial estimates for cluster parameters are
to test for convergence of the EM algorithm is given by the relai.-d to the inflection points (xc) by
discrimination information [ 141 between mixture distributions at
successive iterations

I=2(n 2 (n-i) 2(n) 2 (n-t) nn= Jhs(x) dx
in k  

-0Omk )(k -m9.k)mk(-1 . .. IaT (xn + x. ) ; 'tn = I(xn+t - xd) (9)
+ 2(n) 2 (n-t) (n) (4

for n even, where hs0 is the smoothed histogram, and relative
Discrimination information between the model at one iteration and the frequencies are appropriately normalized. A Gaussian-shaped
prev ious one falling below a specified threshold signals convergence, smoothing kernel is used, because it has the attra,.tive property that the

It is worthwhile to note the relationship of this algorithm to the number of modes monotonically decreases with increasing kernel width
commonly used Isodata algorithm [71. The mixture EM algorithm is [31.
equivalent under the assumption that standard deviations and relative The method is applied to the multi-dimensional data by applying
frequencies are uniform across clusters, and when the cluster the technique recursively to the ID cluster histograms. The
membership probability is approximated by multi-dimensional data are weighted by the membership probability for a

cluster, and the weighted data are then histogrammed along a dimension
p(k I xJ) = I if k = arg m px p(k I x) of the multi-dimensional data, resulting in a cluster histogram to which

k histogram analy,ts is applied. If multiple modes are found, the cluster is
0 otherwise (5) subdivided according to (9) for that dimension; all other parameters

remain unchanged. The procedure is repeated, each time followed by
In essence, a hard decision about cluster membership is made at each EM iteration, for all clusters along all dimensions until all cluster
iteration by using the approximation, under the assumption that relative histograms are unimodal by the histogram analysis criterion, The
freouencies and standard deviations are uniform, this decision at each recursive process results in a powerful yet manageable method for the
pixel site is given by the cluster with its center closest in the Euclidean parsing of multi- dimensional clusters. An alternate interpretation of the
sense to the multx-dimensional datum. The members of each cluster then formation of the cluster histograms is as follows. The multi-dimensional
e,.Lh contribute to.. new estimate for their center to be used in the next data histogram bins are weighted by cluster membership probabilities.
iteration. The result is an empirical distribution of the cluster of multi-

dimensional data. The weighted bins are projected onto coordinate axes,
Cforming empirical marginal distributions.

The EM algorithm is a parameter refinement procedure. Initial Computational Considerations
estimates of parameter values are necessary, and the number of
components must be specified. In this section, procedures for building The computational impact of using the cluster histogram statistic
up the model by subdividing clusters is presented. The methods involve has been described. In addition, a look-up table approach is taken for
first assuming a single cluster, and then recursively subdividing, the calculation of cluster-membership probabilities, which are given by

A simple heuristic for subdividing is to divide in two the cluster
having the largest standard deviation, in the hope of obtaining a model ak (10)
consisting of compact clusters. The parameters of the subdivided cluster p(k I x, Eak
are related to the parent cluster by k

r - -l + X, (6) ak=exp 10960 - E 1( 0 .k + Xm.l.j - i.k 2

P- = P-7 ; 140 = 4+t- ;' ;r = '= n ( Or

where (n, p, o is the parameter set associated with cluster k along The elements of the sum in the exponent are precomputed before

dimension m, with sweepi.g the image, for each possible value of xn.i. For typical
eight-bit images, the computations comprise a small set, which allows

(m k} = arg max 0
,m.k (7) storage in a look-up table. With the remaining logarithm in ak

(mi.k precomptted, the computation of the cluster-membership probability at
each pixel site involves a number of sums, an exponentiation, and a

All other parameters remain unchanged. The relationship.(6) is such that division. The result is that the total amount of computation is
the two-component nuxture uistribution is equivalent to the parent comparable to that in Isodata, which makes our algorithm an attractive,
distribution up to the second moment. This sort of heuristic is more general alternative.
commonly used in conjunction with Isodata [17]. It is more attractive
here however, as standard deviations are an explicit part of the 3. SEGMENTATION
clustering model.

A second method for cluster sub-division is based on a The result of clustering is a set of parameters for each cluster in the
multi-dimensional extension of scale-space histogram analysis [3]. The mixture model. In this section the segmentation, the final hard decision
method (and implementation) is based on the following statistic, which about the cluster membership of each -iulti-dimensional datum on the
is an empirical marginal distribution, a cluster histogram for one image lattice, is presented. The model used for segmentation is identical
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to that used for clustering with the exception that the independence rule
assumption associated with marginal description of the cluster
membership of each pixel is relaxed. Toward this end, the enhanced [H. p(xij I kij)] p({kj})
model for cluster membership which incorporates spatial dependence is p({kj} I {xi,}) = U (16)
described. The optimization critenon is then derived based on the P({xl(})
model, and computational aspects of the segmentation algorithm are
presented. Note that as in the clustering model, the multi-dimensional data are

assumed independent given cluster membership, so that the joint
Multi-Level Logistic Model conditional distribution is expressed as a product of marginals.

However, the cluster-membership field incorporates dependence
The multi-level logistic distribution was proposed by Derin and through the multi-level logistic model of spatial interaction. Spatial as

Elliott in their work on single-image segmentation [6). The distribution well as spectral (in the case of multi-spectral data) clustering is
is conveniently presented in the context of Markov random fields, incorporated in the segmentation model. The choice of cliqne potentials
described through Gibbs distributions. The main utility of the Gibbs above associates a high probability with spatially compact regions
distribution lies in the fact that a random field can be described in a consisting of identically classified pixel sites. Note that the denominator
tractable manner in terms of local interactions which are in accord with in (16) has no dependence on cluster mimbership, so is simply a
desired behavior. After some preliminaries on general Gibbs models, normalizing constant which does not effect the maximization (15).
the specifics of the multi-level logistic model are provided.

The Markov property on a lattice is defined with respect to a Relaxation Method
neighborhood system {qlij), where Tli, denotes thL. neighborhood of
pixel sit ssTe Marker property is given by Direct computation of the maximization (15) is not practically

feasible, as it involves a search over all possible values of the

p i (wy w: (k.J)*(ij))) = p(w,, I (Wkl: (kI)erlij) (I1) cluster-membership field, which grows exponentially with N2 . A
relaxation method is therefore presented which involves iteratively
updating the cluster membership at each site. The update involves a localwhere (wj) is a realization of a general 2D field. A Markov random computation given by the following conditional distribution derived

field can always be expressed in the form of a Gibbk distribution [ I ] from (16)

({w) = e(- EV{ )) (12) p(xij I k) p({ki1})

pw} = ep c ({ }2 p(ki I {kx: (A) (ij)},{xij}) = 1 p(xj I kij ) p({kij}) (17)

where c is a set of pixels that are neighbors of each other, called a kii
clique; C is the set of all cliques; V((w,)) is a ctque potential which
describes the interaction among members of clique c; Z is a normalizing where the sum in the denominator is over all values of k,,. Note that the
constant. The relationship between the Gibbs distribution and the posterior distribution is Markov, so that the computation involves only
Markov property is demonstrated by the following. Consider the multi-dimensional datum and the cluster membership at site (ij), and

its neighborhood of cluster memberships. The calculation for the
p(w W ( i) P(W}) (particular multi-level logistic model used here involving only pair

1 p({W,}) dwtj (13) cliques is given by

where p((w,))) is given by (12). Note that the normalizing constant p(kij I {kj: ij) e 'j}, xi)) - [k11  (18)
and all clique potentials cancel with the exception of the potentials Z a[kii]
involving cliques of which (ij) is a member. This gives rise to the
Markov property (11).

The multi-level logistic distribution used here describes the atk1  { = x Z 2oc #N.0: (iJeij), (icle c, kK,=k 11
cluster-membership field, consisting of a set of cluster memberships, 4c: 0,J) . c)

one for each pixel site, denoted by (k,)); i.e., it is a 2D field of random Z 10 ,' kJ) +/I XWlJ - t1m.kj '21

integers which label clusters. Clique potentials are given by m ( 2 , O)kij ) ))

V({k~i) = -% if all kq in c are equal The elements in the first summation in the exponent are either 2ok or
c otherwise (14) zero, depending on whether the membership neighboring (ij) in the

clique is equal to kij or not, respectively. This results in a conditional
Only certain pair clique potentials are non-zero, which results in a field probability of an outcome kj which increases with the number of
Markov with respect to the eight nearest neighbors. Cliques andassociated potentials are depicted in Fig. 1. neighbors having membership kij . It is instructive to compare this

expression with (10), the clustering-model membership probability

distribution. It is identical with the exception of the first term in the
ch = {('J), (i l ) c = 0.7  exponent, associated with the distribution of cluster memberships

which, because of spatial dependence, art indexed relative to the imageSc, = {j).(ij) ;c = 0.7 lattice. The look-up table method of computation is employed here as
well.

neighborhood cd0 = (j), (+l1j+t) I ) = 0.3 The relaxation method is a deterministic version of the Gibbs
sampler [9]. The image is repeatedly swept, with replacement at each

Id = {(j), 0i+1-lj-) ; = 0.3 pixel site given by
ki; = arg max p(kij I {kij: (ij) e n1iji, xq) (19)

F8. 1. Clique potentials. kij

Oullltip , ii '"01 n the estimate which is the locally rmost nrobahle volse. Following the
relaxation procedure, the state of the cluster membership field converges

The segmentation is based on the MAP estimate, given by to a local maximum of the global posterior distribution (16). To avoid
imposing the time causality on the lattice, the site visit ordering is

{kij} = arg max p({ki,} I {x,)) (15) chosen according to the coding method (I]. The initial configuration is{k ) the maximum likelihood estimate under an independence assumption,
which is given by (19) with the conditional probability (18) modified by

which is the most probable set of cluster memberships given the set of setting the first term in the exponent to zero.
multi-dimensional data. The posterior distribution is given by Bayes'
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4. EXPERIMENTAL RESULTS

Practical experience with the method is demonstrated wit's a
surface-material-classification application to six-band Landsat 7hematic
Mapper (TM) multi-spectral data. Our method is currently being used in
this way to produce a database over a large geographical area.

Here, a (1383xl 125)-pixel area was extracted from TM Path 14
Row 30 which covers a study area surrounding Glens Falls, NY. The
tasseled-cap transformation [4] was applied to the image resulting in
brightness, greenness, and wetness images. This transformation is a
linear rotation which allows reducing the dimensionality of the data in a
manner appropriate for the sensor and the discrimination of natural
surface materials. Figure 2 shows the brightness image, which is
essentially panchromatic. A hybrid approach to image classification
combining supervised and unsupervised classifcation strategies was
taken. The approach involves the manual selection of training sets for
each surface material category. However, the distribution of each
category is not assumed unimodal; i.e., the clustering algorithm is
applied to each category. The clusters for each category are combined,
and the segmentation algorithm is applied. Figure 3 shows the
segmentation result, where the grey-level mapping is given by the
cluster mean in brightness. A total of 51 clusters are represented, each
of which corresponds to one of nine surface material classes of interest:
agriculture, urban, bare soil, open water, grassland, brush/scrub,
deciduous forest, coniferous forest, and mixed forest.

Accuracy of the surface material classification obtained using the Fig. 2. Brightness image.
segmentation was measured based on ground truth obtained from
1:15,840 scale SCS orthophotos, field notes and terrestrial
photographs. A 95% confidence interval was consLicted for the overall
classif ication accuracy according to [I151. The overall classif ication
accuracy with respect to the nine surface material classes was 86.8%,
which is good relative to other research using similar classification
categories [11], [18]. The agriculture, open water, grassland,
coniferous forest and mixed forest classes yielded the best results (82.9
- 95.6 %). The lowest classification agreement was for the urban (79.5
%) and brush/scrub (58.5 %) classes, which is attributable to their
consisting of relatively complex mixtures. More detail on this
experiment may be found in (2].

Summar
A new segmentation algorithm is described using a rigorous

statistical framework. The presentation includes the extension of a
histogram analysis technique to a multi-dimensional setting, as well as
the extension of results of single-image segmentation studies for
application to multi-dimensional data.
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Abstract. suiting from imperfect sensing of target and by spatially auto-

An adaptive reconstruction system has been developed correlated noise due to atmospheric attenuation of the signal.
to analyze sequential images observed at regular time inter- inage reconstruction algorithms are based on the premise
v,ls. A least-squaies linear predictor with escalator structure that a reasonable representation of the original image can
has been implemented in the new system. Using the predic. be recovered from a blurred, noisy version of the true target
tor. et imates of missing data or bad (possible cloud covered) value. The effectiveness of the algorithms depends to a great
data and spatial parameters at a specified time can be ob- extent on the validity of the image model. A statistical model
tained from pievious history. This algorithm iecovers from based on a general structure of the digital image process is
obset vatiois which are contaminated due to blurring and cor- proposed as one component of the reconstruction system to
ielated noise using temporally adapted spatial parameters. improve pictorial information for image interpretation.Kcjword ,. image reconstruction; adaptive system; spatial pa- imrvpctiainoaiofriagitertto.
rameters; Bayesian estimation; multispectral time pa- The original uncontaminated intensity which is one char-

series. acteristic of the physical processes of targets can account for
1. Introduction. random variation about the mean intensity that is inherent

During the last decade, a wide range of statistical tech- in the target characteristics. The new adaptive image recon-

niques have been developed for analyzing multispectral im- struction procedure is based on a multiple compound pro-

ages ini spatial context. However, statistical approaches to cess: (a) the mean intensity process is a Gibbs random field

mnultitemporal analysis of images remain largely unexplored, (GRF) (Georgii, 1979), (b) the original intensity process is

,although the temporal component contains abundant, useful a multispectral time series (Robinson, 1967) and (c) the ob-

imfoimwtioni. The evolution of technology is radically affect- servation process is a spatial-autoregressive model (Ripley,
ing the quantity and quality of data collected through iemote 1981). The feedback system, which combines three filters, is

sensing. It is now possible to continuously acquire images at outined in Figure 1. The algorithm can be summarized as

regular tihne intervals. Multitemporal features have usually follows. Given an image observation and a probability struc-

been exploited thiough artificial intelligence approaches. Re- ture of the process, the original intensity is restored in the

cently, there has been increased interest in the use of statisti- Bayesian restoration filter. The linear predictor yields the

cal multitemporal techniques in a spatial context. Khazenie least-squares prediction and the covariance structure of the

(1987) developed a contextual classification method which in- oiginal intensity for the next stage. The prediction is used

corporates coistarit temporal correlation, to esitimate the spatial parameters and the mean intensity,
In niultitemnporal image analysis, there is a high likeli- which aie required for the Bayesian restoration filter. The

hood that during at least one of the data acquisition periods linear predictor easily detects temporal changes in the spec-

the t,uget site coriesponding to any given pixel may be coy- tral behavior of sequential scenes, which is of primary interest

cel by clouds, thereby resultinig in missing data. Of even in many applications.
greater importance is the need to incorporate temporal vari- 2. Digital Image Model.
ation of the spectral component according to physical proper-
ties of targets and atmospheric changes into image processing The following assumptions, which can properly describe

tedhiques. These problems can be overcome by "automatic fundamenital nature of actual physical processes, are used for

unsupervised learning" in the reconstruction system through modelling the image proqess: (a) the original intensity pro-

an adaptive p)edictor. The new predictor, which provides cess is represented by a discrete multispectral time series, (b)
"fmt.e; oof 'niing o,.ervations and of adaptive spatial pa- a G(hlF characterizes the mean intensity procesi (1.)the. ,is-

raimeters, uses an escalator structure associated with "Gram- tribution of original intensity is acted upon by homogeneous

Schmidt orthogonalization" (Ahmed and Youn, 1980). With (shift-invariant) linear systems to produce a spatially orre-

this approach, it is possible to analyze a sequence o' images lated image, (d) the spatal-noise is identical over the image

as an on-hine piocess, space, (e) the temporal-noise is signal-depqndent andcbrre-

In digital ieniote sensing, the original distribution of ra- hated acioss spectral bands and (f) the noise is additive and

(iated intensity is modified by residual effects (blurting) re- Gaussian. It is assumed that the spatial dependency across
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Inlitial vatlues 1,~ ate idlent ical. rhe Iikeiihood equation for-thisi
struct tire is givenl iy:

inttcasiv covariince LINEAR (I-' + r,; 1 s's)x - r,;'s'A - r-11,
PREDicTOR ~ vliere S = AB. If 4), 1',1 1't s's and -&P,) < 1-(,y(-) dtiz

notes the spectral radius of -), then, (Pullmnan, 1976)
F 00

MEAN INTENSITY X= Z(lkQ l+ p). (I)
AND L=0

SPATIAL PARAMETER oiia
ESTIMATOR itntyInl practice, it canl be usually presumed that the signal-

nicanintenitylep~endent noise process is quite stable comipared to the spa-
s aitlcicn clYs tial noise pioc5ss of the whole image. In addition, the spatial
spatial eefiisBYSA structurc of imaiges is gcnn ally appIroximated by coefficients

variance RESTORATION which ate center-domninant, and pixels are correlated with
FILTERothers inl close sp~atial proximity. For this ieason, a suitable

choice of S wvould typically results in rapid convergence of
Observations the terms in (1), so X can be quite adequately estimated by

truncating the summation at small k. Hlowever, wvhen the co-
eficients are adaptively estimated, they sometimes turn out

Figure 1. Adaptive reconstruction system. to he too irregular to satisfy the requirements of the spec-

itme exhtibitedl in the physical behavior of targets is assitni- tral radius being within unit circle or of fast convergence. It
lated into the spatial component resulting fioni the residual maty b~e useful to apply anl iterative approach similar to the
effects and thne GRF textuted mtodlel. loizt-Jacobiait iteration method. Denote S'S = {SP-}, and

(on"Ider ai Sample imiage of d spectral banlds with a. set let Mo = (ill, = E-' + b ~ e block diagonal andl let
of indi(vs of I he pexels I,, = f 11). If I1k,,, X(t),, and Mi= {Afhj - S,*,i 0 j) be a block miatrix of wvhich

11t"ate vectors denoting the observation, the otiginal inten- all diagonal blocks are 0. With the convergence condition
!,it\ antd fte mnean intensity for the itt p~ixel at time t, for -y(M-1MI) < 1, thle original intensities are iteratively recov-

uIxi the image process is modeled as, ered: for the thl iteration,

D.,X0,i Z(,,, X~1,, P~),swltete %P = M-l(s'I''AY)+r1',u is the column vector with
t *1) i EL, ma~)IZ()-=X~)2i blocks of {%Pi'} which are vectors of order d. The condition

%%llate A-,~ and B, are the spatial coefficients associated with to obtain a unique solution are more relaxed than for (1).
the iIth and jtI ixlC~, and C" are the autoregressive
and1( niving-ax i age teitt1)orad coefficients associated with the 4. Estimation of Mean Intensity and Spatial Parame-
IIx th tl andt~ jilt timle-lagh. 6( I) anl 111( t), Ij ate independent ters.
Gaussian nioise \ectors. Tilhe d x d matrices of spatial cocf- Inl the p~roposed system, the parameters used in the
ficittts aite (diagonal, 'fempexal coefficientts are contained it) restoration of tlte original intensity are computed-adaptively
general td x d nmatrtces. If tile spatial coeffictents A = {A,j) frnitttsy 'leslelcedothbasofhepvos

ai- oportional to tlte telattve p~roximnity of the pixel pair. hitroftepcs.
thtent A = I - TD. The ptoxiinity inatrix D, whose diagonal ltstre ofte s~oesins. l-toni spesmdta
clett-t'tts ate all 7ero, is operated on by the diagonal tnatrix Isufac tnot sin appue acone i is prelt esumetat aon
T whticht Ias it blocks identical of d elemnents onl thme diagonal. tsura pachive sn iiely tbe anlsaiallyh non-
Trhe elemtents of p corresponding to thme identtical block deter- tengethand coeswiae nadigiall mage nayssthe tenot-
tttine the level and direction of sIpatial-ttoise autocorrelatioti eg htpxl hc r pailycoetgte edt
ini the cot rebpotiding spectral bands, It is coinnio practice to have tlte same class in whmich the mean intensities are densely

usetlts astij~tottto itn~lfy he ode fo tntheatial distributed is extremely implortant. The Bayesian approach
tractability. Block-tows of the blotting op~erator B = {Bi,} sepoe eent sint h et nest si h

at(Ittepixtntymttx {,) teiiaedb acicla- restoration of tlte original intensity. Thme GRP is used as a
anti piitt tonognn iatmea syt if te bounda y a iclr "Piastire to quatntify thle spatial continuity probabilistically,

odlic"'n ate ualvtknas "sohsi arcs"that is, to p~rovidIe sonic type of prior information of the mean
attl sull tket stoltstc tttrce."intensity prcss

3. Restotatiomt of Origimal intensity. For a probability structure of u, a class of Gibbs tmea-
surtes is specified with the energy futnctiom Ei,(p).' if

If the spatial coefficients and tile probability strutcture dentotes thme square of each of the elements,
of (.tt ptocess ate known, for the observatiott Y. restorationi fI
of tilte otigittal intensity is straightforward using the Bayesiatt EP;x - )"I c p 3
criteriotn. where ap, is a nionnegative coefficient vector which represents

Let X A'(y,I',,) and e -N(o,I' 1 ) wltete thle block- tile "bonding strength" between the pth and qth pixels, and
diagointl iatuix 1F,, = f{F,) atnd r, = {E,} ate tile covariance Cp denotes the collection of all pair cliques. A simple hornoge-
miatrices of tlte correspoit ngt? noise picss Tile 1', = neous GRPF is assumed in this paper. If the bonding strength
J ,) has~ a sigttal-depemdenit structutre, whlile thme blocks of is proportiomnal to tlte proximity of pixel pair in cliques and
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is constant acloss the spectral bands, the energy function is The likelihood is evaluated to choose a value ofp within the
then expicssed with scalar ct: bounds ±-1. Denoting cigenvalues of the stochastic matrix D

Ej,(jp) = anp'M,,p where M,, = I- Dp as (Ai), the first term is expanded
where DI, is it proximity matrix consistent with the neigh- 9 2 ' Is k

orhood system. The proximity matrix is again a stochastic log JAI = -:-p -1.\A -7J.
matrix with all diagonal elements being zero; for the periodic k .

Iounlaly, this matrix is block-circulant. If X - N(P, r,),
the MAP estiniation problem is reformulated as an optimiza- These cigenvalues are easily computed by the fast fourier
tion ploblei (Lee, 1989): transform and I, 5A < 1. If the function is searchedin the

nin (X - p)'1',1(X - p) + orp'Mpp region Ip < 1, the terms which are functions of-at least the
lia.,ed on the Iequiremient that the estimate p must fit the third power of the cigenvalues are trivial. Then, the optimil
data, t i optimal solution of p can be approximated by using value is equivalent to the solution of the equation
a matrix series expansion as in (1) if a value of some param-
eter of the distribution of the scaled distance is given. In p + (Oo - 2'u)p3' + (01 - 20uoo + ,Oo)p + (0o,';o - 0 10 1) = 0
oider to apply this apl)roximation to image processing prob-
lems, enough spatial variation in the charateristics of targets whtere
associated with the mean intensity should be existed so that Zo Ad Al, " = - ,,
I (oI',,) is sufliciently less than 1. Alternatively, the mean in-
tensity can iteratively be estimated with a supervised value ou "yP y, =  Y"DkDY
of a (Lee, 1989). Y'D"PDY' Y'DI'ZDY

The spatial coefficients B and p are usually considered
to be stationary over time in conventional approaches. This A simple line search cat find a zero point corresponding the
.tationarity ass.umption is not cons.3tent with many remotely maximum likelihood within the bounds of p.
sensed ptocesses where temporal changes in the atmospheric 5. Adaptive Prediction.
environmient significantly affect the spatial component.

Let Y be the observation process at the present time. The conventional matrix-oriented algorithms for adap-
It is complicated to estimate the coefficient T for a model tive linear prediction of multivariate processes are suscepti-
which involves TDY and TDBX. This model has a rather ble to numerical instability due to matrix inversions and cause
complex autoiegiessive structure. The autoregressive process "t an tine and storage complexity" for multiple line processes
can be simplified somewhat by taking S = {$Si} as an lade- 'Atuch as pixel-by-pixel image processing. An alternative ap-
peudent 1ramieter. Under this assumption, the interaction proach has bec implemented for the image reconstruction
aniong {,) is represented by a direct dependence of V. nn system of multitemporal images. The method based on the
{ 1 ,j - :} according to D and T, and S integrates the spa- 4orthogonal escalator structure" (Ahmed and Youn, 1980)
t ial i elationships of elements of X to explain Y. The spatial requires only scalar operations and less storage for the pa-
component is independent acioss spectral bands, so the pro- ramneter updating procedures.
cess can be treated separately in each band. Let Z, = {z) be a stationary zerb-mean multivariate

For notational convenience, the band index is omitted time series of order d. If the series is a linear autoregressive
in the following discussion. Given X, the log likelihood of a moving-average (ARMA) process of order (p,q),
spectral band is given by: Z, = CV + qt

it C ,pC9 ....c,,}
c+ oglJI-- oga!- 9 (AY-SX)'(AY-SX) (4){ , , , ,

C = {eij) is the d x K matrix and V = {v!} is the vector of
wlei e -., N(O,a2). Using the properties of the circulant aider K where K = d(p + q). A linear predictor of ARMA
matrix, SX = M S,, where the vector = {S . ... S.-i} (p, q) based on VV has the form
is a discrete form of the "shift-invariant point spread func-
tion" and the matrix M, is a circular form for arranging X OV1.
according to S. The dimension of Sc and M, can be reduced The adaptive coefficients are expressed as a function of time
according to the blurring neighborhood system, the order of due to their time-varying characteristics: Ct = {c}j}.
which is usually chosen to be low. The maximum likelihood Given the covariance matrix E' of V, there exists a unit
estimates of S, and a, obtained from (4) are lower triangular matrix L such that

A'= L~t V.
= (M'rM,)-M'AY and & - n- (Y'A'$1 AY) (5) The diagonal elements of A' are the characteristic roots of the

covariance matrix and the elements of the vector Wt =.L, =
".'r' 'I', I - M, (M, M,) - M, By replar.iug these e.q- {wi} are uncorrelated. The key feature of the algorithm is
timat.ts ii (4), the maximum likelihood estimate of p then a factorization procedure related to the unit lower triangle
maximizes trans.rmn. The matrix L can be decomposed into a product

2 of unit lower triangular matrices
log JAI - log('YIY - pTDY)'(1IPY - pPDY). L = rI.-- L

7'!
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(a) (b)

a. original pattern.
b. predicted imige. (d-(e)
c. image of esitniated mean intensity.
d. simulated blurred and noisy image.
e. recovered original image.

Figure 2. Results for a 64 by 64
simulated image.A

L ~ 1,11, J, 1j) at all anothci elemnts aie 0). in intltiteinporal piocesses over short observation intervals.

Uzaiig thle I rianguhar btructin c, 11" is obtained recursively Otherwise, its variation canl be adapted by fitting to a simple
polynomial function of time with "-xponential weight" be-

f rj cause of the independence of the mean intensity (Lee, 1989).
- .) 1,~ - , Wj j $ 1 andl ij 6. Examples.

IV,' rv' he new adaptive reconstruction system has beent tested
wit It simulation data. Figure 2 illustrates examples of the re-

U'sinig thle tdaptive least-sqtnares escalator piedictor devel- stilts for a simple simulation image. Thte data were generated
opled by Ahumed and Youn ( 1980), 1,1 canl be updated. Thle from autoregiessive stationary time series of second older for
adptive least-squitie" linear p)redlictor for the actual process 30 time steps and spatially contaminated according to the

Ze ten e~nts rom11waiti ntivelepesetaton f te fre-model given in Section 2. The original pattcrn of the whole
series was modlelled as a GRP of 3 classes. A full analysis for

cast u~ etlin ionthe results of the algorithm when applied to simulation data
= C, 11V = qv 1.and to satellite images will be presented a fort '-comiing paper.

The pillINI,(i .11V1' up(latedl Usiug a steepest descent, at)- Reference.
pioaclr (Ilnuig and Nleseshinitt,1984) according to

i.' 4' AIbiued, N. and Youn, D. II., "Oni a realization and re-
I) C~J ?1~lV;lated algorithm for adative prediction," IEEE. Trams.

= + (I )WJ, Acousi.. Speech, Signal Proc. Vol ASSP-2S, 493-497,
1980. Georgii, 11. 0., C'anonical Gibbs Measure. Springer-

where zl /\~' - 61 'wl. The convergence Verlag, llerlin, 1979.
rate xr and the bin'outlrrng lpaiainctel are bounded between Ilong. M. L. diad Messersclunitt, Adaptive Filters. Xiuwar
0 and 1, and genecrally chosen close to 1. The covariance ma- Academic Publil hers, Hinglram, 1984.
trix of Zt is lKlazenie, N., "Coartextual classification of rensotly sensed

EtZZ = CA~C.dat.. based on a spatial temp~oral correlation model,"
If te rcen daa cme ron a iffeent ditriutin, ll(- lke-Ph. D. Dissertation. Univ. of Texas at Austin, 1987.

lifheo rbetdt oefo ifiu itiuin h ie Lee, S., "Statistically based unsupervised classification and

"~ [lg + 2adaptive estimation in multispectral, multitemporal im-
-j- , (log A) age processing," Ph. D. Dissertation. Univ. of Texas at

qi~ ii;rllv ~o n, (-at be uised as a good tie Austin, 1989.

te( ion statistic foi the "unexpectedriess" of the recent data Pi'IIIjI, N. .. Aixl ihcory ILud Its Applicatsws. Marcel
Iloiits n th varancesens. Dekker Inc., New York, 1976.

'it -pixel intensity process after decoi ielating lie spa- Hipdey. 13. D).. Spatial Statistics. Wiley, New York, 1981.
tiat components is coiisidlee as it indepenrden~t ine tprocesses Rlobinson, E. A., Multichannel Time Series Analygsis with
where Zr coriespoiitls to X(I).. - pr~,i = 1,--.. I.'he lo- Digital Cosnpirter Programts. liolden-Day, San Fransico,
cal statiomiarity of the nme, itcirsity call usually be assumed 1967.
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ABSTRACT method will be examined in this paper.

Statistical multisource classification of remote sensing data and Our objective is to modify the method to take into account the
geographic information by means of a method based on Bayesian relativ, reliabilities of the sources of data involved in the classification.
classification theory is investigated. Extensions are made to the method This requires a way to quantify the reliability of a data source, which
to control the influence of the data sources involved in the classification becomes 4uportant when we look at the combination of information. The
process. Reliability measures are introduced to rank the quality of the foundation of the method for combination from various sources conse"
data sources. The data sources are then weighted according to these essentially of multiplication of source-specific posterior probabilities from
rankings in the multisource classification. Four data sources are used in all the sources involved in the classification. If any of the sources are
experiments: One is Landsat MSS data; the other three contain unreliable they can affect the outcome of the multiplication
topographic data (elevation data, slope data and aspect data). The data disproportionately and consequently increase classification error.
classes in the Landsat MSS data are treated as Gaussian but the data In this paper we investigate methods to determine the reliability
classes in the other sources -re treated as non-Gaussian. and define a corresponding reliability factor (weiglt) for each data source.
KEY WORDS: Classification, multisource data, global membership The reliability factors are then included in the classification process
function, reliability, weights. Experimental results are given.

1. INTRODUCTION 2. FUNDAMENTALS OF STATISTICALMULTISOURCE ANALYSIS
Computerized ;nformation extraction from remotely sensed

image:y has been applied successfully over the last two decades. The The method proposed in [1,21 extends well-known concepts used for
image data has mostly been multispectral data and the statistical classification of multispectral images involving only one data source. In
pattern recognition (multivariate classification) methods are now this method the various data sources are handled independently and each
widely known. Within the last decade advances in space and computer can be characterised by any appropriate model. The data in each source
,echnologies have made it possible to amass large amounts of data about is first classified into a source-specific number of 4ata classes. The
the Earth and its environment. The data are now more and more information from the sources is then aggregated by a global membership
typically not only spectral data but include, for example, forest maps, function and the data is classified according to the usual maxmuum
ground cover maps, radar data and topographic information such as selection rule into a user-specified number of information classes. The
"-vation and slope data. We may therefore have many kindq of data global membership function has the following form for the information
"I a different sources regarding the same scene. These are collectively class if n data sources are used:

,led multisource data. Fj(X) = [p(&.)J 1- I-p(w, Ix) (1)
We are interested in using all these data to extract more

information and get more accuracy in classification. However, the
conventional multivariate classification methods cannot be used where X = k1PX2,... ,Xn] is a pixel, p(uoi) Is the prior probability of
satisfactorily in processing multisource data. This is due to several W, and p(cxjls) is a source-specific posterior probability.
reasons. One is that the multisource data cannot be modeled by a This statistical multisource analysis approach is an extension of
convenient multivariate statistical model since the data are multitype. single-source Bayesian classification. However, the method as presented by
They can for example be spectral data, elevation ranges and even non- Swain, Richards and Lee [1,21 does not provide a satisfactory mechanism
numerical data such as ground cover classes or soil types. The data are to account for varying degrees of reliability. It is our belief that this
also not necessarily in common units and therefore scaling problems may problem can be overcome if reliability factors are associated with each
arise. It is also desirable to determine the reliability of each data source source involved in the classification. For this reason we will investigate a
.nd weight the sources in the classification, becamse all the sources are in modified version of this method by means of which reliability analysis is

general not equally reliable. This all implies that methods others than added to the classification process.
the conventional multivariate classification hay to Le used to classify
multisource data. 2. THE RELIABILITY APPROACH

Various ad hoc methods have been proposed to classify We want to associate reliability factors with the sources in the
multisource data. However, we are interested in developing more global membership function discussed above, i.e., to express
general methods which can be applied to classify any type of data. In quantitatively our confidence in each source, and use the reliability factor
particular, our attention is focused on statistical multisource analysis by for classification purposes. This is very important because it is necessary
means of an approach based on Bayesian classification theory which was to increase the influence of the "more reliable" sources, i.e., the sources we
proposed by Swain, Richards and Lee [1,21. An extersion of their have more confidence in, on the global membership function and

consequently decrease the influence of the "less reliable" sources in order
oThis rearct N s supported by the National Aeronautics and $pac '.dminstrstiot to improve the classification accuracy. The need for reliability factorsContrct No. NAGW-92 becomes apparent by looking at equation (1) where the global
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membership function i6 a product of prob.tiitih. riltt,41 t,, h The process of determining the reliability factors is a two stage
source. Each probability has vaIu. in the interval from 0 to 1. If i ny process. First the reliabilities of the sources have to be measured by some
one of them is near zero it will carry the value of the membership appropriate "reliability measure" and then the values of the reliability
function close to zero and therefore downgrade drastically the measures must be associated with the reliability factors in the global
contribution of information from other sources, even though the membership function.
particular source involved may have little or no reliability.

It is clear then that it is desirable to put %eights (reliability 8.1 Reliability Measures
factors) on the sources which will influence their contributions to Using the above understanding of a reliable source, three measures
classification. Since the global membership function is a product of are applied to quantify the reliability of a source: weighted average
probabilities this weight has to le involved in such a way that when the separability, overall classification accuracy and equivocation. All these
reliability of a source is low it must discount the influence of that source measures are related to the classification accuracy of the source.
and when the reliability of a source is high it must give the source
relatively high influence. One possible choice for this kind of analysis is to 8.1.1 Separability of Information Classes
use reliability factors as exponents on the factor for each source in the We call a source reliable if the separability of the information
global membership function. classes is high for the source. If on the other hand the separability of the

Let us now determine the contribution from a single source in the information classes is low, the source is not reliable. Therefore one
global s.,embership function. The global membership function for n possibility for reliability evaluation is to use the average statistical
sources is shown in equation (1). If one source is added to thise n sources, separability of the information classes in each source, e.g., average
i.e., we have n + I sources, the global membership function could be Bhattacharyya distance, average Jeffries-Matusita (JM) distance, average
written in the following form: transformed divergence or any other separability function (31. What kind

s+1 of average is used depends on what we are after in the multisourceFj(X) = [p(,))]-n l P(H Ix.) (2) classification. For instance, if it is desired to improve the overall
1-I cla.ssification accuracy the overall average is used. If, however, we are

If equation (2' is divided by equation (1) we get the contribution from concentrating on specific classes, a weighted average separability of those
source number n+l which is p(w, Ixn+I)/p(wj). This motivates us to information classes is used. Using separability with the Gaussian
rewrite equation (1) in the following form: assumption has the disadvantage that then it is usually necessary to

compute covariance matrices to estimate the separability. Covariance
F(X) = p(w)]- f{p(wj 1x,)/p(.)) (3) matrices do not always exist, e.g., for some topographic classes. Also, ifi-I the Gaussian assumption is not made it becomes more difficult to

compute the separability.
Now to control the influence of each source, reliability factors or, are

assigned as exponents on the contribution from each source. Therefore 3.1.2 Classification Accuracy of a Data Source
equation (3) with reliability factors is written as: Another way to measure reliability of a data source is to use the

F,(X) = P(j)I{P( Ixi)/P(2j )}a ' (4a) classification accuracy of the source. In this case a source is considered
reliable if the classification accuracy for the source is high, but if the
accuracy is low the source is considered unreliable. This approach is

where the C,'s (i = 1, . . . ,n) are selected in the interval [0,11 because related to the method of using separability measures in that increased
of the following reasons. If source i is totally unreliable (or,=0) it will not separability is consistent with higher accuracy. On the other hand there
have any influence on (4a) because is no need estimate covariance matrices to compute the classification

{p(wj Ix,)/p(wj)} ° 
= 1 accuracy so this approach is always applicable.

regardless of the value of p(wj Ixi). And if source i has the highest
reliability (cr=1) then it will give a full contribution to (4a) because 3.1.2 Equivocation

I p xStill another way to characterize reliability of a source is to examine
how strongly the data classes indicate information classes, i.e., by looking

It is also worthwhile to note that this method of putting exponents on the at the conditional probabilities that a specific information class is
probabilities does not change the decision for a single-source classification observed given a data class. All these conditional probabilities can be
because the exponential function p0 

is a monotonic function of p. computed by comparing the reference map to a classification map from a
Equation (4a) can also be written in a logarithmic form as: data source.

Assuming there are M information classes (W1 ,...s.} and m datalog Fj(X) = log PH) "classes {dI,...,dm), the conditional probabilities can be written as the m
a, log {P(wj Ixi)/P(%j)} (4b) x M correspondence matrix R, where R is:

where the reliability factors are expressed as the coefficients in the sum. P(w, Idl) p(w 2 Id1) p(wM Id)
These coefficients act like weights in the sum and control the influence of p(w1 Id2 ) p(w2 Id2 ) p(wm jd2 )
each source on the global membership function. Another way to see R = "[ ' (6)
this is to look at the sensitivity of the global membership function.
to changes in one of the probability ratios This can be expressed as:

____b_ _ (w IX.)/p(k ) [p(WIIdm) P(W2 Idm) P(,d)d )

F. (X) 1 p(w.jj Ix. ) /p(W, ) (5) Reliability can now be defined in the following way: If a source is optimal
in reliability there would be a unique information class corresponding to
each data cls. Therefore ideally one conditional probability in each row

and shows that (r, represents the sensitivity which implies that the value of R would be I and all the others would be sero. If a source were very
of ir will control the influence of source number i on the global unreliable, there would be no correspondence between the data ciasses and
membzrship function since a percentage change in the posterior the information classes; in the worst case all the numbers in the matrix
probability leads to the same percentage change in the global membership would be equal.
foinction, multiplied by ov. Now it is necessary to associate a number with the mati:v R to

Th problem is to quantify the reliability of the sources and define characterize the reliability. Using information theoretic measures [41 the
the reliability factors, {(,), based on the reliability of the sources. We information classes can be thought of as transmitted signals and the data
think of a source as being reliable if its contribution to the combination classes as received signals which must be used to estimate the transmitted
of information from various sources is "good", i.e., if the classification signals. Using this approach it can be stated that there is an uncertainty
accuracy i- increased substantially or more information is extracted by of ]og11/p(q Idj) about the information class W, when data class dj is
using this particular source, observed in a data source.
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The average loss of information can be calculated when the data Ground reference data were gathered for the area by comparing a

class dj is observed, which is given by: cartographic map to a color composite of the Landsat data and also

1_-j =comparing it to a line printer output of each Landsat channel. By this

H wpd~) j Id()log7) method 2019 ground reference points (11.4% of the area) were selected.

I P(" [Ii) Ground reference consisted of two or more homogenous fields (regions) in

Now we want to average the information loss over all observed data the imagery for each class. For each class the largest region was selected

classes d- This is the equivocation of W with respect to d and is denoted as a training region and the other regions were used for testing the

by H(wd): classifiers. Overall 1188 pixels were used for training and 831 for testing

H(w ld) = rp(d,)H(w dj) the classifiers.
To satisfy the underlying assumptions of the statistical multisource

1 algorithm we need to show that the data sources can be treated
-)_p(dj)p(- Id,){log } independently in the classification. We do that by looking at the

, j P(-"IJ) correlations between all seven data channels in table 2. The correlations
N]\'I( eI,, 1 between the sources are in all cases low, so we can treat the data sources

= p ,)o(8) as independent and use the global membership function in (4a) and (4b)

j pJ-,, 'd as the classifier.
H( 'Id) represents the average uncertainty about an information class Each source was treated independently in training. The data classes
over all the data classes. Evidently, 11(wId) is the average loss of in the Landsat MSS source were modeled by the Gaussian distribution,
information per data class and therefore deems to be a reasonable term to where the mean vectors and covariance matrices were estimated from the
associate with the reliability of a source. Since H(Wld) measures training fields. The other data sources have non-Gaussian data classes.
uncertainty, the lower value it has the more reliable a source is. There the histograms of the training fields were used to estimate the

Therefore, the equivocation is called an uncertainty measure rather than density functions for these sources.
a reliability measure. To be able to transform this uncertainty measure
into a reliability factor it first has to be mapped into a reliability Statistcal multsource classification was performed on the data with

measure and then associated with a reliability factor. varying weights (reliability factors) for the data sources. The results of

classification of the training fields are shown in table 3 and for the test

2.2 Association fields in table 4. The reliability and uncertainty measures introduced in

section 3.1 were used to rank the data sources. Looking at the

The values of the reliability (uncertainty) measures must be classification results for the specific data sources (in both tables 3 and 4),
associated with the reliability factors in order to improve the we see that the Landsat data is the most reliable source, elevation second,

classification accuracy. It is worthwhile to note that we only want to aspect third and slope the least reliable. This is the same ranking
include sources in the la s ip fuco i he presence of those indicated by the equivocation measure in table 5. (We cannot use the
sources improves the classification accuracy, i.e., we want the separability measures with the Gaussian assumption here, since some of
classification accuracy to be an increasing function of the number of the data classes in the topographic sources have singular covariance
sources. This is similar to feature selection but the difference here is that matrices.) In all the experiments the Landsat data were given the highest
the sources (features) are not only selected but also the contribution of weights while the weights of the other sources were varied.

each source to the global membership function is quantified. If we look at the classification of the training samples (table 3) we

Any of the measures discussed in section 3.1 gives a specific value see that by combining all the sources with equal weights we improve the
which should be mapped into a reliability factor on the basis of the overall classification accuracy to 74.2%, i.e., by more than 8% compared

strength of our belief in the contribution of the source to the classification to the best accuracy in the single source classifications (Landst MSS:

accuracy. The reliability (or uncertainty) measures take values in some to the weiatscon the single source s to a certM in

particular interval and it is necessary to know the (functional) mapping 87.9%). By lowering the weights on the topographic sources to a certain

between the values of the measures and the values of the reliability point we get the overall accuracy up to 78.0%. Therefore by changing the

factors. It is very difficult to find an explicit association function between weights of the sources we can improve the classification accuracy of the

the values of the reliability and uncertainty measures on one hand and training samples by 3.8%. This "best" result is achieved when the

the reliability factors on the other. The measures can easily be used to Landsat source has full weight and the other sources each have 40%

rank the sources from "best" to "worst" but it is difficult to determine the weight. It is also nearly achieved when the Landsat source has full

optimal value of the reliability factors. Ranking measures have weight, the elevation source has 50% weight, the aspect soucre has 40%

previously been used in consensus thcory [51 but th.t has mostly been for weight and the slope source has 30% weight, which is a wtieoting

linear opinion pool problems whereas in contrast the global membership suggested by the ranking of the reliability measures. Usng soi .n ther

function (4a) can be considered an independent opinion pool problem. weights suggested by the reliability measure- ilso gives a ve:y goo I result

In this paper the reliability and uncertainty measures will be used (77.8% overall accuracy). In general thW results in table 3 chow ti.at we
torank theisoues . ver al d t reliability ct res will b e used can improve the overall classification accuracy by discount;rt, the

to rank the sources. Several different reliability factors will be used in the influence of some of the data sources. In tOble 3 we also see that f we

experiments and we will investigate the relationships between the values discount the data sources too much. th. overall classification act ,racy
of the reliability factors and the overall classification accuracy after goes down, as could be expected.

combination of the sources. ge on scudb xetd

If we look at the results in table 4 we see vry simi.ar results to the

4. EXPERIMENTAL RESULTS ones in table 3. The reslts in tOble 4 Show the retults of th'!

classification of test fields and therefo"r Ahe rlassifi,;atioru acuracy is
The statistical multsource classification method was used to classify lower than in table 3. If the sonrc,.s all ha-'e equal weights, then the

a datasetconsisting of the following 4 data sources: overall accuracy is 56.0% which is up 2.9% from tlhe classifitation

1) Landsat MSS data (4 data channels) accuracy of the best single source (Landsat MSS: 5.i%). This is not as
much increase as in the case of classification of training data. Using

2) Elevation data (in 10 m contour intervals, 1 data channel) different levels of reliability we improve the o.erall classificatiou accuracy
3) t " l en . . ;SCT 1 , 8 'hann,.) #^ R0.Z whih is 4 Re more lrn with the -,al witht approach. We

4) Aspect data (1-180 degrees in 1 degree increments, 1 data channel) get this best result when the Landsat ource ha' full weight, the elevation

source 80% weight, the aspect source (0% weight and the slope source
Each channel is 135 rows and 131 columns, all co-registered. 40% weight. This particular wcightir.g is suggested by the ranking

The area used for classification is a mountainous area in Colorado. measures. 60.8% overall accuracy is very good for the classification of
It has 10 ground cover classes wi,ich are listed in table 1. One class is test fields in this area.
water; the others are forest types. It is very difficult to distinguish
between the forest types using the Landsat MSS data alone since the 5. CONCLUSIONS
forest classes show very similar spectral response. With the help of The statistical multisource an.Iysis method proposed in [1,2] and

elevation, slope and aspect they catn better be distinguished, modified in this paper worked well for combining multispectral and
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topographic data in our experiments. The combination of four data TABLE 3
sources gave significant improvement in overall classification accuracy
compared to single source clasification. Using different levels of weights Classification results of training samples for four
for different sources also showed promise in our experiments in terms of data sources and composites with various values of
inreae dioverall casosicatone acracy. Bn assigninpeiic ight s the reliability factor in statistical multisourceincrease in overall clsification accuracy. By assgning specific weight analysis. Here we combine the Landsat MSS,(reliability factors) to the data sources, overall clasification accuracy was elevation, slope and aspect data.
improved about 4% to 5% from the overall classification accuracy for
which equal weights were used.

* Percent Agreement with Reference for Class
Two of the suggested reliability measures were employed as ranking 1 e s a 1 2 3 4 5 6 7 8 9 10 OA

criteria for the data sou.ces. These worked well but the problem remains:
how to find the optimal weights for the data sources. A goal of current Landsat MSS 99 48 0 80 9 69 92 0 0 0 67.9
research is to frame this problem as an optimization problem and solve it elevation 100 0 0 23 17 13 98 0 16 20 58.4
by linear programming using the training samples. We are also slope 100 0 0 0 5 64 0 0 0 0 41.5
investigating different methods for modeling non.Gaussian data since the aspect 100 0 0 44 42 15 59 0 0 0 53.6
histogram approach applied in this paper is not considered sufficient. 1. 1. 1. 1. 100 98 0 35 35 80 100 0 0 0 74.2

1. .5 .5 .5 100 99 0 65 34 76 94 0 0 62 77.6
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Introduction, Springer-Verlag, Berlin, W. Germany 1986. *

4. C.E. Shannon and W. Weaver, The Mathemntical Theory of 1 e s a indicates the weights assigned to
the Landsat MSS (1), elevation (e), slore (s)Communication, University of Illinois Pres, Chicago 1963. and aspect (a) sources.

5. R.L. Winkler, "The Consensus of Subjective Probability
Distributions", Management Science, vol. 15, no. 2, Oct. 1968, TABLE 4
pp. ].81 ]7. Classification results of test samples for four

data sources and composites with various values of
the reliability factor in statistical multisource

analysis. Here we combine the Landsat MSS,
TABLE 1 elevation, slope and aspect data.

Class I Information Class ----------------------------------------------------
........................................... * Percent Agreement with Reference for Class

1 water 1 e s a 1 2 3 4 5 6 7 8 9 10 OA2 colorado blue sprutce ----------------------------------------------------3 mountane/subalpine meadow Landsat MSS 97 0 0 0 25 79 97 0 0 0 53.1
4 aspen elevation 100 0 0 20. 2 21 100 0 8 21 40.4

5 ponderosa pine slope 86 0 0 0 0 5 33 0 0 0 24.3
6 ponderosa pine/douglas fir aspect 95 0 0 15 1 6 19 0 0 0 26.7
7 engelmann spruce ----------------------------------------------------
8 douglas fir/white fir 1. 1. 1. 1. 86 0 0 25 35 92 86 0 0 0 56.0
9 douglas fir/ponderosa pine/aspen 1. .5 .5 .5 86 0 0 48 45 80 97 0 0 0 57.9

I0 douglas fir/white fir/aspen 1. .4 .4 .4 86 0 0 52 49 76 97 0 0 0 57.9
1. .3 .3 .3 86 0 0 54 51 63 97 0 0 44 57.4
1. .2 .2 .2 97 0 0 0 54 80 97 0 0 31 59.5
1. .1 .1 .1 93 0 0 0 54 76 97 0 0 26 57.3----------------------------------------------------

1. .8 .4 .6 100 0 0 51 38 84 97 0 0 0 60.8
1. .8 .1 .2 91 0 0 60 48 72 97 0 0 0 58.6

TABLE 2 1. .6 .4 .5 86 0 0 51 44 81 97 0 0 0 58.0
1. .5 .3 .4 86 0 0 54 48 74 97 0 '0 0 57.5

Correlations between the data channels. 1. .4 .2 .3 97 0 0 57 51 55 97 0 0 41 58.2
(1,2,3 and 4 are Landsat MSS channels 1 to 4, 1. .3 .1 .2 95 0 0 0 55 80 97 0 0 33 59.3
5 is elevation, 6 is slope and 7 is aspect.) ----------------------------------------------------

I of pixels 195 24 42 65 139 188 70 44 25 39 831
1 2 3 4 5 6 7

1 1.00 0.68 0.53 0.15 0.12 0.01 -0.08 1 e a a indicates the weights assigned to
2 1.00 0.50 0.20 0.13 0.02 -0.08 the Landsat MSS (1), elevation (e), slope (s)3 1.00 -0.04 0 .05 -0.05 -0.02 an!d n["p=ofl- Q iitre;,.
4 1.00 I 0.23 0.15 -0.17

5 I 1.00 0.17 -0.19 TABLE F
6 1.00 -0:0q
7 1.00 Equivocation of the data sources

Source Equivocation Rank

NSS 0.216955 1
Elevation 0.252676 2
Aspect 0.277244 3
Slope 0.289636 4
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OBSERVATIONS OF CLOUDS AND FOG
WITH A 1.4 MM WAVELENGTH RADAR

James B. Mead and Robert E. McIntosh

University of Massachusetts
Microwave Remote Sensing Lahoratory

Amherst, MA 01003

Abstract pable of producing 60 W pulses at a duty cycle up to 0.005. The
A portable 1.4 mm wavelength (215 0H1z) incoherent radar modulator consists of an internal Pulse Repetition Frequency

having 60 W output power has been developed by the Univer- (PRF) generator, a Field Effect Transistor (FET) switch, and
sity of Massachusetts Microwave Remote Sensing Laboratory. a high-voltage triode switch. The triode acts as a hard-tube
The short wavelength and high directivity of this radar indicate modulator that is capable of providing the high peak currents to
its usefulness for high spatial resolution atmospheric sensing of rapidly charge the EIO stray capacitance, while providing a flat
low reflectivity targets. The radar has sufficient sensitivity to pulse to minimize EIO frequency drift. The receiver front -end
detect -25 dBZ, targets at a range of I km. Measurements of employs a single-ended mixer driven by a 71.2 GINs InP Gunn
cloud and fog reflectivity were made for ranges between 36 and diode local oscillator through a frequency tripler. The double
47 meters which re, to our knowledge, the first such measure- sideband (DSB) noise figure of the mixer subsystem is 10 dB.
ments made by - radar operating at this wavelength. Herein An automatic frequency control (AFC) loop operating between
we describe the instrument, predict target detectability and give 1.2 and 1.6 GHz down-converts the signal lo 160 MHz, where a
preliminary results of fog and cloud scattering experiments, logarithmic amplifier is used prior to detection. Separate 6-inch

Gaussian optics lens antennas with scalar feed horns are used
System Destription to achieve high isolation (> 100 dlB) between transmitter and

receiver. A dual antenna scheme was chosen due to inefficiencyA block diagram of the 1.4 mni radar system is given in Fig- of circulators and transmit/receive switches at this wavelength.
tire 1. Table I summarizes the important parameters for esti-
mating overall system performance. The transmitter employs a
Varian VKY2429MI Extended Interaction Oscillator (El1) ca-

or OJT -- t00M9

KD- R 3.5W tfveAM
I H'XlrR '# SAMPL

D 14 
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" 
OW . N, ,X

TRI~r%., 53

+,24 V +1-150 V +107 KV -12.5 KV

MIXER L4 TRNSMITER
PVET RECEIVEOEzATS SVITH ITTo4 AmAT NNA NN

TRIGGER SYNC

OUT

Figure 1. Radar block diagram.
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Table 1. Characteristics of UMass 1.4 mm wavelength Tablh. 2. dB(Zc) and K, for Various Cloud Varieties and Fog
radar system. Cond Type .B(Z,) K, (dB/kin

. . . . . . .Stratu(' n is -8 2.8
Fog Layer -14 1.6

Transmitter Low-Lying Stratus -16 2.6
Cumulus Congestus 114 22.5

Center rrequency 215 Gliz Nominal
Peak Output Power 60 W
Pulsewidth 100-500 nsec
PRF 700 lIz-20 KHz +3C

Tuning Bandwidth 300 MlIz +20 12.0
Max Duty Cycle .005

50
N t.0

Antenna '-' 1.0 d//k,
0-

6"_ Lens 
'

..... . -10

3 dB beamwidth 0.64 deg 2
Gain 48 dB D -20

Receiver z -30
-40

Noise Figure 10 dB DSB

Ist IF 1.4 Glz -so
2nd IF 160 Mllz
Bandwidth Variable, 5--40 Mlz -so

Dynamic Range 70 dI . . .3 I 3 10 30

1.21 133 121 1350 12100 135000 1210000
RRANGE IN KM/ CELL VOL. IN CU. M.Range Capability

An approximate model for equivalent reflectivity factor, Z., Figure 2. Minimum detectable reflectivity versus range for sev-
of clouds and fog has beei computed using Mie scattering the- eral atmospheric loss conditions. Range cell volume
ory and an appropriate particle distribution model. Z, is used versus range is shown along abscissa.
instead of Z to indicate non- Rayleigh scattering at this wave-
length for particles larger than 100 micrometers. Using Deir-
niendjian's distributions several cloud types have been modeled
at 1.4 mm (Ulaby, Moore and Fung, Microwave Remote Sens-
Ing, Vo!. 1, pp. 290-309). Values for dB(Ze) are given in Table
2, along with extinction coefficient, Ke, for several cloud va- Measurements
rieties and fog. Atmospheric loss due to water vapor, L., is
typically 2 to 6 db/kin. Total atmospheric attenuation, La, can Measurements of fog and clouds have shown good agree-

be approximated by If t L,,,. ment with predicted performance. Near horizontal measure-

The radar range equation may be solved for Z, using the ments of fog with visibility varying between 300 and 800 meters

parameters given and assuming 10 dB of integration gain (100 were n -'.ie over a period of one hour. A range vs. time di-

samples). Solving for the minimum Z, as a function of range agram of fog reflectivity is shown in figure 3. Figure 4 is a

yields map of stratocumulus reflectivity versus altitude over a period
of 20 minutes. Significant backscatter was measured down to
ground level, indicating the presence of small numbers of non-

where Z, is the effective reflectivity factor in inma/m ' , R is precipitating hydrometeors far below tihe apparent cloud base.

range in meters and La is atmospheric attenuation in db-km.
Figure 2 plots minimum dlB(Z,) versus range for several atmxo-
spheric loss conditions. Also included is scattering cell volume
versue range.

Figure 2 highlights the capabilit' -,r this radar to detect Conclusion
very weak targets in comparatively small volumes. Applica- Both theory and preliminary measurements indicate the
tions of such an instrument include fine scale mapping of clear ability of this instrument to detect very weakly scattering clouds
air - cloud boundaries and mapping of entire fair weather cioids and log over moderate ranges.
or fog layers. Because of the extremely narrow beam (~ 1 meter
diameter at 100 meters range), this instrument is particularly
at tractive for fog measurements near ground level where reflec-
tions from terrain make such neasurements difficult for cen-
timeter wavelength radars. Periodic calibration targets along
the radar path may also be used to estimate propagation losses
in order to correct the measured reflectivity values.
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Figure 3. Range time diagram of fog reflectivity for near hor-
izontal path.
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Figure 4. Range-time diagram ofstratocumulus reflectivity for
vertically pointed radar.
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95 GHZ SHORT PULSE RADAR

E.A. ULIANA and B.S. YAPLEE
US Naval Research Laboratory

Washington D.C. 20375
(202)767-3443

N.C. CHU and M. NEWKIRK
Bendix Field Engineering

Oxon Hill, MD 20745

ABSTRACT

A two nanosecond, 95 GHz short pulse radar is being evaluated
as an enviromental remote sensor at the US Naval Research
Laboratory. The initial tests of the radar utilized a wavetank
where the water surface undulations can be controlled and monitored
and the measured radar backscatter can be directly related to the
surface manisfestations. Measurements were made with wind
velocities from no winds to 12 meter/sec, with look angles ranging
from nadir to 50 degrees. Preliminary measurements indicate that
for this short wavelength, the ao curve does not appear to fall off
as quickly. This paper will discuss the problems associated with
using millimeter waves as an enviromental remote sensor and some
of the results obtained.
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140 GHz SCATTEROMETER MEASUREMENTS

T. F. Haddock, e:. T. Ulaby and J. East

Radiation Laboratory
University of Michigan

Ann Arbor, MI
USA

Abstract - The goal of the University of Michigan millimeter-
waie radar program is to characterlie terrain scattering at 35, 94 polarization is determined by movable and fixed quarter-wavc
and 140 GHz. The 140 GHz channel of a truck-mounted plates, in the same manner as the transmit section. The RF signal is
scatterometer has recently been added to give the full desired down-converted using a tripled 45.33 GHz LO. Since the
operating capability. Two injection-locked 45.33-GHz Gunn conversion processes must be phase-coherent, the up- and down-
oscillators use triplers to supply the up- and down-converters, converter LOs are each injection-locked from a central dual-ended
Full polarization capability Is obtained through the use of Gunn oscillator running at 45.33 GHz. This arrangement gives a
rotatable quarter-wave plates. Real-time signal processing and phase-coherent LO of sufficient power to supply both up- and
data reduction takes place In an HP 8510A automatic network down-converters.
analyzer on the truck-mounted platform. Sample measurements
of the backscatter from vegetation and snow targets are given.

IIl. CALIBRATION AND PERFORMANCE
I. INTRODUCTION For each data set, measurement of a sphere of known size

The University of Michigan 140 GHz scatterometer system and range is used to generate the 401 VV and HH calibration
is the latest addition to the network-analyzer based millimeter-wave constants for each of the 401 frequencies in the 2 to 4 GHz IF band.
scatterometer system, a truck-mounted full-polarization VH and HV calibration constants are derived by measuring the
scatterometer that has been developed in support of a program to response of a shorted delay-line on a standard-gain horn pointed at
characterize radar scattering from terrain at 35, 94, and 140 GHz. the radar. Its rectangular aperture when oriented at 45 degrees off
Operation of the scatterometer has been described elsewhere 11, 2]. horizontal gives equal V and H returns for a pure V or H incident
Briefly, conversion from a swept 2 to 4 GHz IF to the millimeter- signal. These measurements are used to establish the cross-
wave RF frequencies is made in the front-end, allowing flexible polarization calibration constants. Sphere calibration is made on a
real-time signal processing by the remotely-located HP 8510A daily basis, but the standard-gain horn cross-polarization calibration
automatic network analyzer. An outline of the system is given in is more cumbersome and is made less frequently. Cross-polarization
Fig. I. The HP 8510 computer-control system allows vector error isolation of the system is typically about 15 dB, and this is checked
correction of system imperfections through its calibration at each system calibration by making cross-polarization
algorithms. The system has previously operated in this mode at 35 measurements of the sphere. For most natural targets, the cross-
and 94 GHz, and the 140 GHz channel i, its latest extension in polarized return at 140 GHz is only 3 to 6 dB below the like-
frequency capability, polarized return. Hence the cross-polarization isolation of the system

is quite adequate at 140 GHz. Noise performance of the system is
checked after each calibration by making measurements of the sky at

II. 140-GHZ SCAITEROMETER DESIGN typical target ranges. Table I lists the measured system performance
parameters.

A block diagram of the 140-GHz front-end is shown in
Fig.2. The transmit portion across the top and the receive portion TABLE I
across the bottom are driven by a common local oscillator (LO) Parameters of Truck-Mounted 140-GHz Scatterometer
chain. The LO consists of a 45.33 GHz free-running Gunn
oscillator, two circulator-coupled 45.33 GHz injection-locked Gunn
oscillators acting as amplifiers and two times-3 frequency RFFrcquencies: 138 to 140 GHz
multipliers. This combination provides a nominal output power of Transmit power: -4dBm
10 dBm from each multiplier. Other combinations of fundamental
oscillators, amplifiers or frequency multipliers are possible. This RF Bandwidth: 0 in 2.0 GH/,.
narticular combination provided the hest combination of

,Jf~aJUII4Ict arju cost. I ucnI.J :_- a f- c v qaan*Lt sj W ave I ims/.rcq.,,1, 10,., 201, ,01 1_

,late followed by a rotatable quarter-wave plate. A 90-degree
rotation of the movable wave-plate moves the electric field vector Polarization: VV, VH, HV, HH
:hrough 90 degrees to give either vertical or horizontal polarization.
The polarized signal is transmitted though a conical standard-gain lncidence Angles: 0 to 70 degrees
horn with a half-power beamwidth of 11.8 degrees. The received
RF signal passes though a 3.0 inch diameter lens-corrected horn Platform Height: 2.7 mctcrs minimum, to 18 meters maximum
antenna with a half-power beamwidth of 2.2 degrees. Receive Nise quivalent -20dB

rhis work was supported by ARO contract DAAG 29-85-K-0220.
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Stabiity: -0.2dB/hour autumn senescence. While the backscatter from ths canopy
decreased, the return from the exposed ground-cover increased to

Measurement give O values for the combined return that were approximately
Repeatability. - I dB constant in time, and at the level of the trees in their vegetative state.
Near Field Distance: 23 m This effect can be seen in Fig. 8, which shows 35 0Hz data over

the period from September 30, 1988 to October 14, 1988. The
Footprint min.- 1 3 m2  backscatter varies at most 5 dB over the senescence of the leaves.

max.: 13.6 m2  C. Backscatterfrom snow

Signal Processing: HP 851OA/8511A based In February and March of 1989 the MMP was used to take
data on snow at a site near Ann Arbor, Michigan. Figures 9 and 10

Output Products: receivedpowerversesrange(AR=c/2B) illustrate backscatter returns from wet and dry snow. Figure 9
shows the response of dry, metamorphosed snow with a crystal sizereceived power verses frequency (at fixed R) of approximately 2.2 millimeters, and Fig. 10 corresponds to fresh,
wet, unmetamorphosed snow, with crystal size of approximately
1.0 millimeter and a gravimetric water content of approximatelyFig. 3 illustrates the combined effects of stability and 1.9%.

repeatability of calibration of the 140 system over a diurnal cycle. While the angular dependence of the two plots is similar,
Repeatability of sphere measurements due to pointing only is there is a 4 to 5 dB level shift between the like-polarized responses
typically within + 0.5 dB. Variations are the cumulative result of of the dry and wet snow targets. At these frequencies snow is
system gain variation. ;nd sphere pointing errors Installation of predominantly a volurne-scattering medium, and the inrr'anod lo
controlled heater on the triple LO unit was required to get acceptable of the wet snow causes a depression in the response. For the dr
system stability, snow. the cms--pilari7ed respnnse is down from the like.polri7e,

response by about 4 dB, while for the wet snow the difference in

IV. OPERATION level is about 6 dB.

For most terrain measurements, a data set consists of VI. CONCLUSIONS
measurements of the backscatter coefficient 0 as a function of
incidence angle for VV, HH, and VH (or HV) polarizations. The The millimeter-wave scatterometer systems are used to
incidence angle is set by an elevation positioner located at the top of measure the backscatter of terrain surfaces and covers in support of
the truck-mounted boom. The target is scanned in azimuth to obtain the development of radar scattering models. The data shown in this
spatially independent samples. For each polarization configuration paper constitutes a small sample of a more extensive data set that
the number of independent samples is at least 50. Data is tabulated was recorded in 1988 and 1989.
as it is recorded and examined in real time.

REFERENCES

V. SAMPLES OF BACKSCAITER DATA [I] Ulaby, F. T., Haddock, T. F., East, J. R., and Whitt, M. W.,
1988, "A Millimeterwave Network Analyzer Based

Several types of terrain surfaces and covers were observed Scatterometer," pp. 75-81, IEEE Trans Geo. and Rem. Sens.,
by the 140-GHz scatterometer in 1988 and 1989. Sample results are Vol. 26, No. 1, January 1988.
shown in the next sections. [2) WhiRt, M. W., and Ulaby, F. T., 1988, "Millimeter-Wave

Polarimetric Measurements of Artificial and Natural Targets,"
N. Backscatter from Grasses pp. 562-573, IEEE Ians Geo. and Rem. Sens., Vol. 26, No.

5, September 1988.
The backscatter plots shown in Figs. 4 and 5 correspond to a

field of Amaranthus Retroflexus, a spiny weed about 50 centimeters
tall, commonly known as Pigweed, over ground cover of Stellaria
Media, a low ground-hugging weed, commonly known as Chick
Weed. Figure 4 shows the 140 GHz backscatter response for VV,
HH, and HV. Throughout this paper the "receive-transmit"
convention is used. As expected for such a medium, volume
scattering effects predominate and the VV and HH returns are
comparable to one another at all incidence angles. The cross-
polarized return is approximately 6 dB lower than the like-polarized ,, .,, .
return s. tl

Figure 5 shows the HH backscatter response from the same L- •
target at all three of the scatterometer operating frequencies: 35, 94, ,,,,
and 140 GHz. The target shows a weak sensitivity to frequency, - b2 H
exhibiting a maximum spread of 5 dB between the three curves. H

B. Backscatter from Trees ,MONs

Figurc ,Shows " In , .b'ckciati r f..,v,.
Macrocarpa deciduous trees, commonly known as Bur Oaks. This COMM*

data was taken on November 18, after the leaves had become ANAL-/"X
chlorotic, but not fallen off. The gravimetric water content was
27.0%. Figure 7 shows measurements of Thuja Occidentalis needle-
leaf evergreen trees, commonly known as Arbor Vitae, with a
gravimetric water content of 56.3%. Even though there is a
significi.int difference between the specific water content of these
trees, their 140 GHz backscatter coefficients are of similar
magnitude. Data was taken frequently on the Bur Oaks during the ig. 1. Block diagram ofimillimeter-wave scatteromerer systcm
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S.I l020il* X.11 V. ' ' Amaranthus Retrotexus over Stettarra Media

5 130464
5461 I1a -111.4 02,,-4.*11mol37

iF er 
212,*___________________________________

Fig. 2. Block diagram of 140-GHz scatterometer front-end.

Fig. 5. Measurements of the same target as in Fig. 4 at all thret
millimeter-wave frequencies. Polarization is HH.

System Calibration Constants (Fab 27828,1989) O uercus Macrocarpa with Dried Leaves

Z. 40 (Stavtng Noon Feb 27,1989) 7(But Oaks)
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Fig. 3. Repeated calibrations of the system against a 15-inch Fig. 6. Measurements of Quercus Macrocarpa trees (Bur Oaks)
diarn'Ier sphere over a diurnal cycle. The ordinate is time in hours, with dried leaves. Gravimetric water content 27.0%.
beginning with 10:00 AM, and the abscissa is the system calibration
constant, averaged over 401 frequency points.

AmaranthoS Retroievus over Stellarie Media "Thoja Occidentalis

7 (Arbor Vitae Trees)
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Fig. 4. Measurements of Amaranthus Retroflexus (Pigweed), Fig. 7. Measurements of Thuja Occidentalis trees (Arbor Vitae)
about 50 centimeters high, over ground cover of Stellaria Media Gravimetric water content 56.3%.
(Chick Weed). The gravimetric water content of the Pigweed was
37.7 %.
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Ouercus Macrocarpia with Leaves Drying 1

(Bur Oaks)

0 Wet Snow
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Fig. 8. 35 GHz measurements of the same target as in Fig. 6 as a
function of time during the senescence of the leaves. Incidence angle Fig. 10. Fresh, wet, unmetamorphosed snow, with crystal size of
s70 degrees foral.l mcasurcmcnts. approximately 1.0 millimeter. (',riwnetric water content 1.9 %

Dry Snow

'3

0 '0 2 0 30 4 0 50 So

Fig. 9. Dry, metamorphosed snow with Crystal size of
approximately 2.2 millimeters.



529

THE CRL MILLIMETER WAVE SCATTEROMETERS

Ken'ichi OKAMOTO, Toshio IHARA, Jun AWAKA, Hiromichi YAMASAKI, and Akira TAKAHASI

Communications Research Laboratory, Ministry of Posts and Telecommunications,
2-1, Nukui-kitamachi 4-chome, Koganei-shi, Tokyo, 184, JAPAN

ABSTRACT
A groundbased millimeter wave scat- 2.1 50 GHz CW-scatterometer

terometer developed at CRL is described with
preliminary experiments to measure backscat- The conceptual design of the total 50
ter of a soil called "Kanto" loam. The system GHz CW-scatterometer experiment system is
is a continuous-wave type scatterometer shown in Fig. I. It consists of a 50 Gliz CW-
operating at 51.35 GHz. The soil sample is scatterometer; a movable tower to carry the
spread uniformly, up to a depth of 30 cm, transmitter, receiver and antennas; an oc-
over an octagonal styrofoam box of about 2 tagonal styrofoam sample box, a turntable to
meter diameter. This box rests on a turntable turn the sample box; control console for the
and, during the backscatter measurement, is movable tower and the turntable; data ac-
rotated to get a large number of independent quisition personal computer; and subsidiary
samples. As a preliminary experiment, the instruments to measure the soil roughness,
penetration depth of the soil was measured. soil moisture content and the complex refrac-
We also have recently developed a 60 GHz tive index of soil. The characteristics of 50
polarimetric scatterometer which can measure GHz CW-scatterometer experimental system are
not. only the amplitude of scattering coeffi- given in Table 1. This is a bistatic radar
cient but also the phase difference between system with pyramidal horn antennas. The dis-
polarizations to construct the complete scat- tance between antennas and the targets is
tering matrix. Characteristics of the 60 GHz kept to more than 0.4 m to measure in the far
polarimeter are also given, field region of these antennas. The system's

51.35 GHz Ounn oscillator signal is radiated
.__I~n~tod uctLi Q! from the transmitter antenna to the target

through the cross-coupling filter, and vari-
A millimeter wave, short-distance radar able attenuator. The cross-coupling filter is

can attain high spatial resolution using introduced to change the transmitting
small size and light-weight instrumentation. polarization easily between the H and V
Although millimeter waves are attenuated by polarizations. A cross coupling filter
rain, they can sense into fog, smog or dust operates similarly in the receiver. The scat-
where light waves cannot penetrate. There- tered wave is received and mixed with the lo-
fore, short-distance millimeter wave radars cal signal produced by doubling a Gunn oscil-
are expected to be used in various applica- later signal of about 25 GHz to become IF
tion fields such as collision avoidance sens- signal of 475 MHz. Finally, the IF signal is
ing for automobiles, intrusion detection sys- then recorded as the received power through
tems or level metering for a blast furnace detector and log-amplifier The maximum and
and so on. minimum detectable powers are -25 dBm and -80

Data ol millimeter wave scattering coef-- dBm, respectively and the dynamic range is
ficients for various kinds of natural or ar- about 55 dB.
tificial objects are, however, very sparse in Soil surface roughness and moisture con-
comparison with those for microwave scatter- tent are two major parameters which affect
ing. As a first step to make a data base of a backscatter measurements. We measure the
various kinds of millimeter wave scattering backscatter while changing both soil mois-
coefficients, the Communications Research Lure content and soil roughness. To maintain
Laboratory CR!.) started tc dev!lcp .il- a quantitatively cnntrn!1abv t--rgct, back-
limeter wave scatterometers and perform scatter measurements are performed indoors.
preliminary experiments to measure scattering The soil sample is spread uniformly, up to a
coefficient of soil called "Kanto" loam, one depth of 30 cm, over the octagonal sample box
of the typical soils in Japan. This paper of about 2 meter diameter. Samples are
briefly describes the CRL scatterometer and averaged to get scattering coefficients at
some results of preliminary experiments, fixed incidence engles. It is theoretically

known that the number of independent samples
2. PreliminaryExp erimenLtsj__._y__50 Hz tCW- obtained by one rotation of the turntable is
sQALL-U RALt.mtr_ approximately expressed by [11,12]
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N = 4;RsinO[D (1) %0 soil.
The reflectivity under these conditions

Here R is the range between the scatterometer as shown in Fig. 3 can be approximated by an
and the target, 0 is the incidence angle and model, where tire radio wave is vertically lIn-
D is the antenna aperture size. The received cident on an infinitely large metal plate
power data are recorded digitally on floppy with the layer of soil of constant thickness
disk after 12-bit A/D conversion with sub- on it. The reflection coefficient can be
sidiary data suchi as incidence angle, table approximated as [31:
rotation angle and so on. The statist ical
processing of data is performed off-line r - exp(-j2kond)

2.2 Calibration 1'- [exp(-j2kond)

To cal ibrate the instrument, a metal tHere, k : wave number of rpdio wave in
sphere of diameter 35 mm was placed in the 0 the air,
beam at a distance of' 1.11 m. Table 2 sum- n : complex refractive index of' soil
marizes "esults from this experiment which (n = n1 - j.n2),
agree with theory to bet, fer than I dB. f : reflection coefficient of' soil,
During the experiment, the actual scattering d : thickness of' soil layer.
angle was not 180" (complete back scat tering) The reflection coefficient of soil is reclated
but 171 . Although uncertainty due to this to thc. complex refractivity of soil by:e
effect has riot yet been calculated, the error
will be expected to be small.

.- 4.1 r 1 41r12

2.3 Penetration d(ph oL the soil -lIrV 1 2 (1- 11r12)2

For the measurement of' scattering coof-
ficient of soil, all estimate of soil penetra- 2
tion depth is required. Therefore, an experi- ty ir' of soil used in this ex-
merit to measure soil attenuation charac- periment is about -13 dll as mentioned above.
toristles wats performed. Figure 2 shows the If we try to find value of n which satisfies
arrangement of expermcTit The scatterometer equation (3) and which best fits in the
was set, 1 m above the 1.1 m x 1.1 m flat, measured reflectivity, n takes approximately
aluminum plate plaevu horizontally ill the the value
sample box. The tranrmitter arid receiver an-
lenna beams wore ad'usted to satisfy a mirror
reflection condition. Under this condition, n= 1.52-jx 0.22 (4)
the reflected power was measured and used as
a reference for total reflection. A thin
layer of' "Kanto loam" soil was then spread
over the aluminum plate. The reflected power Using this value of n, we calculate the at-

was renmeasured varying the thickness of' the tenuation coefficient A (dB/mm) as

soil layer and referenced to the total
reflection condition. The moisture content
(weight) of soil was 46.5% and the density of A=8.686x27r/Axn2=2.1 dB/mm (5)
soil was 0.71 g/c in this experiment. The
roughness of' soil was estimated to be less 2
Lhan 0.5 mm, which is smaller than 1/8 of' The calculated reflectivity IY. and round
wave length of the 50 Gltz scatterometer (0.58 trip attenuation 2.d'A are shown in Fig. 3 as
mm), so the surtace of the soil can be con- the dotted and solid line, respectively,
sidered smooth from the Rayleigh roughness using the estimated value of' n. Although the
criterion. calculated y12 arid the measured reflectivity

In Fig. 3, measured values of relic- do not coincide in detail, we (-an say that
tiviLy (expressed in dB) are shown by open the round trip attenuation value for soil
circles, varying the thickness of the soil. with the thickness of 10 min is approximately
The horizontal bars attached to the open as large as 40 dB for the soil measured at
circles indicate measurenent errors in soil the experiment. Therefore, a soil depth of 10
thickness. The reflectivity decreases as the mm for' the millimeter wave scattering is
thickness of soil incr'e,',es when the .ayer is adequate unless the soil is very dry.
thin. However, the refectivity value begins
to oscillate when the thickness of soil be- 3. 60 GIz Polarime tricSc_atter'ometr Stem
comes about 1 mm. This oscillating behavior
can be interpreted as tLhe reflected wave from A 60 GIll polarimetric scatterometetr has
the soil surface interfering with the also been developed at CRL. This polarimetric
reflected wave from the surface of aluminum scatterometer is bas,--d on the network
plate. When the soil layer becomes thicker analyzer and is similar to the millimeter
than about 10 mm, the r'e lect ivity value wave nolarimetric scatterometer developed by
seems to converge to be a constant value of the Oniversity of Michigan 14]. The first
-13 dB. This means the reflection from the measuremen's with this instrument will begin
aluminum plate has disappeared arid reflection in the summer of 1989.
from soil surface has become dominant because ve show in Table 3 the characteristics
of the large attenuation of' millimeter waves of the 60 Oilz polarimetric scat terometer.
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This system can measure amplitudes and phase with moderate to high moisture content.
differences between HH-,HV-,VV- and VH- We would like to continue in experiments
polarized scattering coefficients which corn- to itasure the scattering coefficient of
pose all elements of scattering matrix. This "Kanto" loam as functions of incidence angle,
is also a bistatic radar and can therefore surface roughness and soil moisture content
measure not only radar backscatter coeffi- using the CRL millimeter wave scatterometers.
cients but also scattering coefficients for We also would like to measure the elements of
the combination of any incidence and scatter- scattering matrix for soil by the CRL
ing angles. Scalar lens horn antennas with polarimetric scatterometer. Finally we would
low sidelobe levels are used to reduce un- like to add that we have a plan to develop
desired signals from surrounding objects. A millimeter wave polarimetric scatterometers
frequency interval of I GHz is swept stepwise at 80 GHz and 100 GHz.
between 57 GHz and 58 GHz and a range resolu-
tion of 15 cm can be attained. Rfer(nces

(1) Kobayashi, T. and H.Hisosawa, "Measure-
ment of radar backscatter from rough soil

4. Summary and Future Plans surfaces using linear and circular
polarizations", Int. J. Remote Sensing,

The CRL millimeter wave 50 GHz CW and 60 6, 2, pp.345-352 (1985)
GHz polarimetric scatteromoter systems were
introduced. The result of an end-to-end (2) M.I. Skolnik, "Radar Handbook", McGraw-
calibration experiment for the 50 GHz CW- Hill, Chap. 25, pp.11-16 (1970)
scatterometer performed using a metal sphere
of known radar cross section shows that the (3) J.A. Stratton, "Electromagnetic Theory",
measured cross section coincided with the McGraw-Hill, New York, p.512 (1941)

calculated value of the • ss section within
the error of IdB. We show ome results of a (4) Uiaby F.T., T.F. Haddock, and M.E.
preliminary experiment t -asure the at- Coluzzi, "Millimeter-wave bistatic radar
tenuation coefficient o soil called measurements of sand and gravel",
"Kanto" loam. It was concluu.,J that soils IGARSS'87, Univ. Michigan, Ann Arbor,
below a depth of 10 mm do not affect scatter- pp.281-286 (1987)

ing measurements at 50 GHz or more for soils

Table 1 Characteristics of 50 GHz CW-scatterometer

Scat teromet.!
Frequency 51.35 GHz
Transmitter power 12.2 dBm
Antennas pyramidal horn antenna
Gain 22.3 dB
Beamwidth (3dB) 11.4' (E-plane), 13.2 (H-plane)

Polarization HH, VV, HV, VH
Maximum detectable power -25 dBm
Minimum detectable power -80 dBm

Tower
Incidence angle 0 to 90"
Height 0.8 to 4m

Tu rn!a bL
Rotation range 0 to 360 (continuous)

i Speed(variable) 3 rpmi(nominal)
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S50 GHz CW-scatterometer
Frequency 51.35 GHz

Transmitter power- 12.2 dlfm
Transmitter antenna gain 22.3 dBm
Receiver antenna gain 22.3 dBrn
Metal sphere radar -30.2 dBm2

~cross section
Distance 1.11 m
IReceived power(calcuJated) -52.8 dBm l
Received power(measured) -52 to -53 dBmI
L13ackrud power(measured) -75 d13m1 m

"Kanto" loam

Table 3 Cjhqaaceristics of 60 GI-z Polarime ter

i~requency 57-58 Giz lmiuTransmitter power 0 dllm 42 plate
Antenna.- scalar lens

horn antenna1.m
Gain 35.5 dB
IBeamwidth 4.7*(E-planie),

4.6*(H-plane) iFig.2 Arrangement for Measurement of
Polarization HH ,VVHV ,VI Soil Attenuation Characteristics
Network analyzer 11P8753A

-30

'90 Gliz CW-scatterometer N -20 I,

Surface roughnes
Moisture Content 4J I~
Complex refractiity '.''.

Movable Cr -10 -

tower

I , I t -

~::rurntar e .icknc= of So l!~-

Data
Conrol asusitiom Reflectivity (measured)

console sse--Reflectivity (calculated)
Round trip attenuation

(calculated)

Fig. 3 Relation between the ThicknessFig. 1 Millimeter Wave Scattering System of Soil (mi) and the Reflectivity (dB)
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MILLIMETER-WAVE PROPAGATION MEASUREMENTS
THROUGH CONIFER VEGETATION

D.L. Jones and R.H. Espeland
National Telecommunications and Information Administration

Institute for Telecommunication Sciences
325 Broadway

Boulder, Colorado 80303 USA
Telephone (303) 497-6295

FAX (303) 497-5993

Propagation measurements were made in the
Olympic National Forest of Washington State during
October, 1987 to examine millimeter-wave propagation
through conifer vegetation. Linearly polarized CW
signals at 9.6, 28.8, 57.6 and 96.1 GHz were used to
evaluate attenuation, cross-polarization and back-
scattering from conifer trees. Elevation and azimuth
scans were conducted for various transmitter antenna
heights and path lengths.

Very high attenuation rates (dB per meter of
foliage, were measured on the shorter paths, while
significantly lower rates were observed on paths
extending deeper into the forest. Results from the
measurements are presented and compared with data
gathered from similar measurements taken through
deciduous vegetation (F. K. Schwering, E. J. Violette
and R. H. Espeland, "Millimeter-wave propagation in
vegetation: experiments and theory", IEEE Trans. on
Geoscience and Remote Sensing, vol. 26, no. 3, pp. 355-
367, May 1988).
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MILLIMETER WAVE SCATTERING MODEL FOR A LEAF

K. Sarabandi, F.T. Ulaby, and T.B.A. Senior

The Radiation Laboratory, EECS Department,
University of Michigan, Ann Arbor, MI 48109

Abstract thzckness of the leaf is comparable to the wavelength.
At millimeter wave frequencies atypical leaf is a significant fraction of Leaves contain two types of photosynthetic cells: palisade

a wavelength in thickness, and its nonuniform dielectric profile may affect parenchyma, consisting of column-shaped cells in which most photosyn-
its radar scattering. To provide a simple and efflcicnt method for predicting thesis takes place, and spongy parenchyma, which consist of irregularly
the scattering, two types of physical-optics approximations are examined, shaped cells with large spaces between them. Because a large part of the
The firn approximates the volume polarization current by the current which vegetation material is water, its dielectric constant is strongly influenced
would exist in an infinite dielectric slab with the same profile, while the by the dielectric constant of water and the water content. For most leaves,
second (and simpler) approach employs the surface current which, on the the water content is higher in its upper layer (palisade region) than in the
infinite slab, produces the known reflected field. It is shown that the first under surface (spongy region). The sensitivity of the dielectric constant of
method is superior and predicts the scattered field to an accuracy which is vegetation material to water content is much greater in the lower part of
adequate for most practical purposes. the millimeter-wave spectrum than in the upper part of the spectrum, but

this is more than counterbalanced by the thickness to wavelength ratio.

1 Introduction The net result is that the sensitivity to dielectric variations is greater at the
higher frequencies.

Leaves are a key feature of any vegetation canopy , and in order to model 7b examine the effect of the nonuniform dielectric profile on the scat-
the scattering from vegetation-covered land, it is necessary to develop an tering properties of a leaf at millimeter wavelengths, we computed the
efficient and effective technique for predicting the scattering from a single normal incidence reflection coefficient ro of a two-layer dielectric slab
leaf. At microwave frequencies where a typical leaf is electrically thin and compared it with the reflection coefficient of a uniform dielectric slab
with lateral dimensions at least comparable to the free space wavelength whose dielectric constant is the average. The computation was performed
A0, several methods have been proposed (e.g. Le Vine, et at. 1985, Willis, for a leaf thickness of 0.5mm, and the water content ratio of the two
ct al., 1988], all of which are based on the physical-optics approximation layer was chosen to be 4 to 1, representing a marked variation between
ipplied to a uniform dielectric slab. In particular, if the leaf thickness is the upper and lower surfaces of the leaf. From the data in Table 1, it is

no more than about Ao/50, physical optics in conjunction with a resistive seen that when the two-layer slab is approximated by a uniform slab the
sheet model predicts the scattering at most angles of incidence [Senior, et
at., 19871 and can also handle curved leaves [Sarabandi, et al., 19881. ---

On the other hand, at millimeter wavelengths the thickness can be f (GHz) I z I2 I = r o  ro .l,
a significant fraction of a wavelength, and it is also necessary to take 35 1 20+i2i 6+i3 13+i12 0.74L6 0.78Z - 0.16

into account the internal structure of a leaf. At least two different types 94 6+i5 2+il 4+i3 0.59112 0.48127

of cell can be distinguished, and their differing water contents affect the 140 5+i4 2+il 3.5+i2.5 0.50120 0.34126.1

dielectric constant, leading to a nonuniform dielectric profile. T compute Table I:. Voltage reflection coefficient for a two-layer and average diciectric
the scattering at these higher frequencies, two different physical-optics slab
approximations are examined. The first of these employs the polarization
current which would exist in an infinite slab consisting of one, two or more
layers simulating the dielectric profile of the leaf, and this is referred to error in the reflection coefficient increases with increasing frcqueny, and
as the volume integral physical optics (VIPO) approximation. The second is as large as 4 dB at 140 GHz.
(and simpler) approach postulates a surface current which, for an infinite
slab, produces a plane wave identical to the reflected field, and this is the 3 Physical Optics Approximations
surface-current physical-optics (SCPO) approximation

There are two types of physical optic., appmximation that can be em-
2 Structure of a Leaf ployed. One is the surface cuent (SCPO) approach in which an infinite

dielectric slab is replaced by an equivalent sheet current that produces a
The structure of a typical vegetation leaf is shown in Fig.I. The type plawi wave identical to the reflected wave of the slat). This current isthen
and number density of cells may vary as a function of depth into the leaf used as an approximation to the equivalent surface current over the upper
which, in turn, results in a nonuniform dielectric profile. The effect of surface of a finite dielectric plate. Alternatively, the induced (volume)
-his nonuniformity becomes observable at higher frequencies where the polarization current in the plate can be approximated by the current in
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the infinite dielectric slab, and we shall rcfer to this as dic volume intc- P = Cei - 1) {l co- °"oA, -. )

gral physical optics (VIPO) method. It is mor accurate than the SCPO - l- - ) - ' A,

method, although the latter is more convenient to use for evaluating the h(&+,+ .,.) , o o , } (10)

scattered ield. 0ri(k,+,oeos9.)
To illustrate the two procedures, consider a dielectric plate consisting and

of a homogeneous dielectric of thickness d, and relative permittivity el koa
atop a second material of thickness d2 -d and relative pennittivity e 2. The X = -j-(sin 0. + sin 00). (11)

plate occupies the region - <y < , -A < y < A, and -d 2 < z < 0 as The far zone scattered field can then be obtained from (7) and written as
shown in Fig. 2, and is illuminated by an E-polarized plane wave whose
clectric vector is E' = --or SE( 0o) (12)

Es = ,sko (can - scas )  TOT

where ko is the propagation constant in the free space medium above and where S$(G,,0o) is the far field amplitude, and for the VIPO approxima-

below the plate. When the plate is treated as an infinitely extended slab, tion the result is

the electric field can be written as ShIP 0 = "ab sin X

E = (e-s ,os + reiko-)e't ,i-ov (0 _< z) R, 00 ) = y 7 (

E,,= (Bie-ih1s. + Ajeih")ei h°0Ain0 (-dl < z < 0) (2) In terms of the far field amplitude, the bistatic scattering cross section is
E,= (B2eC'k2: + A2Ce .')iko-no" (-4d5a < -di)
= Be t'e.'+ + 'o  (z _ .-d2 ) u(OsOo) = Lo I S(Go,0o) 12 (14)

where
,'.c SCPO approximation can be obtained by noting that the electric

ko, = ko cos eo, k i, = koV' Sin- s 8o curr., shect

fori = 1,2. If R, and R2 arc the reflct-an coefficients at the upper and 3 = -2YoCos oreo' inos6(z)Y (15)
lower surfaces where produces a plane wave identical to the field reflected from the dielectric

ko -, ki+ ko - k2 , i, When (15) is inserted into (6) we findad R1 = o, + kil' R2 = o, + k2."--"ikr sn

and ,scPo ~ y__ -i a_.inX(1A- ~ Yo ' T °'°a" -  (16
Tco-eo Gab--,

h*=I 2z 11+R 2ik;.(d-di)l1- R2 i(d:-di)
1 ho 2iX

S= 1* F -: {+ e -) { - e -  and the far field amplitude is then

application of the boundary condition at the three interfaces gives ^sCPo(.,. 0) - c 9o .sin (17)
B2ir con9ra--B1 =uo =4 y---41.do- -

C+ + tri6 A In+thd = d i it c
C= +-k°i In th(3 specular (0. = -0o) and backscattering (8,9 8o) directions it can

B2 = A2= _R B (4) be verified that (13) and (17) are identical, but in the other directions the
B2 = a,%,lk 1 -1?_) ( two approximations differ.

B3 = ei
(h
2
-
ko

)
d3 (I - R2)B 2  In the case of H polariation for which

and r C+R + C.e 2
lkidi H' = je'W( O.-..cog o) (18)

C+ + C-.j.
e
tckI.di' (5) the analysis is similar. With H. represented as shown in (2), the various

Given a volume distribution of electric current 3 in free space, thc coefficients (now indicated by primes) differ from those for E polarization

orresp iding Hertz vector in the far /one is in having kh. replaced by kh,/ci and k2, replaced by k,/12 everywhen:
except in the exponents. The induced polarization current then has twt

H : L J ie"" "d• , (6) components and is given by
J = -ioZo(ej - 1)(E.t + Es). (19)

and EmF) z -4k2f x t x /(f). (7) where E. = (i oej)- 1 ZOH,,/8z and E. = -(ikoej)' 1 ZoO8H,/8z have

the values appropriate to each layer (j = 1,2). The Hertz vector can be
In the dielectric slab the volume current J is the polarization current computed using (6), and for the scattered field H1, the far field amplitude

J = -ikoYo(ej - 1)EYS. (8) is found to be
V•O(e 0 k.oab sin X, ^"-si F). (0

where E has the value appropriate to each layer (j = 1,2), and when S71(T) = Y"OS 0cs M -ginF 2  (20)

this is inserted into (6) and the integration carried out over the volume where
occupied by the plate, we obtain the VIPO approximation. For scattering where
in the direction 9. indicated in Fig. 2 the expression for the Hertz vector );' = .fl .I 1  + ( ",,,hOs., 1/

VIPO = hk, koab sin X T A' 2 - Cos#,)
hor 4 (9) +h,.+&o"')" -+- $P' )B]), (21)

where i th3 .+hoB(

and
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F2' = sin 0off= 1 ) -,,- ... , A' - "'i.+&o°°,
4 B.] but as thc clectrical thickncss increases, the two approximations diverge

[ ,(ki.-kco.9.) 1 - (+,,hctoe,) in all directions except th specular and (for E polarization) backscattcring
+ [ Ac . dirctions. Although the VIPO approximation is more complicated, its ac-

- ,,(.+-o - C ()2 curAcy is greatcr, and the agrccmcnt with the moment method data is better
,(, e) B . 2 using a two-layer modcl than when a single layer of average permittivity

The SCPO approximation can also be obtained by noting that a mag- is employed.
,rctic current sheet of the lomri For most practical purposes it would appear that VIPO in conjunction

with an accurate dielectric profile of a leaf provides an adequate approxi-
"-2Zo cos eo'e' SlEo=6(z)9 (23) mation to the scattering at millimeter wavelengths. As our knowledge of

generates a plane wave identical to the reflected wave. Using this as th- the profile incrca.ies, it may be desirable to use a multi-layer model which

equivalent surface current on the diclctrnc plate, the magncic far field could even simulate a continuous, nonuniform profile, and a convenient

amplitude becomes way of doing this is described by Sarabandi, et al. [1989). We also note

that at frequencies for which the leaf thickness is comparable to Am/ 2

sC o,,o) = - I sinX(24) whete A,. is the (average) wavelength in the leaf, the scattering is greatly
= r y- . (24)oreduced at some angle of incidence, and because the permittivity is com-

As in the case of E polarization, the two approximations are idcntical plex, there is actually a range of angles for which this is true. Since the
in the specular direction, but (20) and (24) differ in all other directions reduction is accompanied by an increase in the field transmitted through
including backscattcring (0, = 0o) unless 0o = 0. the leaf, this could provide a means for penetration through a vegetation

canopy.

4 Numerical Results Acknowledgement

To illustrate the difference between the VIPO and SCPO approximations This work was supported by the U.S. Army Research Orce under contract

and to test their accuracy the two approximations have been compared with DAAG 29-85-k-0220.
the results of a moment method solution of the volume integral equation.
For a 2,Xo square plate of thickness d2 = Ao/4 with t2 = c = 3 + iO.1 References
and illuminated by an E-polarized plane wave at normal incidence, the two [I ] Lc Vine, D.M., A. Snyder, R.H. Lang, and H.G. Garter, Scattering
approximations arc compared with the moment method solution in Fit.. 3, from thin dielectric disks, IEEE Trans. Antennas Propag., 33, 1410-
and the superiority of VIPO is clear.

In the case of a thin plate the two approximations are indistinguishable. 1413,1985.

This is illustrated in Fig. 4 showing the VIPO expression (13) and the [2 J Sarabandi, K., T.B.A. Senior, and F.T. Ulaby, Effect of curvature
moment method solution for a 2A square plate of thickness d2 = ,o/50 on the backscattcring from a leaf, J. Electromag. Waves andApplics.,
for E polarization. The plate is a homogeneous one having e = 13 + i12 2, 653-670, 1988.
corresponding to the average permittivity at 35 GHz in Table 1. The SCPO
expression (18) yields the same results, as does a two-layer model having 13 1 Sarabandi, K., F.T. Ulaby, and T.B.A. Senior, Millimeter wave

the pcrnittivitics listed in Table I. Over a wide range of scattering angles, scattering model for a leaf, submitted to Radio Sc. for publication.

the approximate and moment method solutions arc in excellent agreement. [4 ] Senior, T.B.A., K. Sarabandi, and F.T. Ulaby, Measuring and
As the frequency and, hcncc, the electrical thickness of the plate in- modeling the backscatteong cross section of a leaf, Radio Se. 22,

crease, the superiority of the VIPO approximation becomes apparent and. 1109-1116, 1987.
in addition, it becomes necessary to take the layering of the plate into ac-
count. In Figs. 5 and 6 the simulated frequency is 140 GHz, but to keep [5 ] Senior, T.B.A., and I.L. Volakis, Sheet simulation of a thin diclec-
the moment method calculations tractablc, the plate has been reduced in tric layer, Radio Set., 22, 1261-1272, 1987.
size to 1.40 by 2A . The curves shown are for a two-layer plate having
d2 = 2d, = 0.5mm with el = 5 + i4 and C2 = 2 + i, and for a single [6 ] Willis, T.M., H. Weil, and D.M. Le Vine, Applicability of phy: al

layer having the average permittivity c,,g = 3.5+i2.5 (see Table 1). Since optics thin plate scattering formulas for remote sensing, IEEE Trans.

the accuracy of the physicai optics approximation increases with the plate Geosci Remote Sensing, 26, 153-160. 1988.
size, the agreement between the two-laycr VIPO approximation and the
moment method solution is remarkably good, and significantly better than
'f a single layer had been used

5 Conclusions

A typical leaf has at least two dielectric layers whose cells have differing Upper Cuticle
water content, and this produces a nonuniform dielectric profile which can
now affect the scattering. At microwave frequencies where the leaf is no Palisade
more than (about) Ao/50 in thickness, the nonumformity is not important, Layer

and as shown by Senior, et at. [1987) the leaf can be modeled as a resistive ME
sheet using an average value for the permittivity. At higher frequencies, Spongy 0 0 0 ,,0 0 00 0 A 
n

however, the thickness and structure of a leaf are more significant. At Layer 0 C) 0 o v - .

100 GHz and above a leaf is a considerable fraction of a wavelength in
thickness, and in spite of the reduced sensitivity to water content, the Lower Cuticle

nonuniformity affects the scattering.
For a two-laycr model of a leaf, the SCPO approximation has been

compared with the volume integral (VIPO) approximation. When the leaf
is thin the two approximations arc identical and in good agreement with
dita obtained from a moment method solution of the integral equation. Figure 1: The structure of a typical vegetation leaf.
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Figure 2: The geometry of the scattering of a plane wave from a two-layerI
dieleetric slab.
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ltgure 5: The bistatic cross sction ora 1-Ao0 x 2AD plate for E polarization
.0 with d2 = 2di = 0.5mm and f =140 Gflt at normal incidence: (-)

Moment method solution with cl = 5 + K4 f2 =2 + il, (- - -) VIPO with

'~~ - i N ~ 6  + K4 (2 2 + il, (-)VIPO with c2  l =3.5+J i2.5.
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Figure 3- The bistafic cross section of a 2AO x 2AO plate for E polarizatiot; V. *
with d2 = AD/4 and el = C2 = 3+iO.l at normal incidence: -)moment
method solution, (--)VIPO. -- )SCPO. -70 1

-90 -70 -so -32 -t0 10 30 50 70 90
Scattering Angie (Degrees)

1-igure 6: The Listatie cross section area of a I.AA2 x 2Ao plate for H- po-
larization with d2 = 2d, = 0 5mm and f = 140 0Hz at normal incidence:
(-) moment method solution with el = 5 + i4, 62 = 2 + il, ( . ) VIPO
with el 5 5+ 4 C2 2 2+il, (- VIPO with 62 CIL1 3.5 +i2.5.

r-.0 5 30 -t0 10 30 s0 70 90
Scattering Angie (Degrees)

i,,itre 4: The histatic cross s~ection area of a 2A0 x 2AO plate for E
polarization with d2 =. Ai,/50 and cn, = 13 + M1 at normal incidence:

(-)moment method solutioni, ( -)VIPO or SCPO.



538
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ABSTRACT

Using a truck-mounted scatterometer system, measurements were conducted to
study the backscatter response of tree canopies at 35, 94, and 140 GHz. The
measurements were made as a function of incidence angle at HH, W, and HV
polarizations for several types of trees and tree conditions. A second-order radiative
transfer model was developed using an azimuthically symmetric phase function
characterized by a narrow-lobed forward scattering pattern superimposed on an
isotropic background pattern. This approach yields a computationally simple model
that provides good agreement with the experimented data for both like- and
cross-polarization.
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SPACEBORNE TECHNOLOGY CONTRIBUTIONS TO HYDROLOGICAL STUDIES
IN THE CONTEXT OF GLOBAL CHANGE

Vincent V. Salomonson
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ABSTRACT 2. A BRIEF SUMMARY OF KEY ACCOMPLISHMENTS
TO DATE

Spacebome observations have become increasingly accepted for
studies of the hydrological cycle and for information that can be Spaceborne sensors have already made key contributions that
used in better management or assessment of water resources over establish the maturing of such observations for hydrological studies.
large areas. As data records are extended over long periods of time In the most elemental case, spacebome observations can be used to
using sensors that improve in their reliability and quality including observe the extent of hydrological features s, ch as snow and ice
radiometric calibration, the utility of spacebome observations will cover, vegetation cover, etc.. and the change in the extent of these
become increasingly evident. The Earth Observing System (Eos) features over time. As time has gone by, there has been an
concept being studied by NASA offers some real potential for increasing capability to extract estimates of volume, rate or condition
providing improved means and procedures for hydrological studies, of hyrologically related features from remotely sensed
particularly on a global basis, employing spacebome sensors and a measurements. Examples of such measurements include surface
comprehensive information system. Continuing emphasis needs to temperature, snow depth, or monthly rainfall estimates.
be placed on research exploring the interpretation of remotely sensed
observations through the assimilation and use of these data in Observations such as those just suggested have come, most notably,
models of hydrological processes. from sensors on the meteorological satellite series operated by the

National Oceanic and Atmospheric Administration (NOAA), theKey Words: hydrology, sensors, Earth Observing System, water Landsat satellite series operated by NASA starting in 1972 and later
resources management, data sets. by NOAA and the EOSAT Corporation, and the Nimbus satellite

series operated by NASA. In the last instance, the most prominent
I. INTRODUCTION example comes from the Nimbus-7 satellite which has operated for

approximately one decade starting in 1979. Other satellites and their
One of the central problems in the earth sciences is the question of attendant sensors are starting to complement the aforementioned
climate change. The question not only revolves around the systems. Examples are the SPOT satellite series operated by France
mechanisms of climate change and when and at what magnitude it is and the Meteosat series operated by the European Space Agency
occurring or will occur, but also the effects that anthropogenic (ESA).
activities may have in causing climate change. In the latter instance,
it is becoming increasingly clear that man is causing large changes to As these sensors compile consistent data sets over a number of
occur on the suface of the Earth and in its atmosphere. It remains years, the attendant observations become increasingly valuable with
to be seen what these changes mean in terms of providing an time. For example, observations of snowcover have been obtained
external forcing that will change the climate and cause a subsequent in nearly continuous fashion by optical television or radiometric
redistribution of resources upon which so much life and tt, sensors on the NOAA satellites since 1966 and, as limited only by
industrial, agricultural, and recreational activities of man depend. the evolving capability of the sensors and the techniques used to
The abundance of water is an aspect which distinguishes the Earth analyze and archive the data, serve as a data set to examine to see if
from other planets. However, our knowledge of the spatial and climate change is reflected (1].
temporal distribution of the water on the planet and the mechanisms
which cause the differences in this distribution is significantly At present the key NOAA sensors are the Advanced Very High
lacking. It is in tive that the hydrological cycle and its Resolution Radiometer (AVHRR) and the Tiros Operational Vertical
relationship to climate change be understood in order to appreciate Sounder (TOVS) system consisting of the High Resolution Infrared
the impact on the water resources of the Earth. Sounder (HIRS) and the Microwave Sounding Unit.These systems

have gathered observations of useful, radiometric quality since 1979The use of remote sensing from aircraft and spacecraft has or approximately one decade. Besides snow and ice cover, the
progressed sufficiently so that it is generally acknowledged that such extent of land cover types such as various kinds of vegetation cover
capabilities can and should be a component of any attempts to study [2] and cloudiness (which is related to precipitation) can be observed
global hydrological proccsscs. This paper Mill focus on the use of from the AVHRR. The TOVS observations, again extending frnm
spacecraft observations for such purposes including not only the 1979, depict changes in land surface and ocean surface temperature,
advances that have been made up to the present, but what may be cloudiness and radiation balance components at the top of the
realistically expected in the future, perhaps by the end of this atmosphere that are related to the dynamics of the hydrological cycle
century. In the latter instance, the focus will be on NASA plans for [3]. Selected high spatial resolution, regional observations from the
satellite remote sensing as it relates to the monitoring of the Landsat sensors over climate sensitive regions or features such as
parameters comprising the hydrological cycle and the water glaciers extend back to 1972. The Nimbus-7 satellite and the
resources of the Earth. observations exteming over nearly a decade from the Scanning

Multichannel Microwave Radiometer (SMMR) appear to be
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providing very useful observations of snow extent, snow depth and 4. BEYOND AND IN ADDITION TO Eos
wetness variability [41 and land cover or soil wetness changes that
complement the optical sensor observations such as those from the There is much that needs to be accomplished in addition to Eos inAVHRR [5]. order to fully understand the hydrological cycle of the Earth and to

make greater use of the advantages of remotely sensed observationsIn essence, it can be concluded that observations from satellites can from spacebome platforms. An example of a space mission that is
offer assured, dependable observations of the extent of land surface needed to complement the Eos is the proposed Tropical Rainfall
cover types such as bare soil, general vegetation cover types such as Measurinig Mission (TRMM) [13]. This mission would use a non-forest, grassland, and cropped areas plus the snow and ice cover sun synchronous orbit and radar and passive microwave sensors toand regions covered by water. Satellite sensors have shown make a better sampling of the diurnal variability of rainfall andconsiderable potential for observing hydrologically related subsequently provide a better understanding of the role of latent heat
conditions or states such as surface temperature, components of the release in the tropical regions. Focusing on this subject in theradiation balance at the surface or at the top of the atmosphere, and tropical latitudes will address some of the primary processes and
cloudiness as related to precipitation, but much remains to be done dynamics that drive the dynamics of the hydrological cycle.
to show how these, observations can be routinely used in models of
the general circulation of the atmosphere, including the hydrolc . d In a similar vein, in studies being led and managed at the Marshall
cycle, and in process or watershed models. Reviews of the Space Flight Center of NASA, advancements in geosynchronous
progress and state of advancement in these areas are available satellite systems are being considered. These advancements would
[6,7,8]. As the length of record increases, the opportunity to be put into place on geosynchronous platforms presently being
develop insights as to the the geographical extent and duration of scheduled to operate at the very end of this century or very soonclimatological conditions related to hydrological conditions after the year 2000. Key among the advancements being considered
increases. An example of such a situation is nicely described in is the inclusion of passive microwave observations. This would
conjunction with tropical cloudiness variations and subsequent undoubtedly provide some new observations that would offer neweffects on wet and dry conditions over large areas due to insight using the high temporal sampling capability offered by a
teleconnections in the atmosphere [9,10]. This simply reinforces the geosynchronous orbit. Key among the hydrological parameters that
point that spacebome remote sensing observations increase in their would be observed is rainfall.
utility and value as they are consistently and carefully acquired and
archived over increasingly long periods of time. It is imperative that well-planned and focused programs be

organized to study hydrological processes and better understand and
3. THE EARTH OBSERVING SYSTEM (Eos) utilize spaceborne remotely sensed observations. An exemplary

program being planned is the Global Energy and Water ExperimentThe Eos [eIon is a system employing many instruments to obtain (GEWE-X) 114] presently scheduled for the late 1990's,global observations that will be of use in extending observations approximately concurrent with the TRMM and Eos missions. Thissuch as those noted in section 2. The Eos systems are being experiment focuses, as can be overtly deduced from the title of the
designed to operate for 10-15 years and thus provide long-term data experiment, on hydrological processes and strongly coupled energysets that can be used for scientific and resource management studies. balance parameters. This, additionally, is quite an appropriate
Key among the sensors being planned for Eos are the so-called subject to address in conjunction with satellite observations in that it
facility instruments. The facility instruments that easily relate to focuses on the strength of remotely sensed observations in terms of
hydrological studies are those listed below: their fundamentally measuring radiance and fluxes emerging from

the top of the earth-atmosphere system. Another focus andModerate Resolution Imaging Spectrometer (MODIS) noteworthy aspect of this effort is the focus on models of
Advanced Microwave Scanning Radiometer (AMSR) hydrological processes and the importance of studying how
Atmospheric Infrared Sounder (AIRS) remotely sensed observations can be best assimilated, tested and
Advanced Microwave Sounding Unit (AMSU) studied, and, subsequently, better utilized or exploited for global
High-Resolution Imaging Spectrometer (HIRIS) meteorological and hydrological studies.
Synthetic Aperture Radar (SAR).

5. SUMMARY AND CONCLUSIONSThe instruments noted above will extend data bases referred to in
section 2 and enhance the possibility for better observing Many advances have been made in the use of satellite observationshydrologically relevant parmeters. The MODIS will extend the data for the study of the hydrological cycle. The major point made in this
record of the present AVHRR and be very useful for global snow paper is that a key advancement is the accumulation ofglobal
and ice mapping, vegetation cover mapping, etc. Ile AMSR will satellite observations over several years. These observations offerextend and enhance the capabilities presently represented by the improved insight as to the monthly, seasonal and interannualNimbus SMMR and the Defense Meteorological Satellite Program variability of hydrological phenomena along with the nearly
(DMSP) Special Sensor Microw.ve Imager (SSMI). The AIRS and synoptic, large area to global coverage that is advantageously
the AMSU represent a much improved capability over the present offered by spactbome sensors. Examples are the global extent of
TOVS system. Finally, the HIRIS and the SAR, in essence, extend snow and ice, cloudiness as it relates to precipitation, and vegetation
greatly the capabilities for high-resolution, regional surveys of dynamics that relate to the presence of surface moisture and
surface cover conditions as now provided over extended periods by evapotranspiration.
the Landsat Thematic Mapper and the Multispectral Scanner (MSS)
by providing spectral coverage spanning the electromagnetic The Eos being planned for the late 1990's should very appropriately
spectrum from the visible to the microwave region. Other facility extend and improve the data bases being accumulated by existinginstruments such as the Geoscience Laser Ranging System (GLRS) satellite systems. The Eos Data and Information System (EosDIS)and the radar altimeter (ALT) may also serve hydrological studies will be given the appropriate attention so that the Eos sensor data can
through providing more accurate and widely available topographic be effectively utilized. Furthermore, complementary technologyinformation for hillslope hydrology studies, as an example 1121. rffots such as the T.MM mission concept and modeling s.dies
bomne other principal investigator instruments under consideration having the objective of improving models so as to take advantage of
for flight and operation on the Eos may also provide improved, remotely sensed observations need to be pursued and encouraged.
important information about components of the radiation balance that In the latter instance, focused study efforts like the GEWEX are
drive hydrometeorological processes such as evapotranspiration. important in order to more completely understand the global

hydrological cycle and gain insights about the availability and
distribution of the water resources of the world.
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IGARSS 82 Abstract

Remote SensinO end Hydrolocy -The Commercal Prosoects

Much Is made of the value of remote sensing techniques to geological exploration and a great deal
of the remote sensing research effort Is centred upon agricultural crop Identification and crop.yield
prediction. Hydrology has a relationship to both elements. is there, therefore, a recognition of the
value of remote sensing to hydrology and Is there a commercial potential?

First, it Is necessary to look at tWe current satellite programme In order to Identify what data are
available, what forms they take and what are the future trends in Instrumentation. These are the
"tooVa' avallal,e to the hydrologist.

What are the problems that the hydrologlsts want to solve; where can remote sensing provide a

Commerci 8 as oepos to where does the rseah intorst 109?
Given the tools end the requirements, Is there a genuine commercial potential? Indeed, how do
you measure commercial potential: In terms of revenue to a specialist service or value added In-
duetry, or In terms of savings and benefits to the user, or both? Is it possible to estlmate the mar-
ket potential?

It Is believed that a commercial potential does Indeed exist and that remote sensing offers the hy.
drologist an Invaluable tool now for much of their work and could be essential In the future. If this
Is true, Is the hydrological community doing enough to make sure its voice Is heard and Its require-
ments met In future satellite development?

In order to assess this situatlon, It Is necessary to look at some known projects which have pro-
vided a commercial benefit to hydrology. This paper will provide selected case studies to demon.
etrete such projects

JW. Trevett, President ICRSDT
Associate DIrector
Hunting Technical Services Limited
Thameefleld Mouse
Boundary Way
Heml Hempstead
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COST-EFFECTIVENESS OP LANDSAT TM CLASSiFICAION BY OPERATIONS STAFF

S.-L.R. KONRAD & R.S. ,EMPEL

Ducks Unlimited Canada
1190 Wavorley Street

Winnipeg, Manitoba, Canada
R3T 2E2

(204) 17-1760, FAX (204) 452-7560

ABSTRACT

In 1985 NASA completed its feasibility study for Ducks Unlimited (DU) on
the use of Landsat thematic mapper (TN) data for mapping wetlands. With
the launch of Landeat 5 ensuring a snurce of TM data for several years, DU
began utilizing TH data to inventory wetlands i the Canadian prairie
pothole study region (650,000 km' or 250,000 mi ). In ooapletln& this
Inventory and signing the North American Waterfowl Management Plan (NAWXP)
in 1988, focus is now toward meeting upland habitat objectives. The
approximately 250 spectral classes generated by the unsupervised
.Kimum-likellhood classifier for each scene Gre already In place for

creation of an upland Inventory.

To provide data in the tie frame required by the IAW14P planners, Ducks
Unlimited Is decentralizlng Its image procesing capabilities.
Mioro-ocomputer work stations will be established In priority areas, where
operations biological staff can apply their expertise and knowledge of the
habitab when classifying scenes. The purchase and Impleaentation of these
stations is cost-effective when compared to broad scale acquisition of
colour infrared photography at 1:10,000, 1:20,C00 or 1:50,000 scales.

The economic values of decentralizing DUI's image processing operation are
fiva-fold: i) ground-truth knowledge and materials are acre readily
available; hence image classification is very reliable, 2) data processing
is more efficient, 3) user needs can te Identified more readily,
4) graphi:s display is available to users during habitat evaluation and
planning, and 5) greater flexibility exists for cost-sharing cooperative
aereements with other resource agencies, thcreiy maximizing resource
dollars.
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DIGITAL IMAGE PROCESSING OF MULTITEMPORAL LANDSAT DATA
AND ITS APPLTCATIONS IN GROUND WATER EXPLORATION

C.S.S. Reddy, D.J. Campagna and D.W. Levandowski

Department of Earth and Atmospheric Sciences
Purdue University

West Lafayette. IN 47907, USA

ABSTRACT tion, and proper management of ground water.

This research is concerned with developing a pro- In the last two decades, there have been several
cedure for ground water exploration based on digital investigations into the application of remotely sensed
image processing of multitemporal Landsat data. data for ground water exploration. However, much
A test site located south of Tucson, Arizona, was of the previous work has been typically concerned

selected tv develop the methodology. Three MSS with the visual interpretation of various types of
(LANDSAT 1) and a TM (LANDSAT 5) subscenes repre- remote sensor data. For example, aerial photographs
senting different seasons were geometrically recti- are routinely used in preliminary ground
fied, coregistered and corrected for sun ze,ith water inventories,
engle and changing illumination effects between
dAtes. The major thrust of the research was directed Recently several studies have concluded that satel-
towards vegetation and drainage texture analysis. lite imagery also can provide valuable information
Vegetation mapping was based on multitemporal analysis which can be used as a "regional guide" for ground
using orthogonal image transformation techniques. water prospecting, based on visual analysis of land-
Greenness indices of three seasonal data sets were forms, geology, structure, vegetation, drainage den-
.alculated using the Gram-Schmidt sity, etc. However, visual interpretation procedures
ortb~oonal process and combined to fors a three are often subjective, time consuming and cumbersome.
band m, lticemporal vegetation image. Principal
component analysis of this image led to isolation The objective of this research was to develop a pro-
of "dynamic" (crops, etc.) versus static cedure for ground water exploration based on digital
(phreatophytes) vegetation types. A vegetation image processing of multispectral Landsat data which
anomaly map was obtained by classifying these data paralleled the techniques developed for visual
types. Landsat data (TM bands 4, 5, and 7) were analysis. A test site located south of Tucson,

transformed to produce a texture image which is Arizona (Figure 1) was selected to develop the
useful in detecting and enhancing drainage texture methodology. It is planned to apply the ;echnique
patterns. The texture image was classified into to a study of an area in the Mandaaur district of

five distinct hydrologic units, based on their rela- Madhya Pradesh, India. Only the results obtained
tive permeability values, for the Tucson test site are reported at this time.

These results, supplemented with other study
elements, such as lneaments and geomorphological Three MSS (Landsat 1) and a TM (Landsat 5) subscenes

maps, obtained from digitally enhanced Landsat data of the Tucson area, Arizona, representing diffetent

were integrated in a GIS based analysis. A final seas,ns were used:

groyd water potential map was obtained by com-
binig "weighted" input GIS files. Path Row Date See ID

38 38 21805 81930171205G0
keywords: Ground water, LA.;DSAT, Digital processing, 38 38 -4/13/73 81264172835O
fultitemporal., 38 38 I22 81030172715G0

38 38 1-2-/7/85 75-064617261X0
INTRODUCTION

In recent years, there has been an increasing demand
CV 6Luu11d wdLr bupplies because of soci-economic PREVIOUS iltiqu.Jbu

and industrial developments in most of the Third
World countries. In this decade, many parts of Previous investigations using visual analyses tech-
the world have experienced qevere droughts which niques on aerial photographs and Landsat images have
have resulted in the further depletion of existing noted the surface features of particular importance

ground water sources. This has given rise to a in ground water exploration are vegetation, drainage

need for development of time and cost effective density, and lineaments (fracture patterns).

techniques for the exploration, judicious exploits-
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Vegetation IMAGE ANALYSIS

In a comprehensive investigation on plants as indi- Preprocessing and Image Registration
cators of ground water, Meinzer (1927) cited numerous
observations on the relation between the depth to The data for the three MSS and TM subscenes repre-
the water table and the occurrence of certain plant senting different seasons were geometrically recti-
species in arid regions. He concluded that this fied and co-registered to facilitate temporal
relationship can be a useful key for ground water analysis.
prospecting.

In addition to normal bad line corrections and
Taranik et al. (1976) outlined a visual interpreta- rescaling, a correction for sun zenith angle effects
tion procedure for delineating anomalous vegetation and associated effects of changing illumination
patterns related to ground water occurrence. They between dates was applied using a simple cosine
described three types of vegetaLion of particular ratio function, as suggested by Carr and Schowengerdt
significance to ground water studies, viz., 1) ripar- (1983), and Ezra et al., (1984). Each data set
ian plants which grow along or in close proximity was separately multipled by the cosine ratio func-
to river banks, 2) phreatophytes - vegetation which tions on a pixel by pixel basis. All of the scenes

is dependent on ground water sapply by tapping the were normalized to a reference zenith angle (cos
water table through its root system (Feinzer, 1927), y) of 391.
and 3) xerophytes - plant species whict are able
to survive on very small and ephemera, supply of The four Landsat images were geometrically recti-
water. fied and geo-referenced according to the UTM

coordinates. Approximately 20 ground control points
Drainage Density (GCP) were obtained from USGS 15' maps. The

nearest neighbor algorithm was used to resample
Drainage texture (in arid regions) is considered the data into 80 x 80 m pixels for the MSS data,
to be a good indicator of relative permeability and 60 x 60 m pixels for the TM data set. An
of near surface rocks. Previous studies have image-to-image registration was employed using
demonstrated the applicability of drainage density the control points selected from each scene. The
analysis in inferring lithology, degree of struc- April image was chosen as a reference image, to
tural control, grain size, relative permeability, which other data sets were co-registered. Error
compaction, etc. (Salomonson et al., 1983). analysis of the GCP's indicated the accuracy to

be within 1/2 pixel space.
Carlston (1963), based on a study of 15 stream
basins in the eastern United States, showed that Vegetation Analysis
base flow (ground water discharge) is 4nversely
proportional to drainage density. F n a Based on the concept that "static" vegetation (i.e.
mathematical model developed earlie. b. .E. remains constant through all seasons) such as phre-
Jacob, he derived an equation to show that trans- atophytic and/or riparian indicates an availability
missibility is related to drainage density, to of ground water whereas "dynamic" vegetation (in-
ground water recharge, and to the water table at creases during certain seasons) such as crops,
the water divide. orchards, etc. indicates a dependence on rainfall

or seasonal runoff, a procedure was developed to
Lineaments separate and map these types of vegetation. An

empirically based image transform, similar to the

Lineament analysis is probably the most widely "Tasselled cap" of Kauth and Thomas (1976) was
studied and commonly applied remote sensing tech- used to perform the multitemporal vegetation analysis.
nique for ground water exploration. Lattman and This transformation rotates and scales the axes
Parizek (1964) have estabiished the relationship of the four dimensional space. The rotated axes
between fracture traces and ground water occurrence of the new coordinate system are termed as brightness
based on air photo studies. They have reported (accounts for 98% of soil spectra), greenness (green
high yields for wells drilled on lineaments than vegetation), yellowness (yellowing of senescent
for wells located away from lineaments. This work vegetation), and nonesuch (related to atmospheric
was later followed by many other researchers who conditions).
concluded that lineament analysis can be a good
exploration technique for ground water prospecting. Site specific coefficients for brightness and green-

ness were calculated using the Gram-Schmidt
The determination of these landscape features may orthogonal process (Jackson, 1983). Each set of
be achieved by a variety of procedures. In order data was transformed using these coefficients to
to subject as much image data as possible to the obtain a brightness and a greenness band. Greenness
scrutiny of the interpretor, separate overlays are indices from each of the three data sets were then
prepared for drainage, landforms and lineaments, combined to form a three band multitemporal vegeta-
and vegetation. This approach (Taranik et al., tion image of the study area.
1976) ensures that most image features are examined
and classified to relatively high level of confidence. Visual interpretation of this image showed that
Eventually the overlays are combined or integrated buwe d Ldb, Cytla4ily !it Lit ttIuuLil diti 11utliLtiUI
with ancillary information (geologic and/or soil part of the test site, have nearly the same amount
maps). This analysis procedure results in defining of greenness in all seasons and could represent
regional trends and relationships and thus a possible location of a spring or natural seepage.
establishes a model for exploration or determining Intermediate hue values represented phreatophytes
drilling sites, or other natural woods. Riparian vegetation was

delineated by virtue of its close association with
river banks and flood plains. However, crops,
orchards, etc., displayed one dominant color
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depending on the season and the type of crop present Bedrock Outcrop and Basin Fill Thickness Maps

at that time of the year. Published maps of the geology (Wilson et al., 1960)

Principal component analysis of the multitemporal and alluvium thickness (Cooley, 1973) was digitized

image was used to decorrelate and isolate these and entered into the database of the GIS File.

vegetation features into new axes based on their Both maps were geo-referenced to UTH coordinates

variance values. The "dynamic" vegetation types, and a pixel size of 80m x 80m was used to facilitate

such as crops, orchards, etc., define high variance a "map overlay" based analysis.

within multitemporal space, whereas phreatophytes/
riparian vegetation, static" vegetation types,
are associated with low variance. INTEGRATED ANALYSIS

Principal component images of the area showed that The GIS files compiled from previous studies along

although PCI highlighted the overall vegetation with Landsat derived files were analyzed in an

patterns of the area, confusion between dynamic integrated model based approach. In order to isolate

versus static vegetation types still existed. PC2 and target areas of interest based on the concept

and PC3 isolated most of the riparian and of "convergence of evidences". The mode, functions

phreatophytes vegetation which are considered to as a simple additive scheme where areas of interest

be ground water dependent. This image was then are highlighted and those areas that are not signifi-

classified into four vegetation classes, using a cant to this work are masked. The analyses reported

moving means clustering algorithm. Figure 2 shows herein, were performed using a raster based GI

the final vegetation anomaly map of the study area. software provided with the ERDAS image processing
system. A brief description of the procedure is

Drainage Texture nutlined below:

Drainage texture is used to indicate potential areas I/selection of the criteria for data analyses.

of ground water permeability and storage. Maximum The study elements were integrated by combining

filtration occurs on coarse-textured drainage areas two GIS files at a time.
whereas fine textures are usually considered to
indicate areas of poorer infiltration. Areas having 2/recoding of the class values of an input

medium- and zoarse-textured drainage have streams GI file to mask out certain data values which

which are more deeply incised than areas with fine- have lesser significance.

textured drainage and are more enhanced by low sun
angle shadowing on Landsat images. The drainage 3/proximity analysis of lineaments to assign

patterns are distinguishable by different illumina- an area of influence. The lineaments occurring

tion effects (sun-slope gecmetrics). Coarse-textured in basin areas were assigned a field of influence

drainage channels are widely spaced, have steep of 240m (3 pixels) in length.

sided slopes and gradients. On Landsat images the
channels appear dark because of shadows from the 4/each class in the input file was multiplied

side slopes. Medium-textured drainages are less by weighting factors. The actual value of the

widely spaced, shadows are narrow and light toned weighting factor depends on the relative importance

in the image. Thus drainage density is proportional of the data being analyzed. The more important

to the variance of illumination within a defined the criteria, the higher the weighting factor.

cell. A variance analysis of an image of TM 4, Weighting factors of 3, 2, 2, and I was assigned

5, and 7 was performed using a 3 x I pixel window to vegetation, geomorphology, lineaments, and drainage

and normalizing the output file. The data was then texture respectively.
classified into five distinct hydrologic units based
on their relative permeability values (Figure 3). 5/normalization of output files was performed

by dividing by the sum of weight factors, thereby
Lineament Anal)sis reducing the number of classes in the output file.

Digitally enhanced Landsat TM and MSS data were 6/cverlaying bedrock mask obtained from alluvial

used to map lineaments. A high pass filter with thickness and geology maps, onto the final water

a 5 x 5 kernel size was used to enhance linear potential map.
features in the TM data. This image was displayed
on the high resolution color monitor screen, and The final ground water target map obtained by applying

interpreted lineaments were then digitized directly the procedure described above is shown in Figure
from the screen. The analysis was also supplemented 4. The results correspond closely to the results

by a regional scale geological map, color, and B&W presented by Taranik et al. (1976) for a visual

hard copy prints of TM and MSS data at 1:1,000,000 analysis of the same area.

scale.

CONCLUSIONS
ANCILLARY DATA

Some of the advantages offered by the methods reported

Geomophological Map in this work are: 1) they are based on a model
approach which incorporates temporal and a variety of

A geomorphic map of the area was prepared by visually other data types, 2) the proposed procedure allows the

interpreting hard-copy prints of digitally enhanced user to quantitatively map potential areas of interest

TM images and using results from the drainage texture based on various criteria describe , this work, 3)

analysis. A map displaying nine geomorphic units it utilizes data reduction techniquL which are an
was prepared and digitized into the GIS file. important consideration in handling muititemporal

data, and 4) it is an objective oriented procedure
and makes repetitive analyses possible.
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ABSTRACT The hypothesis of this research is that the reflectance
Tlis paperexamines the usefulness ofrenotely senseddata, characteristics of the drainage basins obtained from
it, pa'rticular data from Landsat, to estimate mon'hly flows Landsat MSS data correlate with their physical character-
at ungauged sites. A deterministic, lumped-input, istics, e.g. vegetation, soil type, etc., and that these in turn,umped-parameter hydrologic model is used to estimatc can be related to model parameters that are physicallyflow of ungaugcd river basins. Two techniques that relate meaningful and therefore vary in accordance with the basinthe model parameters to basin characteristics reqireed by characteristics. When a hydrologic model which uses suchthis model are assessed.First, a multiple reussion analyss parameters is applied, the MSS data should improve the
using reflectance values of Landsat MSS as independent estimation of the model parameters for ungauged basins.
variables is used to transfer the model parameters to
ungauged sites. A second technique is a vegetation index THE STUDY AREA AND DATA AVAILABLE
method that uses a visual segmentation of Bands 5 and 7 The study area is located in the upper part of the Ping River
images into grassland and woodland. Model parameters are basin, which extends in two provinces of Chiang Mai andestimated as weighted averagcs of values derived else-w Tes ultsted aweinte s are omable writd tse- Lamphun in northern Thailand. The total area of the basinwhere. The results in both cases are comparable with those being studied is 1,274,500 hectares and is subdivided intoobtained uing the Thiessen polygon technique for 17 sub-basins. About two-thirds of the basin area is
parameter interpolation, mountainous and covered mainly by mixed deciduous
KEY WORDS: Remote sensing, hydrologic models, forest. Evergreen, hill evergreen, pine, and deciduous
Thailand. dipterocarp forest are also found in this area (Klankamsorn

INTRODUCTION and Charuppat, 1981). The rest is a rich flood plain area.
The neced for long-range planning of water resources has To avoid flow data affected by diversion, only basins thatbecome more evident in recent years with population did not have water diversion were selected for this study.
beome monvd e inreevelopent yars wtithpation Thus only 17 stations of the 27 Royal Irrigation Department
growth (RID) flow measuring stations were selected. Precipitation
world's resources. Since manpower and funding are lim- dRID w maing stations er ted Preti
ited, priorities for resource development and utilization data were obtained from 8 stations operated by the Mete-
must be established through systematic planning. Good orological Department and 6 stations operated by the
quality hydrological data are necessary for the efficient National Energy Administration (NEA). The temperature
planning and design of a!! water management projects. numberofprecipitationand temperature stations in theareaUnfortunately, in many areas hydrological measuring sta- is less than the number of flow gauging stations. This is
tions are too few, and in some areas nonexistent. Herschy is le d b the n ter in using tativer t er in
et al. (1985) reported that there were some 130,000 rain explained by the great interest in using the river water in
gauges in the global network, most of these in developed the area for irrigation purposes. From a hydrologic viewcounties. At the present time elsewhere most traditine nal point, this area is one of the best gauged areas of Thailand
means of data gathering are provided by low technology and was selected because it offers potential for split sam-
and high labour costs and they are inadequate even for day piing techniques of calibration-validation. However,
to day management of water resources. Therefore. unfortunately the area is poorly gauged from a
hydrol.ogists are assiduously seeking new ways of aug- nieteorological view pcint. This unusual situation resultedmentingthir coenssionalyd sekigews R o senng in some difficulties in the use of rainfall-runoff model inmenting their conventional data supplies. Remote sensing thisbasin (Saowapon, 1987). The study period was January
is being explored as one possible answer to such data 1971 to December 1980. However, the study concentrated
acquisition problems, not the least because of its perceived on the 1977 to 1980 interval, because data are available at
facility for providing greatly improved space and time all stations during this interval, and because it was felt that
coverage of key hydrological variables. aor iecnt dat arerore acu e as re bamore recent data are more accurate. Also, river basin
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conditions during this period were probably closer to those the calibration of the model's parameters, monthly runoff
observed in 1983 and 1985, years for which Landsat is also a required input. Monthly runoff and monthly eva-
reflection data were available. potranspiration are the main outputs of the model. The
Two Landsat 4 MSS images -Path 131, Row 47- obtained model also provides the value of monthly percolation and
by the Landsat receiving station in Thailand were used in soil moisture estimates as additional outputs.
this study. The dates of the images are April 24, 1983 and BASIN REFLECTANCE ANALYSIS
March 28, 1985. Both images were obtained on computer MACHINE ANALYSIS
compatible tape (CCT) format and as 1:250,000 black and
white photographic products in Band 5 and Band 7. Both The variation of Landsat spectral signaiures from one frame
images, which have less thai, 5% cloud cover, were to another is dependent upon a number of factors, such as
obtained during the dry season, since during the wet season changes in solar elevation angle, differences in intrinsic
the area is normally covered by clouds, reflectance of surface targets, and effects due to optical

HYDROLOGIC MODEL thickness and composition of the atmosphere. The effect of
these atmospheric variabilities needs to be eliminated

The model selected was one which is simple and has been before using these data for reflectance analysis. In this
proven to have parameters related to the basin character- study, the atmospheric calibration process was completed
istics (Wishart, 1987). The model is essentially a deter- at the Canada Centre for Remote Sensing (CCRS) in
ministic, lumped-input, lumped-parameter type model. It Ottawa.
has four coefficients for estimating interflow, All 17 watersheds were delineated and registered to the
infiltration/runoff, percolation, and evapotranspiration. 1983 image. Geometric correction was done to transformThere are no components for baseflow or channel routing. the 1985 image co-ordinates into the co-ordinates of the
Therefore, the model sees precipitation as either running 1983 image by using 30 control points. The watershed
off the land and leaving the system or remaining as infil- boundaries were transferred to the 1985 image from the
tration. The infiltration water then returns to the channel boundae. The manfetane 1985 i frthrogh ntefio or etuns o te atosperethrugh 1983 image. The mean reflectance of each basin in fourthrough interflow or returns to the atmosphere through
evapotranspiration or is lost to the system as seepage below different bands was obtained.
the root zone to the phreatic zone. MANUAL INTERPRETATION
The model has 4 parameters, which are listed in Table 1 Four 1:250,000 scale Landsat 4 MSS photographic images
along with their definitions. A basic philosophy w^ the in Band 5 and '3and 7 were used for manual visual inter-
model is to recognize explicitly the spatial variability of pretation. The watershed boundaries, for which the co-
each parameter, that is the value of any parameter depends ordinates had been transformed from UTM to
on the characteristics of the particular drainage basin. Landsat-based, were traced on transparent films. Using
Therefore, the model parameters need to be calibrated there films, the watershed boundaries were located on each
before the model is applied to any drainage basin. However, Lindsat image.
the parameters are not considered to vary in time as long The reflectance for each image was divided into 5 classes.
as the river basin characteristics remain the same. Change The brightest class was assigned a reflectance index of 5
in land-use/land-cover may result in changes in model and the darkness of 1. Indices were assigned to each ele-
parameters. ment of a square grid superimposed on the two images.

Table I Limit value of model parameters Figure 1 plots the relationship between reflectance values
obtained from visual interpretation with values obtained
from machine interpretation.DEFINITION LIMIT

VALUES In addition, the land in each basin was classified into two
types - woodland and grassland- according to their reflec-

SEC Soil evapotranspiration 1 - 12 tance characteristics. In each classification farmland wascoefficient combined with grassland. Taking into account the

SMC Soil moisture capacity 0-500 _

(mm) _" J
SFC Subsurface flow coeffi- 0 - 200 , * 00

cient (mm) '*
UPGWR Upper limit of ground- 0- 00

water recharge__"_
Roenbrocrk' n-hnd ofh;l1 rlmh;na (Rosenbrock, 1960) O

was selected as the optimization technique used to find the
value of each parameter during the model calibration. The t3objective function used in parameter calibration measures ,, 1the standard error of estimated flow. The optimum model ,' 1:7 , , ;1

parameter corresponds to the minimum objective function. M,, .N, P,,.

There are two basic inputs to the model: monthly precipi-
tation and monthly average temperatures. However, during FIGURE I Reflectance values of Band 7 (1983 image)
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reflectance properties of dense and sparse vegetation, if the TABLE 2 Model parameters obtained from basins in Africa
area appeared as bright in Band 5 and dark in hand 7 it was (Wishan, 1987)
classified to grassland, and areas appearing dark in Band 5
and bright in Band 7 as woodland. TYPE OF LAND.COVER SEC SIMC UPOWR SI-C

I(rM) (nnxwith)

RESULTS I OmInd 291 12 0 582 11 i
Woodlamd 0 2850 0 436 : ;4MODEL CALIBRATIO, Rain.fores 6.3 374.0 324 022

The model was calibrated for each basin by using the
optimization technique. Figure 2 shows the plot of the a variety of multiple regression analyses. Model parame-
measured flows versus estimated flows. The modelled ters, obtained by calibration, were regressed with Bands 5
peak flows generally correspond well with those observed, and 7 from manual interpretation and from machine

interpretation and with Bands 4 and 6 from machine
...20O , interpretation. The results were used to calculate parame-
..0. ters for ungauged basins. If the value of the calculated

parameter was higher than the upper limit of that parameter,
the upper limit would be assigned to it. On the other hand,

__ the lower limit would be assigned, if the calculated value
0was less than the lower limit of that parameter.

The second technique is a vegetation index method that
.0 uses the classified grassland and woodland areas as weights
- to estimate the model parameters as weighted averages of

20 the parameter values as shown in Table 2. The values were10 developed for Africa by Wishart (1987).
o 0 30 4* Thirdly, the Thiessen Polygon technique was selected as

ao.0* "Tt .T the conventional technique to interpolate modelparameters
from the nearby basins to the ungauged basin. The results

FIG URE 2 Hydrograph of measured flow and calibrated flow of this technique were used as the basis to compare the
improvement of flow estimation using other techniques.

MODEL VALIDATION IN TIME The arithmetic mean of the errorof each technique of model
parameters estimation was calculated. The mean of the

The model validation process consists of validation in time absolute value of the error (MAVE) and its standard errorand space. The validation in time consists of applying the were also calculated. Table 3 shows the summary of error
calibrated parameters to a time period other than the one analysis of alternate techniques for the flow estimation.
used for calibration. This process was carried out on 7 river
basins. The basins used in this phase had 48 months of data The Thiessen Polygon technique provided the lowest
available. The first 36 months of data were used to calibrate standard error when using sample A, C, and D as the cal-
the model parameters. These parameters were applied to ibration sample with the standard error of 111.2 %, 87.1 %
the last 12 months. The standard errors of validation are of and 93.9 % and the MAVE of 62.2 %,44.4 %, and 53.6 %
the same magnitude as the standard errors of calibration respectively. On the other hand, the simple landcover-
(Saowapon, 1987). This indicates that the model is classification technique gave the lowest MAVE for vali-
acceptable for simulation of flows during other periods of dation of every validation sample. Note that in this case
time for which only precipitation and temperature data are there is no model calibration as the parameter values were
available. obtained from the results of a different study in relation to

the estimated vegetation characteristics of each basin. TheRELATIONSHIP BETWEEN REFLECTANCE two machine analysis techniques, i.e. Band 4 and Band 6,
VALUES AND MODEL PARAMETERS- and Band 5 and Band 7, had a slight difference in the
VALIDATION IN SPACE MAVE. However, the standard error of the combination of

The main objective of this analysis was to find if a rela- Band 4 and Band 6 are greater than the standard error of
tionship between reflectance values and model parameters Band 5 and Band 7. The visual interpretation provided
can be obtained. In order to check the value of such a lower MAVE and standard errors than the machine inter-
relationship for estimating model parameters in ungauged pretation. For each technique, the MAVE showed an
areas, a split sampling technique of calibration-validation decreasing trend with the increase of the number of
was used. From the 17 gauging basins, four set of samples calibration basins.
were used for the calibration and validation process. In the The Thiessen Polygon and vegetation index methods pro-
IUSE SaIlIpIC, ;' .e tA, 14 basins were used for calibiaiion vided total estimated flows in the same direction, i.e. both
and 3 basins, %,iich were assumed to be ungauged basins, overestimated or under estimated, only three river basins
were used for validation. In the other three samples have results in opposite direction. The total estimated flows
(samples B, C, and D), 12, 10, and 8 basins were used for for small basins (areas less than 5,000 hectares) are
calibration and 5, 7, and 9 basins were used for validation underestimated. Figures 3 plots the estimated flows
respectively. obtained from both techniques versus the measured flow of
The model parameters forungauged basins were calculated basin 13. In general, the estimated flow from both tech-
by three different techniques. The first approach involved niques correspond acceptably well. However. the estimated
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TABLE 3 Error analysis (in percent) of' alternate techniques for flow estimation

o l mms, ,l ,10VACC Or MODCL PARAkI tr$ .slImI momII

'.o( 4,.o 2LOU6C ' rIIr 1' lO~I pRM I1 £7(,, 610(N 3

.,(z , V.. .14C o
, , $ I , ') 0(4 Wad 33 4 o11 6)2

(.73303 3(2.2 22t0 101.2 (1 1 22230

S - 1 I ,A N In t2 2 3 31 2 &0 0

- [ However, this conclusion is probably valid only for

:;: :[1densely gauged areas. The research provided evidence

;t that for ungauged areas the estimation of model
30i t parameters from vegetation estimates is effective.
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ABSTRACT km
3
. the geographical distribution of land surface parameters Is of par-

ticular Importance to CCH4s. The existing hydrological components

The paper describes a study to use remotely sensed data, together with usually account only for changes in soil moisture end snow cover; Im-

conventional ground-based meteorological and hydrological dats for provements in GCl's could be made in the treatment of vegetative cover,

watershed modeling. The date are comflned in a database written specifi- soil water capacity, water movement in soils, the groundwater system and

catty for hydrometeorotogicat modeling on micro-computers. in surface runoff.

TWO basins in western Canada with significant snowpack are being studied; Adding a more detailed hydrometeorologicl Loeponent to OCR's would also

the Kootnay and the Souris and two distributed models are being tead to better integrated models of the global climate system since the

developed, ally visible and near .r-red date from a eOAA satellite generated runoff data could be compared to recorded stremflow data as a
arm used, both from digital tape ard from black and white photographs. check on the performance of the 4CH.

The objectives of the study are to Investigate the utility of data from
satellite In a hydrometeorological model in different physiographic and 2.2. Hydrololc Models
climatic are,, to use the modil as a test-bed for different physically-
based components end to develop a lend-phase component for climatic A hydrologic model Is en attempt to represent In understandable form the

general circlation models. complex system controlling the land-phase of the eater cycle, in esence,
hydrology, es a science, is the development of such models. Many models

have been developed for many different purposes, and many classification

1. iNTRODUCTION schemes have been proposed (e.g. Clarke, 1973; Fleming, 1979).

Four major developments are occuring in hydrological modeling: Simply, hydrologic models can be categorild in two ways; by the degree

of understanding of the catchment physics Involved and by the treatment
i) Development of models is increasingly towards the use of of the basin physiography (Figure 1). A stochastic model assumes no
distributed variables and parameters. knowledge of the physics of the basin, a parametric model asstm some

limited knowledge and a fully physics model uses the known tas of
iI) iodete are becoming more physically based, physics to relate basin inout to basin output. Lumped models use basin-

average data, distributed models use the physiographic knowledge of the
Iii) ides sources of datea are being exploited; basin as important information.

particularly rmotely-sensed 
data.

Stochastic models snd parametric models are generally tued while physi-
iv) sydrology, climatology and oceanography are being coor- cat models moat be distributed by nature.
dinated for global circulation models to study the present
climate as weit as possible climate fluctuations.

2.3. Choice of a lydrologic Coluontrt for a GCC

The study described uses existing hydrologic models, developing them The purpe of a geral circulation mdel is to simulate the clime of
towards a more physics-based state, and towards the condition where the atmosphere from first principles (ine. at at, 1984). A hydroli c
satellite date Is used as principal data Input. the eventual aim is to ccpnnt most therefore be s phyaiclly.based as 4 possible.

develop one of the models for use as a land-phass component for use in copet m ithrifo rea i t ord o0 0k cpd
GCN@. OCHs operate with grid Wgures in the order of 200,000 kW

2 
compared to

the 10 kmi to 10,000 Kim scale of hydrologic models, so the interaction
between the two model must be averaged. Similarly the tim sles of the

L... LiI two models are different, Introducin. another averaging.

2.1 The need for A Hydrological omponent within OC'e Physical models need lmense nmbers of date and the only practical

source of these data is remote seing.

Mathematical models of the global circulation (GCiH's) are amongst the
most complex and computtlon-Intensive models In the .istural sciences. osed on previous studies of grid squere models (Solomon at el, 1968),

through both national research initiatives and international progrssie phylically based models (Charbonneou at eL, 1977) and on the use of

such as DARP (Global Atmospheric Research Programe) and UCgP (World remotely- sensed data (Robinson I Associates, 1986) It was decided to use

Climate Research Programe) major progress has been made in understanding the distributed semi-physical development of CEOUEAU (known as the

atmospheric processes. Hydrotel model, Fortin at al, 198) ae the main model, together with a
development of a much simpler model (Kite, 1978) as a check.

Similarly, on'going programme such so TOGA (Tropical Ocean and Global
Atmoohere) and IOCE (World Ocean Circulation Experiment) ore expected to 2.4 HydroteL MoeIl
product significant imp)roveme4nts in understanding of the ocean clynimlcs
pnd their interaction ith the atmsphere. The Hydrotet model was developed by INlg-tau at the university of Quebec

(Fortin at at, 1988) for use on microcomputers. There are seven modules,

These developments have led to the construction of many ilobat circula- written in the -C' language, for date input, physlography, precipitation,

tion models (GC's) and numerical weather prediction (vw) models. most evapotranpiratlon, ground-water hydrology, optimlseation And output.

GCE's contain a land'phose component, but this Is probably the least un'
derstood part of the water cycle and Is, perhaps, the weakest link In the The model operates on a menu 'subm system, the user selecting the re'

OCM's. quired operations of the model and specifying the necessary parameters. A
basln 'mmak' defines the arrangement of grid squares over the basin and

Although the total annual transfer of yat e from land to sea further files define the channel reaches and the channel nodes. During a

(streamflow), estimated (NRC, 1986) at 36 x 10 km , is smil compared tQ simulation run, the user can display the status of the variables and

the total annual precipitation (over land and sea) of around 500 x 10 parameters for any grid square, charnel reach or channet node at succes-
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saT time steps. After a simlation run, temperatures, rainfall, snow- stream. The effect'ie rest drainage area varies with antecedent condi-
melt, outflow, surface runoff, and streamflow can sit be stored for each tions end with precipitation in a complex manner, in order to dart with
grid square for each time interval. this In a model, the effective drainage area is defined as that area of a

basin which might be expected to contribute runoff during a year having
2.5 SLURP Model runoff with a return period of two years. The effective drainage areas

for Alberta, Saskatchewan and Manitoba have been mapped (PFRA, 1983) and
The SLURP model is a simple lumped basin "odet used as a check on the these maps have been used to delineate effective drainage area for each
data and on the modeling results; a simple model con often detect errors grid square In the Souris basin.
in recorded data. This model has previously been used in a comparison

with the SSARR model (Kite, 1974). The model uses basin-averaged 5. DATA ANALYSIS
precipitation and mean daly temperature from the database described in
the next section. Snowmeit is calculated by the degree-day method and

evaporation/evapotranspiration is calculated using the complementary 
5.1. Satellite Date on Moonetic Tape

relationship (Norton, 1983). NOAA satellite data for the two basins are received from the Atmospheric
Environment Service receiving station in Edmonton, Alberta, n maffietic
tape. The data are transferred from tapse to a 70 Mb hard disk on a 386
microcomputer using a 1600/6250 bpi 9-track tape drive. The hard disk on

3.1 roun-bARI datthe micro was partitioned Into a C: drive of 20 Nb for program and a 50

Table I aunsariass the types of data used In the hydrologic models. Nb D: drive for Image data. The transfer program allows the user to

Troundbalsed data includes climatic data such as daily aximum arid mini- select a variable sized aindow of date from the full Image on tape.

mum temperatures, daily precipitation and daily snow on the ground as Once the data are on the hard drive, a commercial software package Is
well as hydrometric data, physiographic and land-use do'. Provision had used to display and analyse the image. A particularly clar imag, for
therefore to be me for both point and distributed data each basin was geographically corrected to the app. opriato grid square,

and all subsequent Images are registered to these base images. The
cloud-covered and snow-covered areas within the basins are Identified

3.2 Sateitte Oats using a supervised classification technique and the percent of each grid
square covered by cloud, snow, both or neither is calculated (Kite,

The typs do wehich sAtellites can provide for hydrological niodals 1988). At any stage in the Image analysis process 3Sm slides and 8.5 x
include snow cover (Allen & Noahar, 1986), snow water equivalent 10.8 cm. colour prints can be obtained using an on- line image capture

(Goodson et a&, 1986), cloud cover sad precipitation (MOsel garrett, device. figure 4 shows a flowchart of the image analysis procedure.
1986; teonis & isaac, 1985) and evapotranspiratlon (fatfield at al,

1983).
A series of coeputer program ware written to automate these procedures

At this stage of the study, the only data needed from satellite are the 
but, still, a high degree of manual intervention is needed for evl on

percentages of each grid square within the two basins which are covered 
of the image and for classification.

by snow sand/of cloud on each day. The practical choice of satellites

which could provide these data Include (Table 2) the potar.orbiting 5.2. atjjjitflDoa of Photographic Images
Landast series using multi-spectral scanner (MSS) or thematic mapper (TN)
data, the sun-synchronous, SPOT satellite, the OAA series of polar- gtack and wite photographs of MOAA visible and IN images (Figure 5) are
orbiting satelltew and the GOtS series of geostatiloery satellites. 'Jsed as a quicker and easier method of obtaining cloud and snow cover for
SPOT has the highest resolution (10-20 m.) but was rejected on cost the basins for Interpolation between the Images from digital tape. The

ground . Lands t offered next best resolution (30 m. for ej end 0 m. for ,aethod used for this analysis has been described by Johnstone and Ishida
nSS) but, again, the data wer too expensive to use on daily basis. The (19M1,) and was originally used for flood forecasting on the St John

data from GOES, although available at higher than required frequency, Rive, Now Brunswick. The equipment consists of a dedicated microcom-

were not used because of the tow resolution and the high level of distor- plter, a video caicrs and copy stand and a density slicing unit. Figure

tisn at the latitudes of the study basins. 6 shows a flow chart of the Image analysis procedure.

The study uses daily visible and near infre-red data (bands 1 and 2) from The Image is navigated to a pre-digitised basin outline containing

a NOAA satellite for cloud and snow information as welt as one Lsndsat geographical reference points by moving the photograph and zooming the
image per basin for tend classification. video comers. The Image Is videodigitisd and the resulting digital data

ire analysed using density slicing to select suitable thresholds for

cloud and snow cover. Finally, a program calculates the percent of each
3.3 O grid square covered by cloud, snow, both or neither. Usually the visible

image is used for snow on the ground snd the IR Is used to masure cloud.

After a review of commercial database packages it was decided to rite entry Again, a high degree of manul Intervention Is needed, but the average

system. The chief advantage of this system over proprietary database [in- tim needed to anlyse an Image Is only 20 minutes compared to 2 hours

guages is that the data are in files which are directly accessible by using the system from magnetic tape.

program written In Fortran or C. Using a proprietary database languages Table 3 shOws in statiStics for the iOAA black end white images used.
might have meant keeping two sets of parallel files, possibly leading to it can be seen that for the Kootenay basin, over 90w of the images ax-

peted were received and about 898 of those expected were both received

The database starts with a main menui with options of updating or printing and usable. Of the usable images received, only 36% were for non-1001-

data, displaying data distributed over the grid squares of the basin, cloud days (that Is, days for which snow-cover could be measured). Com-
calculating the distributed date or adding a new basin to the database, prable statistics for the Souris basin are 93%, 91% end 489. Ressons for
Oistributed data Include precipitation, temperature, snowdepth, steve- images being ,aJseble include poor algrssnt (missing part or all of the

tion, slope, aspect, and land-use types, basin) and streaky images resulting from software problem at the total-

if the user is adding or modifying data then the appropriate form 
will be tag reception station. The software problem are associated with a major

screened (Figures 2) and, If the data exist they will be located using changeover In reception system.

direct access flies and will be written to sc -en for viewing or update. Such statistics would be useful for developing a research modal cuch as
Backing up each form is an extensive help, crier and validation system to this Into a practical model for water resources engineering.
ensure data quality. After filling or correcting the form the user can
scroll forward or backward a month at a time through that station-s 5.3 Combinit, Satellite end Ground IdledDate
record or con choose another station or return to the main menu.

The database contains an option for combining satellite and ground-based
date. In this option temprature date are distributed to each grid square

t..BASlRS using data from the three closest climate stetions adjusted for elevation

and weighted according to Inverse distance. Precipitation Is distributed

Three criteria were used in the selection of basins to study: similarly end Is then adjusted using the satellite ctoudcover informa-

tion. Snowcover distribution uses the additional information from tetal-

I) They should be in different physiographic and climatic zones lite snowcover date and from snowcourse water equivalent data. Tampere-

within Western Canada, lure and precipitation lapse rates are variables and the user can also

"I l- -d.. ."..,, , !I .. C . . manually adjust any of the distributed date.
iii) They should have routine hydrometeorologic date available.

The basins selected are the Kootenay and the Souris. The Kootenay basin 6. DISCUSSI

is situated in the Rocky Mountains In south-eastern British Columbia
white the Souris covers parts of south-eastern Saskatchewan, south- The U.S. Wationat Research Council (1986), In It- propol for an Inter-

western Manitoba and northern North Dakota. Figure 3 shows 3-dimnslonal national Geosphere-SIlophare Program, concluded that,

diagrame of the two basins. -Major efforts should be made to develop conceptual models

The Souris basin has one complication not present in the Kootenay; non- to better understand why changes are taking piece In the

contributing area. In a prairie watershed, not alt runoff reaches the hydrologic cycle and to Integrate these sodals with global-

main stream; because of the topography, some runoff Is caught In depres- Rrelp Atmoeoheric and oceanic .'N-s for study of climate

sions or sloughs with internal drainage and never reaches the main
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change. Analytical work ii needed to develop hydrologic Robinson, A.J. & Associates, 'Study of Methodologies of Stroomflow
models that successfull Imlate such factors as Forecasting Incorporating Remotety Sensed Data", Phase I of
streamnfios'. report for Water Resources $ranch, Inlend Waters Directorate, En-

virowient Canada, 1986.
I- h work will not only Improve the GCM's but may also Improve under- Soleoon, $.I., Detnouvitliez, J.P.; Chart, E.J.; Woolley, J.A, & C. Cadou,
standing of the physical processes of th. watershed, since, according to "The Use of a Square Grid System for Computer Estimation of
Kleme, (098211- Precipitation, Temperature and Runoff", Wet. its. Raes., 4, 5,

919-929, 1968.
'it eem vey lkelytha hyrolgy ilt umpahed aterTs"Iis, A.A. 9 G.A. Isaac, "On a Raw Approach for Instantaneous Rain

i' t ise wit erylikely tat hdrolg ay il evel ae aftter Area Delineation In the Midlatitudes Using GOES Data". J. Climate

established ... This belief stem from an observation that adApidMtoooy o.2,N.lt10-28 S
a sucessful solution of a problem Is mare likely if it Is
approached from two opposite directions. In hydrology, the TABLE 1
"other"- direction Is "'downwards"- from global concepts. It
follows that the remote sensing techniques, oriented to DATA TYPES
&real rather then point events, may have an Inherent poten -____________
tial for fertilization of hycrniogical thinking'. .,on,

It his also been argued (Bevan & eornberger, 1981) that as precipitation ReDraais at idg Area
Is the mast variable meteorological element, errors in estimating riseAe
precipitation are likely the limitina factor in runoff slimulation and Conierous
that conventional means of estimating precipitation are Inadequate. Areal Deciduous
estimates from satellite offer a means of overcoming these limitations. crop

Land-ass 0,.,.
the first steps In this project have been to design a database to combine No Vegetation
remotely-sensed data and ground-based date. Oats for lwo basins for an Lake
15l-month period have been collected and entered In the database. two Mals
hydrologic models have been obtained, one distributed and one lurped. The
modeli. will be applied to the two basins to estimate streserflow and the Cioud Cower
utility of the remotely-sensed data will be assesseo. Later stages oi the Bnow Cover
project will develop the physi catlly- besed components of the distributed Sale11119 Snow-waier EsuInsiant
model end adopt It as a lend-phase coop one nt for GCM's. eSurace Temperature
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SNOW COVER MONITORING BY SATELLITES AND REAL TIME RUNOFF FORECASTS

K. Seidel, U. Burkart, R. Baumann J. Martinec

Institut fIr Kommunikationstechnik ETHZ Eidgen~ssisches Institut fOr Schnee- und Lawinenforschung
Zrich, Schweiz Weissfluhjoch-Davos, Schweiz

Abstract As an example, Fig. 1 shows tho basin of the upper Rhine in
the Swiss Alps (Rhein-Felsberg 3250 km2, 560.3614 m

By satellite monitoring of the seasonal snow cover it is pos- a.s.l.). The snow cover is shown as it has been evaluated
sible to evaluate the snow accumulation In mountainous from Landsat-MSS data (Baumgartner, 1987). The areal ex-
areas. The changing areal extent of snow cover is an impor- tent of the snow coverage In different elevation zones can be
tant input variable for snowmelt runoff models. Direct mea- evaluated for different regions-of-interest or subbasins. If
surements of snow reserves are hampered by the difficult consecutive snow cover maps resulting from different satel-
access and avalanche hazards in the remote parts of a lite overflights are available, depletion curves can be derived
mountain basin. Therefore remote sensing is being increas- as shown in Fig. 2. In the figure the depletion curves of two
ingly applied to help to solve these problems. As an ex- smaler subbasins Sedrun (108 kin2, 1840- 3210 m a.s.l.) and
ample, the paper presents snowmelt runoff simulations for Tavanasa (215 kin2, 1277-3210 m a.s.l.) are given for com-
two hydroelectric statiors. parison concerning the runoff season 1985. The two hydro-

electric stations are located within the subbasin Ilanz (Fig. 1).Keywords: snow mapping, snow accumulation, runoff fore-
cast, satellites As mentioned, remote sensing capabilities enable us to map

the snow cover. Advanced digital image processing tech-
niques are used and with the aid of a digital terrain model
(DTM) the snow cover analyses are computed in different

1. Monitoring of seasonal snow cover by satellites elevation zones. By that means tho snow cover depletion
curves can be plotted from a sequence of such recordings.Earth observation satellites allow to monitor the seasonal

changes of the snow coverage in alpine regions. The sea-
sonal accumulation of snow and the gradual decrease of the 2. Evaluation of the areal water equivalent of snow
snow covered area during the snow melt season is a typical
feature. Methods are being developed to quantify this pro- The depletion curves reflect the seasonal decrease of the
cess by periodical snow cover mapping. snow cover as it is influenced by temperature and precipl-

IT

') 77 Snow covered

... r7 Transition zone

K-... . -. Snow free
- *- Clouds

10km -- " /

Fig. 1 Basin of the upper Rhine in Switzerland (Felsberg) with the snow cover evaluated from the Landsat overflight on
1 8-MAY-1 982. Partial test areas are labeled I = Ilanz and T a iefencastel.
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Fig. 2 Depletion curves of elevation zones (B, C, D, and E) of the sub-basins a) Sedrun and b)Tavanasa for the snowmelt
season 1985. B 1100-1600 m a.s.l. D 2100-2600 m a.s.l.

C 1600-2100 m a.s.l. E 2600-3614 m a.s.l.

tation. In order to get the initial accumulation of snow This evaluation is applied to the catchment areas of Sedrun
"modified depletion curves" can be derived as explained by and Tavanasa in Fig. 3. The volume available for Sedrun
Hall and Martinec (1985). These curves relate the areal serves for peak electricity production from a reservoir while
snow coverage to the cumulative snowmelt depths. In Fig. 3 Tavanasa is a run-of-river power plant.
the modified depletion curves of the subbasins Secirun and
Tavanasa are shown. Both informations have been required by an electrical com-

pany and found important for an improved production of
In contrast to a conventional depletion curve of the snow co- electricity.
verage, the modified curve relates the snow coverage with
the cumulative snowmelt depth (instead of time). A modified
depletion curve thus indicates the initial water volume stored 3. Modelling of the snowmelt runoff for hydropower
in the snow cover. It is the area between the curve and the and flood control
x,y-axes. During the snowmelt season, it is also possible to
read off the water volume which has flown off and the water The seasonal snow cover is a dominant runoff factor in
volume which is still stored in the sniow cover, mountain basins. Recently, the attention has been focused

on snowmelt runoff models by a project of the World Meteo-
70.0- rological Organization (WMO, 1986). Of the models tested,

ZONEC 1985 the SRM model (Martinec et al., 1983) exploits the increasing
60.0- 1 1 availability of snow cover mapping from satellites. Besides

q V,- 9 .,o' Kthe air temperature an precipitation, the snow covere areaT v,. 324' from conventional depletion curves (Fig. 2) is the essential
50.0" " .- , 0- input variable used.

40.0- The deterministic snowmelt runoff model (SRM) is designed
E - to simulate or to forecast the daily discharge in mountain
U) 30.0- basins, resulting mainly from snowmelt but also from preci-

- pitation.

S Based on the above mentioned satellite snow cover map-
1O.0- - -. - - pings, the daily flows from April to September 1985 have-I0' been computed for the previously mentioned hydroelectric
0.0- -- , ] , '--, f stations Sedrun and Tavanasa. As shown in Fig. 4, the daily

runoff values have been simulated for both stations. The
20 40 60 80 100 20 140 160 180 200 model accuracy is characterized by the coefficient of deter-Hw[cm] mination

100 0- 50.0-

It ZNE D 1985 ZOEE 188 0 .0 I I , 4 0 .0 - 1 ,1 ,

40- 1  I I i -
-l. O- ITI

20 0.01 1

0 40 30 120 160 200 240 280 320 360 400 0 20 40 60 80 100 120 140 160 180 200

Hw[cm] -Hwfcml

Fig. 3 Modified depletion curves of the snow coverage in the sub-basins Sedrun and Tavanasa for the runoff season 1985
for comparison in the dif.erent elevation zones (C, D, E as in Fig. 2).



561 of opportunities to obtain views of a given area. Exactly this
n property in addition with any further active sensor in orbit

(Qi - Qi") 2  prepares the way for an operational procedure for snowmelt,i runoff forecast.

R2 -=1 -i=1
n

,(Qi -Q)2 5. Conclusions
i=1 Remote sensing Landst-MSS data enabled us to man snow

where 01 is tue measured daily discharge coverages even in rather small catchment areas (as re-
quested by a hydroelectric company) in order to serve the

Qi is the computed daily discharge requirements of snowmelt runoff modelling.Q is the average measured discharge

n is the number of daily discharge values The paper deals only with Landsat-MSS data, but with the
(n = 183 in the given case) advanced capabilities of the SPOT sensor system and any

further earth observation satellite a sufficient frequency of
and by the volume deviation overflights seems to be guaranteed.

Dv [%] " x 100 Acknowledgement

where V is the measured runoff volume This paper brings results from a research project at the
V' is the computed runoff volume Institute for Communication Techniques, Swiss Federal
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ceeded on the basis of previously computed discharge. It (NOK), Telecolumbus Ltd. and by the Swiss Federal Institute
was thus possible to use snow cover mapping from Landsat for Snow and Avalanche Research at Davos / Weissfluhjoch.
data in two relatively small catchment areas.

If such computations can be carried out in real time (using
temperature and precipitation forecasts), hydroelectricity
production can be increased (Kawata and Kusaka, 1988) Bibliography
and flood control improved. In alpine conditions, floods from
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Runoff Simulations)", Dissertation, University of ZOrich,
1987.

4. Forecasting oi the basis of multisensor Baumgartner, M.F., K. Seidel and J. Martinec, "Toward
satellite recordings Snowmelt Runoff Forecast Based on Multisensor Remote

Sensing Information", IEEE Transactions on Geoscience
In order to be able to use these tecnniques for (operational) and Remote Sensing, Vol. GE 25, No. 6, p. 746 - 750,
forecasting purposes, one needs "guaranteed information". 1988.
In the past, usable Landsat-MSS dsta was not always avail-
able for the specified area and the time period under consi- Hall, D.K. and J. Martinec, "Remote Sensing of Ice and
deration. Based solely on Landsat imagery a runoff forecast Snow", Chapman & Hall, London - New York, 1985.
cannot be guaranteed.

Kawata, Y. and T. Kusaka, "Snowmelt runoff estimation using
An obvious consideration is to integrate remote sensing in- snow-cover extent data and its application to optimum
formation from other satellite sensors into the snow cover control of dam water level", Proceedings of IGARSS "88
determination scheme as well. It has been discussed by Symposium, Edinburgh, Scotlan%', ESA SP - 284 (Paris),
Baumgartner et al. (1988) under what circumstances data Vol. 1, p. 439 -440, 1988.
from the weather satellite system NOAA/AVHRR can be used
for snow cover mapping. It has been reported that due to the Martinec, J., A. Rango and G. Major, "The Snowmelt - Runoff
spatial resolution of about 1000m x 1000m of NOAA a Model (SRM) User's Manual", NASA Ref. Publ. 1100,
minimum basin size of about 600-1000 km2 !3 necessary for Washington, D.C, 1983.
a digital analysis.

WMO, "Intercomparison of models of snowmelt-runoff",
In the meantime data became available from the SPOT-1 Operational Report No. 23, World Meterological
satellite and data will become available rather soon from the Organization, Geneva, 1986.
Japanese MOS-1 system. No major problems have to be ex-
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The SPOT system offers in the multispectral mode a ground
resolution of 20m x 20m and the ability of its sensors to point
up to 270 East and West of the local vertical axis. This latter
feature gives interesting possibilities to increase the number
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RESIDUAL SNOW PATCH MAPPING IN ARCTIC CANADA USING LANDSAT TM IMAGES

1 2 1 1
JAMES T. GRAY, BERNARD LAURIOL, DENIS BRUNEAU AND PAUL BRIAND

1

D6partement de Gdographie, Universitd de Montrdal, Montreal, Qudbec, H3C 3J7
2
Ddpartement de Gdographie, Universitd d'Ottawa, Ottawa, Oncario, KlN 6N5

photographs, that a high correlation
existed between snow patch area and the

ABSTRACT previous winter's snow-fall for the
nearest meteorological station. Indeed it
appears that for the high arctic, snow

Rapid mapping of the areal extent of patch survival may be more a function of
mid-summer snow patches north of the winter snow-fall than of variable snow
arctic tree-line, as input to winter snow melt conditions in the spring.
accumul tion models, is readily carried
out using LANDSAT TM image data. Areal measuremente of snow cover,
Discrimination of snow from cloud, bare obtained by painstakingly measuring areas
rock, alluvial gravel beds and beach of individual snow patchea on many hundreds
deposits proved relatively easy, using of air photographs, was very time
information combined from TM bands 2, 4 consuming.
and 5. A linear stretch contrast and
training area selection permitted the Only small sample areas cculd
successful execution of a maximum assessed, and the periodicity and dates of
likelihood classification, followed by air photograph coverage were rather
measurement of snow-covered areas on all variable. The predictable and frequent
512 x 512 sub-scenes of the original TM passage of Landsat 5 over all regions of
image. Some refinements are anticipated, the arctic,south of app.roximately latitude
notably for recognition of snow in 70, and the large areal coverage by single
shadowed areas, but the technique should digital images suggested the present
prove suitable for large scale snow patch evaluation of their potential for residual
mapping across large sectors of the snow patch mapping.
arctic.

The main thrust of the present paper
is therefore to present a series of digital

INTRODUCTION enhancements of a sample Landsat TM image,
obtained from the Canadian Centre of Remote
Sensing, as a geometrically corrected,

Mapping of snow cover accumulation geocoded MOSAICS tape. These enhancements
patterns in Arctic Canada relies heavily on and the ensuing classification permitted
long term snow course data from a very discrimination ane rapid areal measurement
limited number of almost exclusively of snow patch extent for a series of 512 x
coastal meteorological stations (Maxwell, 512 pixel sub-scenes of an image quadrant.
1980). The effects of high topography and The image selected for this analysis
continentality may be inadequately (20-17) was obtained for July 13th, 1984
represented by such maps, as was shown in a from a topographically varied tundra region
compilation of AvAilahl- @At frn the in northernmost Ungava (figure 1). A
Ungava Peninsula (Gray,1983). aur,,l et micro-computer based IMAVISION image
al.(1984,1986) demonstrated by selective analysis system in the Department of
measurements of the numbers and areas of Geography at the University of Montreal was
residual mid-summer snow patches on air used for the analysis.
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TM 1 (the blue band) shows good
contrasts between snow cover and the
neighbouring vegetation covered tundra, but
was not selected on account of atmospheric

STUDY scattering which reduces surface contrasts
in this wavelength. TM 2 (the green band)

A also shows a strong response for snow
covered areas, but is much less affected by
the scattering effect. However, confusion
is possible between dirty snow patches and
non-vegetated beach 'gravels and sands.
Light toned exposed bedrock, such as
limestone surfaces could potentially reduce

Montra discriminability of snow patches,
.. ,, especially for topographically shaded
7T- s areas.

Figure 1. Location of field area Cloud cover also can be confused
with snow cover in TM 2. This is a major
factor, influencing band selection, some
cloud cover being present on practically
all arctic imagery. TM bands 3 and 4 in

SELECTION OF SPECTRAL BANDS the red and near red IR do not add much to
the discrimination already available in TM

Various ccmbinations among the six band 2. They do potentially permit
available bands in the visible, near red discrimination between wet and dry snow,
and middle IR wavolengths were tried, and however. In this study TM band 4 was
the best three band combination for retained for ulassification. The mid-IR
discrimination of snow from other light bands TM 5 and 7 are both characterised by
toned zones (cloud cover, alluvial and low reflectance values from snow surfaces,
beach sands and gravels, wave-washed and high reflectance values from all other
bedrock) was found to be TM 2, 4 and 5. surfaces, except for lakes and rivers.
Figure 2 shows the mean spectral response Particularly good discriminability between
for all six bands, from the snow cover, snow and cloud cover was noted for TM 5.
from a variety of other terrain types and Therefore this band was selected as the
from cloud cover noted on the image. The third band to be used in image
spectral signature for the snow cover classification.
closely resembles the spectral reflectance
curves of Choudhury and Chang (1979).

-- sediment
- bedrock outcrop
- t un draveg etaion

200 wa 4ter
E -U- snow

-u cloud

, 100

0o I1 2 l11 1 4 1517
Spectral band (TM)

Figure 2. Spectral signatures of snow patches and other terrain types.
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IMAGE ENHANCEMENT USING A LINEAR STRETCH
CONTRAST 32 +

24+
Having selected TM bands 2,4 and 5 for

extraction of detailed information on snow
cover, the next step is image enhancement 16 +**
in all three bands. The goal of this (I . *. ...
procedure is to increase efficiency in the 0
selection for classification of training a + . cc *U l

sites. Because the original image has so * . .. ........*"""*".
many relatvely low brightness pixels, : :5:
associated with non-snow covered areas, the 04 - +---+------- 4
snow patches visually appear as rather 48 64 90 96 112 128 144 160
uniformly bright, almost saturated, zones. NUMBER OF PIXELS PLOTTED 592 CELL WIDTH: 2
It is very difficult to pick out co:itrasts Meant 129.375 Medians 137 SD 2*.47

7

from the centres to the edges of snow
patches. Visual inspection of histograms
of spectral response in each band for an Figure 4. Brightness values for
entire sub-scene (figure 3) enabled a
linear stretch to carried out on the peak pure and dirty snow.
related to snow cover. This peak is
stretched out over a range of values from 1
to 255, thus permitting contrasts to be
observed between pure snow, dirty snow and
mixed pixels at the margins of the
snow-banks. These contrasts within the snow
covered areas, in fact, lead to the
bi-modal distribution of reflectance values MAXIMUM LIKELIHOOD CLASSIFICATION
shown in figiure 4.

The enhanced image data was then
enlarged on the monitor and with the aid of
air photographs for comparison purposes, a
number of training sites were selected from
several snow banks. Each site comprised
at least 400 pixels. First order
statistical parameters, viz. mean values

a) Histogram TM 2 and variance, were obtained, and a maximumlikelihood classification carried out for
100- the entire sub-scene. The total surface

area of snow patches was digitally
snowsignature calculated. The classification and areal

estimations were then readily applicable to
all 512 x 512 pixel sub-scenes of the TM~image.

0 -J
0 50 i00 150 200 250 CONCLUSIONS AND FUTURE RESEARCH

DigitoltNumber
Snow patch areas can be rapidly

determined for treeless regions of the
b) Linear stretch enhancement of snow signature arctic, using Landsat TM images obtained in

mid-summer. Enhancement, classification
1007 and areal measurements of such areas were

carried out satisfactorily for sample
sub-scenes of a TM image in Northern
Ungava. The most suitable three band
combination for the analysis was TM 2,4 and
5.

0 Current research on the project is
0 50 100 150 200 250 oriented in two main directions. In the

first place, some refinement of snow patch
Digital Number recognition techniques is necessary for

certain situations. Identification of
topographically shaded snow patches in
areas of steep relief is difficult because

Figure 3. Linear stretch enhancement of of much reduced brightness values in most
snow covered areas. TM bands. Also cloud cover precludes the
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use of some areas of otherwise good . REFERENCES
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ABSTRACT Within the framework of the polar platforms the status
of radar remote sensing from space will change from

Today, over 10 years after the operation of the famous experimental to operational. This implies that
SEASAT sensors synthetic aperture radar (SAR) and wind versatile radar instruments have to be reliable over a
scatterometer (SCATT) , the time has come for the next long lifetime with constant measurement performance,
generation of such radar systems. The last two decades They shall represent modern remote sensing techniques
were dominated by extensive technological developments and they shall be flexible enough to allow the adaption
in order to ouild spaceborne radars. However, demanding of their -perations to various user needs by changing
user requirements on operational space radars to be (reprogramming) modes and parameters in orbit. This
flown or. the forthcoming polar platforms are calling flexibility requires the implementation of new
for a further increase in technological capabilities, techniques and technologies in the areas of radar
This paper discusses technological requirements for antennas, power amplifiers, radar pulse generation, and
future civil space radar programmes, shows present onboard data processing. Following this line DORNIER
developments within the key technology areas and ends focused technological developments to
up with recommendations on the most important areas of
investigations in the near future. This review is based a light-weight array antennas
on the European and German programmes of Earth 9 pulse radar amplifiers and highly efficient power
Observation and Basic Technology Research. conditioning systems

0 digital pulse generators
Keywords: SAR Technology, microwave scatterometer & onboard real-time SAR processors

technology, active array, CFRP antenna, power
amplifier, digital pulse generation, SAR All of these areas need inovative designs, research in
processing. new materials, and investigations in new techniques and

processes in order to provide light-weight systems with
low power consumption and high reliability fulfilling
the demanding space qualification requirements.

INTRODUCTION

Radar remote sensing from space was a key element in
international space programmes for more than a decade ADVANCED SYSTEMS
now. It even becomes more important today when problems
within our natural environment are calling for global The development of spaceborne radar systems is in
observations of environmental effects on a routine progress along the following lines.
basis. Spaceborne radars, such as Synthetic Aperture
Radars and Microwave Scatterometers, are viable tools * Preoperational/operational systems
for operational observation-systems because they can * Experimental systems
operate night and day and usually independent from
weather conditions. On the one hand there are systems to be flown on

preoperational/operational Earth observationDORNIER was involved in the development of spaceborne satellites. Although they aim at ambitious objectives
radars from the beginning of these programmes on behalf from a technological point of view, one can consider
of the European Space Agency ESA and the German them to be relatively conventional from a conceptual
Nli*Ly fuL Rueh iid Technology LHET. Today, and scientific point of view. Radars of this type will
DORYIER is leading the development of the ESA Earth be flown on the ESA remote sensing satellite ERS-l, the
Observation Satellite ERS-l and the X-Band Synthetic Canadian RADARSAT, the Japanese satellite JERS-l etc..
Aperture Radar X-SAR for Shuttle, the latter being a
joint programme with NASA's Shuttle Imaging Radar Advantages of such systems are their long term
SIC-C. Furthermore, DORNIER will be responsible for the operational capabilities and their world-wide
procurement of the instruments to be flown on the first availability for practical use in the near future.
mission of the European Polar Platform PPF and for the Apart from the 100 days mission of SEASAT in 1978 there
development of the advanced X-SAR sensor for the EOS. has not been any such opportunity yet,
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On the other hand, experimental systems have been (and ANTENNAS
will be) developed and operated, which serve to promote
the basic knowledge of microwave remote sensing, sensor Spaceborne radar sensors like Synthetic Aperture
capabilities and system aspects. The most prominent Radars and Microwave Scatterometers typically need
projects of this type in the past were the Shuttle very large array antennas. Two different technologies
Imaging Radar systems SIR-A and SIR-B and in the near are presently in use:
future it will be the first multifrequency SAR system
in space, the SIR-C/X-SAR mission being a joint effort * Microstrip patch arrays
of tie Jet Propulsion Laboratory and Dornier. Sensors e Slotted waveguide arrays
of this type are forerunners of the next generation of
space radars. The user requirements on such advanced The 9.40m x 2.10m SAR antenna of SEASAT was a
imaging radars (SARs) are developing towards microstrip patch array for L-Band. Due to the
multifrequency, dual-polarization, and flexibility relatively high feeding losses of this antenna type,
(high resolution/medium swath vs. medium which even increase with frequency, ESA decided in 1980
resolution/wide swath). to realize the ERS-1 C-band SAR antenna (Fig. i) as a

slotted waveguide array. Because of the high mass and
Future requirements on advanced microwave the unsatisfying thermal stability of such an antenna
scatterometers are mainly concerning measurement made from aluminium, copper or brass, the novel
sensitivity and stability at reduced levels of primary technology of metallized carbon fibre reinforced
power, plastics (CFRP) was used. Today, this new technology is

established within the ERS-1 programme; the electrical
The next application opportunities for these advanced performance is as high as for metal antennas, the
sensors are the polar platforms to be launched at the weight is about 1/3 and the thermal stability and the
end of this century. The technological competition stiffness is very high. This success led to the
towards them has already been started, decision to apply this new technology within the German

DOCRNE -'
! ii

..:- . ... .....

F~ig. 1: 'fie I'RS-1 SAR -)ntenna development model
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Shuttle X-band SAR (X-SAR). Fig. 2 shows a breadboard However, as briefly indicated before, the next
of an X-band SAR antenna panel. The X-SAR is the German generation of spaceborne radar antennas, the
contribution to NASA's Spaceborne Radar Lab (SRL) distributed amplifiers phased arrays, are initating the
operating in 3 frequencies (L-, C- and X-band) with two new technology of high power solid state pulse
polarizations for L- and C-band. The L- and C-band amplifiers. These amplifiers (a breadboard is shown in
channels of the SRL are using active phased array fig. 3) are designed as moduls with an output power in
antennas with distributed solid state amplifiers. The the order of 10 - 20 Watts. Located on the rear side of
radiating surface is a microstrip patch structure. This large planar arrays they typically feod small antenna
antenna represents the next step into the technological subarrays or even single radiating elements. Problems
future of spaceborne radar antennas being the to be solved in this development are mainly concerned
distributed amplifiers phased array technology. Feeding with electrical efficiency, thermal dissipation,
of this antenna is performed on low signal level. Many radiation hardness, lifetime, phase and amplitude
solid state amplifiers at the rear sides of the stability, and mass.
electrical subpanels provide the required peak power,
and phase shifters within these amplifiers allow the
steering of the antenna beam. Switches select the
required polarization. This active array of SIR-C is
still a high-mass-solution and the structural and PULSE GENERATION
thermal problems are evident. This is acceptable for a
Shuttle experiment, however, additional innovations are High bandwidth phase coded radar pulses today are
needed in order to lower the mass and to solve thermal mainly generated by surface acoustic wave devices.
problems before such an antenna can be applied to an Typical values of rf-bandwidth are 10 - 30 MHz. In some
operational SAR like the Facility-SAR on EOS. applications (e.g. radar altimeters) even 400 MHz are

obtained by special cignal processing techniques. In
Microwave Scatterometers require a high accuracy and case of modern radar systems adaptive pulse phase
stability of the electrical parameters, because of the coding is required. This means, that it must be
very high sensitivity of the wind data extraction possible to change the bandwidth, the compression
algorithms in terms of radiometric performance. CFRP ratio, the phase slope, and the amplitude slope of the
slotted waveguide antennas meet these requirements, pulse by commands. This allows to adapt the spatial
whereas in-flight stability and calibration of active resolution of the radar to various users' needs.
phased arrays are still facing problems and hence there This requires either series of surface acoustic wave
are some doubts whether active arrays are presently devices or a programmable digitial chirp generator
able to meet these requirements. Therefore it makes (DCG). Intensive developments of DCGs are presently
sense to stay with CFRP slotted waveguide arrays for ongoing in Europe and in the US. Bandwidths of more
the next generation of microwave scatterometers. than 100 MHz have already been obtained in experimental

systems.
In order to solve some of the essential problems
associated with the active array technology ESA stated
a development programme in 1987. These first ONBOARD DATA PROCESSING
investigations covered breadboarding of the basic
functions in conventional technology in order to prove High-speed real-time onboard radar data processing is
the functionality of the intended operational modes required in operational systems in order to lower the
(wide-beam transmitting, dual-beam receiving, data transmission rate. Radar altimeters need
receive-scanning). The transfer to space-qualified processing of signals of 300 - 400 MHz bandwidth and
units will begin this year. In view of ESA's advanced Synthetic Aperture Radars provide data streams of 100
C-band SAR this development deals with the C-band Mbps and more which should be processed in real-time.
technology. The operations baseline of today's systems is the

processing of radar altimeter data onboard and SAR data
in Germany an active array is needed for the X-SAR on ground. In future the planned operation of several
follow-on project, the XEOS, a possible German SAR modes in parallal (e.g. 4 polarizations, 3
contribution to NASA's FACILITY SAR. This is an X-band frequencies) drastically increases the overall data
radar and hence an X-band active array technology rate (> 500 Mbps). This is beyond the capacity of
programme will likely be started within this year in existing downlink channels and therefore either a
Germany. limited number of channels have to be selected for

transmission o: the SAR data must be processed onboard
into multilook images providing a significant reduction

POWER AMPLIFIER in data transmission rate. Dornier has developed a
real-time SAR pipeline processor, presently being used

The discussions on the optimum antenna concept are as quick-look processor on ground. Its design was
directly related to the investigations into the selected towards a possible application onboard future
technology of high microwave power generators for advanced space SARs considering low power consumption,
pulsed radars, which allow to maintain the signal low mass, and low volume.
coherency. Up to now, mainly travelling wave tube
amplifiers (TWTAs) have been used. In Germany, on
behalf of the Federal Ministry for Research and OUTLOOK
Technology, Dornier and AEG develop. d space qualified
hiph power TWTAs for C- and X-band in order to serve Operational radar rpmote conQina frnm cpAra will ha a
the ERS-1 Active Microwave Instruoentation (AMI), key element in Earth monitoring at the turn of the
operating in SAR and SCATT mode, and the X-SAR. An century. Even the remotest areas on Earth, most
application of such an TWTA to the Canadian RADARSAT is inaccessible tr man, will be surveyed on a routine
also under consideration. The technological challenge basis, independent of daylight or cloud cover. Users
within these developments was to achieve a high from different scientific disciplines, such as geology,
electrical efficiency, low mass, and, at the same time, oceanography, hydrology, cartography, vegetation
to solve the essential problems concerning thermal science and many others, require demanding measurement
dissipation and high voltage/power discharge under accuracy leading to the application of sophisticated
space environmental conditions, technologies. Industry is going to take this challenge.
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Abstract

a consistent and reliable payload complement defi-
Under contract to the Earth Observation Preparatory nition.
Programme of the European Space Agency a multimission
and programme aspect study has been performed for the
two European Polar Platform concepts currently under 2. MISSION ASPECTS
study in the Columbus programme.

The European Polar Platform missions shall continuous-
For these two different platform concepts various ly provide a -fide multidisciplinary community with
potential payload complements comprising in total more synoptic and coherent data on global and local scale,
than 25 different instruments have been accommodated ranging from fully operational applications foi meteo-
in order to prove the multimission capability of both rological services with rather short timescale res-
platforms, making use of commonality either to the ponse requirements to purely scientific objectives.
other Columbus elements or to the SPOT programme. The Consequently the payload complements consist of opera-
payload complements are built up by an operational tional instruments, developed and funded by operation-
instrument package for meteorological applications, by al agencies like NOAA and EUMETSAT, core instruments,
so called core facility instruments for Earth obser- developed and funded by ESA and, last but not least,
vation, by Announcement of Opportunity (A.O.) and of space science and A.O. instruments funded either by
space science instruments. The payload complements ESA or national agencies. The total number of instru-
have been seen as typical examples for ocean/meteoro- ments which can be flown in each mission, is about 12
logical/climate missions and for land missions to to 15, dependent on the selected platform concept.
cover at least four missions of the Polar Platform.
both platform concepts could demonstrate in principle The payload complements comprise optical, microwave,
their flexibility to accommodate the required payload particle and field instruments as well as a direct
complements. Different payload nodule capabilities as broadcast package for the operational applications.
well as the different flight orientation of both plat- Consequently, field of view, sun illumination, point-
forms and dissimilar payload accommodation principles ing accuracy and stability, EMC, thermal control,
resulted in two distinct payload module solutions, commanding and control, and other requirements had to

be studied and opt4;nized carefully, in order to
As a further major study result, the importance of achieve an acceptable compromise for all instruments,
physical and functional platform modularity could be without driving the platform capabilities unnecessari-
substantiated with special attention to the AIV pio- ly (see Benz, R., et al., Jan. 1989).
gramme under multimission aspects.

In particular, orbit requirements have been deduced
from various, partly diverging instrument require-

1. INTRODUCTION ments, resulting in a sunsyn.hronous, near polar orbit
of an altitude between 700 and 850 km, with global

In parallel to the C-Zero system studies for the :uro- coverage for operational instruments for latitudes
pean Columbus Polar Platform (Jenkin, R. et al., 1989; above about 40, suitable ground track pattern, and a
Cornet, J. at al., 1989), a ,ltimission and programme nodal crossing time with acceptable solar illumination
aspects study has been conducted by the Earth Observa- conditions for the optical instruments. It is evident
tion Preparatory Programme to prove the multimission that the currently chosen nominal orbit parameters, as
capability of the proposed platform -oncepts and tc presented in Tab. 1, could only be a compromise and
support the consolidation of mission and s,srem -o-,. b -dr imci-. -
requirements (Benz, R. et al., April 1989). This
teflects that the Columbus programme aims at develop- E.g., the chosen altitude was mainly requested by the
ing a single Polar Platform, while the Earth Observa- operational instruments, which would fly even higher.
tion Programme considers a series of several missions Other orbit parameters, e.g. lower orbit altitude of
based on recurrent models of this platform. The pre- about 762 km or later nodal crossing time will become
sented study has recently run into a mission phase A possible for the land missions in the parallel mission
system study which includes the design of the core scenario because of the absence of the operational
core facility instruments in order to achieve finally instrument package.
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Sunsynchronous, near polar orbit Instruments 0 P T I 0 N A O P T I 0 N B

Altitude 824 km la lb Ic 2a 2b Ia lb Ic 2a 2b
Inclination 98.70 "'

Argument of perigee 500 AMRIR x x x x x x x x
Local time (descending node) 9.5 It ASU A+B x x x x x x x x
Duration of repeat cycle 14 days ERBI-NS x x x x x x x x

Nodal period 101.3 min ARGOS x x x x x x x x
SARSAT x x x x x x x x
DB x x x x x x x x

Tab. I: Current Nominal Orbit Parameters .....
ALT x x x x x x x x

Two different mission scenarios have been defined for SCATT L+R x x x x x x
the two platform concepts: The ititerleaved scenario MERIS x x x
has been applied to the larger platform option A, MIMR x x x
while the platform option B is foreseen for the BAR x x x
parallel mission scenario. This is not a necessary, ATLID x x '
but a realistic consequence of the smaller payload HRIS x x
mass capacity of option B. The launch sequence of both HRTIR x x x
mission scenarios is given by Fig. I. SARA x x x x

LISA x x

Under the given programmatic constraints, both missicn VHROI x x
scenarios offer a very similar applicational and I

scientific benefit. However, operational continuity of SEM x x x x x x

the meteorological instrument package seems more AURIO x x x x x x x x x x

critical in the parallel scenario in case of a launch GEM* x x x x x x x X x
or early operation failure. PAP x x xx x x x x X X

FPI x x x x x x x x x x

-7 At00 02 At46007801 A.O.Instruinents x x xIx xx x, x x xI

PARALLE& m PDHT x x x x x x x x x x
SCENARIO L

: octean/meteo/climate missions
fil at2 : land miesiona

* : may not be accommodated in option B
a,bc: mission options

'NTERLEAVED

SC'NARIO al Tab. 2: Payload Complement Options

scenarios have to be taken into consideration. With
dedicated operational requirements for each instrument

Fig. 1: Alternative Mission Scenarios modelled according to their zones of interest (see
Tab. 4) and two different realtime transmissionscenarios, power timelines have been established. The
first transmission option assumed that instruments
with data rates >3 Mbps are operated only during ESA

3. PAYLOAD COMPLEMENT BUDGETS station contact, while the second scenario assumed
realtime operation during contact with the two DRS

For each platform concept a set of 5 payload comple- satellites, resulting in significantly different
ments has been defined (see Tab. 2). The payload com- instrument duty cycles (see Tab. 5). The two realtime
plements for the first missions are typical for transmission scanarios must be seen as extreme examp-
ocean/meteo/climate purposes, while the complements les for duty cycles of high data rate instruments,
for the second missions are typical for land applica- allowing for further optimization to achieve the final
tions. The operational continuity for the meteorolo- payload operations scenario. E.g. operating a SAR
gical applications must be guaranteed with one mission instrument about 38 % in image mode or science instru-
type in case of the parallel scenario. Consequently ments more than 40 % of the orbit seem to be unneces-
the operational instrument package is not required in sarily high and could be optimized further. All in-
the option B land missions. Besides that, for the struments not mentioned in Tab. 5 operate continuous-
larger option A platform the rule 2 of 3 has been ly. Their data are recorded on board and dumped to
applied for the core instruments, which means that 2 Earth durin& ground contact with Kiruna or an other
of the 3 instruments SAR, ATLID and MIMR must be acco- ESA station.
rmnodated in each ocean/meteo/climate mission. For
option B the rule I of 3 has been applied accordingly. The resulting payload power consumption, as summarized

in Tab. 6, is relatively high for both platform con-

Tab. 3 demonstrates that both platform concepts cepts and both transmission scenarios compared to the
provide sufficient margin to carry all the payload given requirement. While the marginal power conaump-
complements from mss point of view, including the tion, in particular during eclipse phases, can likely
e.tra mass for interface hardware, as support panels be solved by tailored payload operations without
or even complex deployment mechanisms. limiting the user needs in fact, the high peak power

can hardly by solved by modified operations. Here the
For payload power consumption and data rates the situ- platform capabilities should be improved appropri-
ation is more complex, because realistic operational ately.
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[ Y1C 0tson A op.o. ESA Stations Coverage DRS Covecage
Mass l Ib Ic 2& 2b 1. Ib Ic 2. 2b

n~t3 1873 1823 2035 2245 1265 1315 151 1508 17601 Day Night Orbit Day Night Orbit
las (65) Aver. Aver.

M.chanical Interface 247 253 300 224 244 185 166 168 150 163(W ( ) ( ) ( ) () ()

M-66 (kg; __________
ro 870 2126 2123 2259 2189 1450 1481 1683 1658 1931 Ala 1617 2586 2607 2792 2644 2748

1s t , Alb 2766 2717 2751 3278 2994 3193

F 3.2 24.1 24.1 19.3 11.1 27.5 26.0 15.9 17.1 3.51 Al 2196 2147 2181 2708 2424 2623
'Oargo (1) 'A2a 2124 2037 2098 2644 2369 2562

A2b 2270 2191 2246 2760 2523 2690
::.d,.,6C 20002

-,plb;"It Bla 1475 1467 1473 1519 1484 1509
Blb 2045 2036 2042 2089 2054 2079
BIc 1624 1598 1616 2006 1833 1954

Tab. 3: Payload Complements Mass Budgets B2a 1353 1288 1334 1892 1620 1811
B2b 1641 1592 1626 2117 1924 2059

Zones of Instrument Remarks (Actual System Requirement: Day 2700 W, Night 2300 W)
Interest

Continuously NOAA package, Tab. 6: Payload Compl ments Net Power Consumption

operating ALT, ATLID, FPI, (averaged over 15 orbits)

LISA2, MIMR, SEM need to optimize the payload composition and the

Ocean SAR wave mode operation scenario further to achieve a suitable
balance between user needs and realistic platform

Scatt 1 of 6 antennas, min. capabilities.
duration >180 min

Coast HRIS2) only during day 4. PLATFORM CONCEPTS AND PAYLOAD ACCOMMODATION
SARI) image mode

Land H1) only during day A brief comparison of both platform concepts under
payload aspects is given in Tab. 7. Distinct varia-

HRTIR) only during day tions in payload accommodation are caused by the
SARI) Image mode different flight orientation of the platforms. While
SARA%) image mode option A is orio-ted in the flight direction, option B
VHROII) only during day flies transversal, which eases the accommodation of

the solar array and of critical instruments, in parti-
HRT:R') only during day cular SAR and MIMR. Consequently the effort for
SARI) image mode instrument deployment is larger for option A. Another

important difference is the accommodation of the pay-Altitude AURIO) high mode, else low load electronics. While in option A all electronic
Bands G )mod units are attached to the outside of the payload

PA? carrier structure, with substantial advantages for the
PAF instrument integration, option B houses the instrument

electronics together with the mission peculiar payload
Day MERIS _ _ support functions in the payload equipment bay, In

(1) only operated under realtime transmission] summary a proper accommodation of all required payload
complements could be demonstrated. Some critical ther-

Tab, 4: Instrument Zones of Intertest mal control and EMC aspects seem to be solvable during
the subsequent detailed design phases., Fig. 2 and 3
illustrate the configurational characteristics of both

- Splatform concepts with a typical payload complement
ESA Stations DRS Coverage for each version.

Day Night Total Day Night Total

5. FUNCTIONAL PLATFORM MODULARITYMERIS 2 .5 - 2.5 25.2 - 25.2

SAR IMAGE 5.7 1.3 7.0 30.7 6.2 38.9 The two platform options offer an interesting distinct
SCIENCE 6.0 0.1 6.1 37.1 5.1 42.2 approach in their fundamental modularity concept to
HRIS 3.3 - 3.3 14.9 - 14.9 solve the multimission capability requirements.
HRTIR 3.4 0-9 3.4 19.8 - 19.8 Option A is based on the philosophy of a generic bus.
SARA 2.7 0 3.6 16.2 6.3 22.5 This means that all necessary functions, even payload
VHROI 3.2 3.2 14.8 - 14.8 dedicated, mission peculiar functions belong physi-

cally and functionally to the utility module. These
functions must be capable Icr all missions loreseen

Tab. 5: Duty Cycles for Intermittently with the platform, to benefit as much as possible from
Operating Instruments (in percent) the cost advantage of recurring hardware. Some over-

ocean/meteo/cli- design, in particular for the first mission and rigid
Significant differences between the instrument design requirements are a natural conse-
mate missions and the land missions became apparent quence. Option B added between the utility and the
for the data rate4. While the first mission type payload module a third module, the payload equipment
requires about 2 x 100 Mbps, the land missions demand bay, comprising all mission peculiar hardware. Conse-
for more than 4 x 100 Mbps., This indicates again the quently the utility module is a totally recurring item
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Option A Option B cycles will in fact not challenge the user require-ments.

Instrument Mass 2800 kg 2000 k The payload accommodation exercise, performed in
.md. I/F H/W) parallel to the Polar Platform spacecraft design

Instrument rower studies substantiated the flexibility of both con-
Average 2700 W1 2600 W cepts, although basic different design features, likeDay 2700 W1 2600 W S/C flight orientation, resulted in distinct payload
Night 2300 W1 2600 W module configurations. Sensor and cooler field of view
Peak 3200 W - requirements can be met adequately, thermal require-

ments need more detailed evaluation but could not be
Pointing Accuracy < O.* (2o) < 0.050 (30)2  seen as critical. The EMC payload requirements can be

met as well, given some modifications (frequency
Pointing Stabi- < 0.00065 s" change, filtering) can be accepted by the concerned
lity instruments. Flying transversal to the flight vectorobviously eased the accommodation of several instru-

Data Rates ments.

x-Bd to ground 4 x 100 Mbps3 2 x 100 Mbps Physical and functional separation of the utility
Ka-Bd to DRS 4 x 100 Mbps3  2 x 100 Mbps module from the payload module is an essential charac-

Data Record. Cap. 2 x 30 Gbit 2 x 30 Gbit teristic of a multimission spacecraft and consequently
I a requirement to be applied to both platform concepts.

1) Design to actual System Requirement; This is also confirmed by ERS-1 experience.
2) With star trackers;
3) Direct broadcast not included 7. GLOSSARY

Tab. 7: Comparison of Payload Relevant Platform ALT Radar Altimeter
Characteristics AMRIR Adv. Medium Resolution Imaging Radiometer

ANSU Advanced Microwave Sounding Unit
and restricted to real fundamental functions. It does A.O. Announcement of Opportunity
not provide payload control functions, payload power ARGOS Data Collection & Localisation System
distribution, payload data handling and transmission ATLID Atmospheric LIDAR
because these functions are mission peculiar, and AURIO Auroral Imaging Observatory
therefore consequently part of the payload equipment DB Direct Broadcast
bay. It is important to stress here that the separa- DRS Data Relay Satellite
tion of these mission peculiar functions from the ERBI Earth Radiation Budget Instrument
basic generic functions is necessarily a physical and ERS ESA Remote Sensing Satellite
functional separation in order to achieve simple FPI Fabry Perot Interferometer
interfaces. The payload controller may serve as one GEM Global Electrodynamics Monitor
typical example to substantiate this functions separa- HRIS High Resolution Imaging Spectrometer
tion requirement: Separation of the payload control HRTIR High Resolution Thermal Infrared Radiometer
computer only func.ionally but not physically from the LISA Limb Sounder for the Atmosphere
main computer, which is possible also in a generic bus MERIS Medium Resolution Imaging Radiometer
concept, will cause enormous effort in the AIV pro- HIMR Multifrequency Imaging Microwave Radiometer
gramme on UM and PM level to simulate the very complex PAP Particles and Field
module interface. In case of a physical and functional PDHT Payload Data Handling and Transmission
separation of the master and the payload controller PEB Payload Equipment Bay
the functional complexity of the interface is very PM Payload Module
much reduced. Consequently parallel and separate inte- PA Syoad Aodue
gration of both modules is eased, which is considered SAR Synthetic Aperture Radar
mandatory for a system of such complexity. Similar SARA Advanced Synthetic Aperture Radar
arguments apply to payload data handling and trans- SC W Sce rometr
mission as well as to payload power distribution. SEM Space Environment Monitor
Therefore a physical and functional separation of UM Utility Module
generic utility module functions from mission peculiar VHROI Very High Resolution Optical Imager
functions are seen as an essential requirement for the
Columbus Polar Platform.

8. REFERENCES

I. Jenkins, R. at al., Columbus Polar Platform,
6. CONCLUSIONS Option A, C-Zero Final Review Data Package,

Bristol, January 1989
Based on a detailed mission analysis, the current set
of nominal mission and orbit requirements could be 2. Cornet, J. et al., Columbus Polar Platform,
confirmed ks an acceptable compromise. Both platform Option B, C-Zero Final Review Data Package,
concepts are capable to carry the required sets of Toulouse, January 1989
payload complements and thus demonstrated their basic
multimission capability. Both platforms offer enough 3. Benz, R. et al., Multi-Mission and Programme
margin to accommodate the payload complements from a Aspects Study, Final Report, COL-DO-PPF-RP-0007,
mass and volume point of view, while payload power and Friedrichshafen, April 1989
data handling are more critical. Further optimization
payload on operations seems necessary, in particular 4. Benz, R. at al., Columbus Instruments Data Sets,
if realtime transmission via DRS will be used exten- COL-DO-PPF-LI-0001, Friedrichshafen, Jan. 1989
sively. Nevertheless the resulting instrument duty
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ABSTRAC I Another modification organized by the CSIRt) and sourced from

Australian suppliers has provided a Marine Observation SatelliteThe upgrade to the Australian Centre for Remote Sensing (ACRF.S) (MOS.1) reception and minimal data processing capability at ACRES,
provides total capabilities for the recording and processing of Landsat Alice Springs.
Thematic Mapper (TM), SPOT Haute Resolutiln Visible (IIRV) and
National Oceanic and Atmospheric Administration (NOAA) Advanced Following a competitive tendering process, a contract was let to
Very High Resolution Radiometer (AVHRR) sensor data, as %ell as user MacDona!d Dettwiler in July 1987 to provide ACRES with a recording
interfaces and production control. and product processing capability for Landsat TM, SPOT and NOAA

Advanced Very High Resolution Radiometer (AVIIRR) data. An X.land
The upgrade is comprised of two sites: a Data Acquisition Facility tDAF) it ception and Zenith pass capability is to be provided by Daltron S)stem!
and a Data Processing Facility (DPF). The DAF has the facilities for
recording TM, SPOT and AVHRR data as sell as for quick processing under a separate contract.
and transmission of imagery via a micrewave link. The DPF has facilities
for order entry and processing, production control, image processing and 2.0 UPGRADE OVERVIEW
analysis, catalogue update and inquiry and accounting.

'rile upgrade system produces a wide variety or high quality Computer- riTe upgrade is comprised of two sites: the Data Acquisitions FacilityCompatible Tape CCT) and film products ranging front raw to geocoded (DAF) and the Data Processing Facility (DPF). The upgrade to the DAF
included facilities for recording Landsat TM, SPOT Haute Resolution

fith subpxel accuracy. Visible (HRV) and NOAA AVHRR sensor data. In addition, ttse DAF has

The anticipated effect of the expanded range of products and services in capability for performing limited processing at real.time rates and
thle Australian user community is described, transmission of imagery to the DPF via a microwave link.

The upgrade to the DPF Involved a complete product generation and
control system and Includes facilities for imagery processing and analysis,
user order entry, catalogue update and inquiry, production control, and

1.0 INTRODUCTION accounting.

'fite Australian Government's principal agency for the reception,
distribution and processing of satellite remote sensing data is the 2.1 Data Acquisition Facility
Australian Centre for Remote Sensing (ACRES). The Centre was
originally established as the Australian Landsat Station under the This operational facility is situated at Alice Springs. Northern Territories.
Department of ScIence & Technology in 1980, but is now part of the While having to maintain high s)stel availability, the DAF has a low.key
Australian Surveying and Land Information Group within the role in terms of overall product generation. Figure 2.1 detail, the
Department of Administrative Services. information flow at the DAF. The upgrade to the DAF provided the

following major operational capabilities:
ACRES has routinely received LANDSAT Multi Spectral Scanner (MSS)
data at its antenna facility in Alice Springs since 1980. This site enables . Recording and playback for Landsat TM and SPOT downlink
data reception over the total Australian continent and parts of Indonesia satellite data,
and Papua, New Guinea. High Density Digital Tapes (IIDDTs) are air.
freighted to ACRES Canberra daily, for cataloguing and archiving on the * AVHRR Data Acquisition and Archival System, capable of
MSS system which is based on Perkin Elmer (Concurrent) processors, unattended operation,
The MSS reception facility in Alice Springs and the processing equipment
in Canberra were built and installed by MacDonald Dettwiler. 9 Quick Image Capture System (QICS), for processing of

subsamplcd ,1! U cn- .-d ful resolutions sub-cero TM, SPOT
In 1986 a collaborative project between ACRES. the Commonlsealth and AVHRR imagery and remote file transfer to the DPF. Figure
Scientific and Industrial Research Organization (CSIRO) and tile 2.1 details the Information flow at the DAF.
Australian Mineral Industries Research Association (AMIRA). established
a low.cost temporary modification to the Alice Springs facility enabling Raw Landsat TM and SPOT digital image data, together with the
the reception of Landsat Thematic Mapper (TM) data and processing to station's local time code, are recorded directly onto HDDT. This data can
Computer Compatible Tape. This minimally processed product hs lie used as a source of quicklook imagery data at the DAF but is normally

.listied the immediate demand for TM data from the experienced users. it ansported to the DPF for cataloguing. The image data provided by the
tiRR sensor is stored initially on disk and then archived onto CCT.
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'I lie DPF can be divided into three major subsystems, each or bich has a
dedicated CPU. These subsystems are defined as folinlis:

spot N.4 * Distribution, Information and Production Control Subsystem
F WO t ,m it TV. z  (DIPCS, sihich serves as tile main external user interface,

"-. dot *M 0 Interactive and Quicklook Subsystem (IQSI. which uses the
eW Microimage Quicklonk System (MQS) for catalogue and

" " b7 quicklook Image production, and a Meridian [AS to perform
Interactive image analysis functions. The IQS also serves as an

t-. interface to the DAF,

PR , E,1 G Image Correction Subsystem (ICS) which uses the Geocoded
Image Connection System IGICS w for the production of hulk," O5,a, georeferenced and geocoded imagery for TM and SPOT and for

.T,, .. the production of bulk and georeferenced imagery for AVHRR.
Figure 2.2 shows the information flow at the DPF.

" , a csow
i s l-:it addition, the subsystems share a MacDonald Dettwiler Color FIRE 240

imae recorder for the generation of high quality hlack.and.s hite or
.ur film products.

I-;;-'

"-10 ow, C
I[(j. mTIR5A . & eAecI,

EX50SIO CAPAK5Ty $ "SO

FIGIJRE2 LI IFORMATION PLOW FORS THE poa
D ,TA ACQUISITtQ'i PA(11 ITY

I , display Landsat TM and SPOT data during real.time acquisition or
playback from HDDT, Format Synchronizers and a Moving Window
Display (MWD) processor and monitor are provided, The MWD can also.-
be utilized to view AVtIRR data on reception, or playback from disk.

The AVHRR Acquisition and Archival System is hased on MacDonald
Deltwiler's proven Meteorological Data Acquisition System (METDAS).
It provides fscilities for orbit prediction and reception scheduling in
addition to its acquisition and archive role. It also has provision for FIGURE 2.2 INFORMATION FLOW FOR THE
;nteracing directly to an antenna control unit so that unattended data DATA PROCE SING FACILTY
acquisition is possible.

The QICS system provides a mechanism for performing basic geometric
'adimetric cnrrrtbonn on stbsaooInii foil se dilat at real.Ii: ,i Z2.,1 Distribution Information & Production Control System

rateg or on full resolution subscene data at reduced rates. The processin,
tan De done on full passes or single scenes. The processed imagery is then DIPCS is an interactive software subsystem which provides the Interface
tratmitted via a dedicated communications link to the DPF for between users and the dedicated image processing subsystems. There are
immediate use. thereby eliminating the time delay causri by having to facilities for raw and processed data catalogue enquiries and user order
ship the raw data tapes. entry. Users can enter orders through an order entry clerk or directly

themselves, using terminals connected via the Austpac data network.

2.2 Data Processing Facility tIPCS generates work orders for the MQS, GICS and Meridian IAS
subsystems, as well as monitoring the status of on.going work on thoseThe DPF is situated at the main ACRES facility in Canberra, ACT. This subsystems. Any film products generated on the subsystems, or requested

facility generates all user products and forms the main focus within the directly from user orders, give rise to work orders for the photolah. The
user community for enquiries and product generation, photolab work orders are handled by DIPCS and the status of on.going

Product generation functions involve all steps commencing at reading the phetolah work ig montored.

ras data from HDDT (or CCT in the case of AVHRR data), to gererating When products are complete, DIPCS passes that information along to the
tite tinal product for delivery to the end user. accounting subsystem. Here, packing slips and invoices are generated for

liitrilution to customers. The accounting subsystem also handles other
' illing and general ledger functions.
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2.2.Z Microlmage Qukklook System 3.2 Catalogue Products

MQS, Is responsible for generating raw data catalogue updates. When Catalogue film products are produced in eithrr black and ohte or colour.
stork orders are received from DIPCS, MQS reads and corrects entire Each 240.mn frame of film contains tip to tvon caalogue products, each of
passes ofTM, SPOT or AVHRR sensor data. Next, interactibe cloud thlch contains eighty-four Individual scenes in a 6 x 14 array. The scenes
cover assessment is performed. Optionally, th! system can generate can be organized according to acquisition sequence or. for TM data. by
quicklook, daily microfiche and/or cyclic microfiche film products, coverage cycle. Catalogue products are generated using Imagery obtained
Catalogue update data Is transmitted back to DIPCS. from archived CCTs or directly front files generated by data acquisition

work orders.

2.2.3 Geocoded Image Correction System

3.3 Standard Products
GI(S is the primary product generation subsystem in the DPF for TM,
SPOT and AVHRR sensor data products. Product requests are Standard products are produced on the GICS sytem and can take the
transmitted front DIPCS in the form of work orders. Raw data for the form ofeither bulk, georeferenced or geocoded data on (CT or high
requested products is read, and the necessary correction parameters are resolution flint in colour or black and uhite. The various
generated. If precision products are desired, ground truth is obtained characteristics and options for these products are summariled in
either from previously stored models, from automatic correlation of Table 1.1.
imagery or using control points marked by an operator.

Using these parameters, GICS resamples imagery to generate ran, bulk or rABLE 1.1 STANI)ARD PRODUC'i ARAC rER;S! ICS & OPTII
georeferenced products in quadrants or full scenes for TM. SPOT or
AVHRR sensors, and geocoded subscene products for TM and SPOT
sensors. The products can be resampled Into one of many user selectable II'LK GEOREFERENCED GEOCODI)D
map projetions, using a varitly of geolds and reampling kernels. For
precision products, an elevation correction can be chosen (a low frequency Geonietrically Raw
elevation model containing approximately one point for every 0.25 degree Resamgled to Spacecraft
of latitude/longitude) or a full Digital Terrain Model (DTMI correction Projection ,
(.n be applied. GICS has a pass processing facility for generating models Resampled to User
nihich allow the precision geometric correction of data anywhere in that Selected Map Projection ,
,,itire pass with no further ground truth being required. Rotated to North Up

Orientation ,
Ince the imagery has been resampled, output products on film or a Radiometrically Raw •
iriety or CCT formats can be generated. Radlometrically

Corrected ,
Systematic Geometric

.2.4 Meridian IAS Accuracy , *

Optional Precision
I lie Meridian IAS package, ,ibich resides on IQS. is essentially an Geometric Accuracy
independent interactive image analysis/erhancement tool. The 1AS Optional Elevation
package contains a complete range of input, analysis and output functions Correction
needed to extract available earth surface information from remotely Optional DTM
sensed imagery. Wo -ders transmitted from DIPCS contain Correction
instructions for processing imagery that Is on disk, obtained directly front Choice of Resampling
GICS, or from CCT. Output products on film or CCT can be generated. Kernels , ,

Ctoice of Earth Geoid
Models

3.0 PRODUCT OVERViEW U3Ver Defined Framing ,

All user products are produced on film or CCTs and may be classed as
either 'standard' or 'special'. Standard products are those generated 3.4

completely within one DPF system while special products may require.tial processing by GICS fidlhlo ed b3 subsequent manipulation hr the Products which require some processing on the Meridian JAS are classedas special products. Input data may be from CC' or from image data
residing on disk "hich has been previously produced by GICS. In

velopment by the photolab. DIPCS is responsible for converting special addition to generating film or CCT products by applying one of the many
product requests to work order chains and controlling the progress of the image analysis/enhancement tools available, custom format film products
products through the various subsystems. (altered scale, resolution, layout, etc.) can be produced using the Meridian

[AS.
Film and CCT products produced on any of the subsystems can be
recorded in the processed data catalogue once processing has 1,hen
successfully completed. This allowis future products to be ordered as 4.0 POST UPGRADE
copies by identifying the data from this catalogue.

4.1 Impact on Operations

3.1 Qulcklook Products ACRES will continue to use the Concurrent system for MSS cataloguingand processing. It is expected that the demand for [MSS products will

Quicklook images are corrected only for gross geometric and radionietric decrease as users begin to use TM and SPOT. However, as the Australian
errors in the raw data. They are framed according to the standard TM and SPOT archive only goes back to 1986, there will always be some
franting scheme for the satellite/sensor and accompanied by identifysing requests for pre.1986 MSS.
annotation. The quicklook film products are produced at a reduced
resolution on black and white, In a 70.mm format on 240.rnnt roll film (9 The longer term options are to maintain and operate the rapidly aging
per frame). Concurrent system or to shift the MSS cataloguing and processing to the

... w system. Considerations in making a decision include MSS product
mands. Concurrent system performance/maintenance costs.
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deterioration of NISS magnetic tape archihe. and LANDSAT s MSS
it ansnsission lifetime.

Some reorganirallon of ACRFS staff has been necessary without
significant increase in numbers. Productivity of the system is expected to
be high but experience will need to be gained before optimizing
procedures. The new DIPCS subsystem which enables on.line catalogue
enquiries, product ordering, invoice and statement generation, is expected
to be used by ACRES Distributors and regular clients. ACRES User
Services staff will be able to spend more of their time servicing the less
knowledgeable clients.

4.2 Impact on User Community

A core group of Australian users have a relatively long experience with
NISS and other remotely sensed data in a range of applications. especially
mineral exploration. These users have well de% eloped methodologies and
systems. With the availability of affordable PC-based Image Analysis
equipment, many more organizations, including educational institutiong,
are introducing remote sensing techniques, providing product prices are
attractive.

ACRES new georeferenced and geocoded products ,will reduce the effort
needed by the user In the application of the data. Users will need to make
the right choices in the sensor type and processing level to best suit their
application.

Geographic Information System (GIS) data bases are being implemented
by a number of Australian oTganizations. The availability of geocoded
imagery front ACRES can contribute to the economic updating of these
data bases.

'I lie Australian Government has recently approved an on. going
topographic revision mapping program at medium scales to lie
undertaken by the Australian Surveying and Land Information Group.

5.0 CONCLUSION

T he 1990s will see the launch of new remote sensing satellites and also
begin the era or the polar platforms carrying a multiplicity of Parth
resources sensors.

Data requirement needs will have to be defined and the appropriate
processing agreements and capabilities put into place. ACRES in
participation with other Australian organizations is vell equipped to meet
this challenge.

qI
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ec Ceivers. The antenna also provides for the injection of test signals
INi RODUCTION nto the RF reception chain, for system loop.back testing.

At any given time, twenty percent of Ecuador is obscured by clouds. The data receiver Is a single multipurpose init designed for downlink
Optical satellite data from SPOT and Landsat could only hope to data capture from polar.orbitlng renote-sensiog satellites. It consists
provide part of the national picture. What Ecuador needed for of a demodulator for Quaternary Phase Shift Keying (QPSK) or
comprehensive coverage was additional access to a sensor providing Unbalanced Quaternary Phase .hift Keying (UQPSK) data and three
ground data in all weather by day or night. The MacDonald bit synchronizer modules. The bit synchronizer modules are designed
Dettwler engineered Ground Station In Quito will provide just that, to recover the original d ial data strtan with an accompanying
By late 1989, Ecuador will have reception and processing facilities for clock for a particular t.ateglie.
Landsat.TM, SPOT and ERS.l data. This processing rance gives
Ecuador the unique capability to process data not only from The tracking receiver is a general purpose telemetry receiver which is
conventional optical satellites but alio from a radar satellite with data configured for operation with the antenna control system to provide
capture ability denied to sunlight dependant sensors. X.Band autotracking.

Work on the Ecuador Ground Station (EGS) began in 1988. The test modulator is a general purpose unit which generates a
Although MacDonald Dettwler had worked on other South American modulated RIF signal for injection into the antenna. The test
remote sensing facilities before, the EGS was the company's first modulator output can be modulated with simulated satellite data or
complete South American Ground Station. The system will be pseudorandom bit sequence test signals supplied by the RPS. The test
installed and operational by September 1989. signals are used to measure and verify DAS and RPS equipment.

The Quito based EGS built for CLIRSEN can be conceptually broken The remotely located boresight transmitter generates an unmodulated
down into three subsystems: X-Band RF signal used to verify the antenna RF performance and

* The Data Acquisition System (DAS); physical orientation.

" The Recording and Playback System (RPS), and
" The Data Processing System (DPS). RECORDING AND PLAYBACK SYSTEM

The RPS consists of two High.Density Digital Recorders (HDDR), a
DATA ACQUISITION programmable Data Matrix Switch (DMS), Frame/Format

The DAS, as the ground station front.end, provides interface between Synchronizers for Landsat.TM, SPOT and ERS-l SAR.

the satellite and the RPS. It is designed to ensure n high level of The RPS includes test data generators for Landsat.TM, SPOT sensor
operation reliability and availability so as not to lose more than two data. These test generators are usble in a variety ofsystem tests
percent ofavalable passes due to equipment failure or malfunction, including full end.to.end testing of the DAS and RPS. The RPS Bit
The DAS consists of four major subsystems: Error Rate (BER) test set generates and analyses pseudorandom

" antenna and antenna control: digital data bit stream data to test the antenna, receivers. HDDRs and

" data and tracking receivers; routing equipment.
" test modulator; and
Sboresight. 'I tie RPS provides the facilities used to record satellite downiink data

for archiving. Its other functions include formatting data for input
The antenna and antenna control equipment. including associated into the DPS and providing visual display of image data via a Moving
Radio Frequency (RF) equipment, can receive natellte downlink Ri Window Display Processor (MWDP) and video monitor. The RPS

signals in X.Band (8025 to 8400 MHz). The antenna can track also produces test data in the satellte downlink formats and is a

Landsat, SPOT and will be able to track ERS-I and otlier polar Pseudorandom Bit Stream (PRDS)
orbiting satellites with similar orbital and downilnk signal
characteristics. The antenna includes a mechanism to allow tracking Data is formatted for input to the DPS by LandsatTM, SPOT and

of zenith passes without loss of data. The received satellite signals are and TM format synchroreers can be selected for viewing during

converted to a 375.MHv intermediate frequency for input to the downlink data acquisition or tape playack on the MWD. Al'o

viewable on the MWD is data output to the DPS film recorder.
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0.rA A¢1¢0PI PCcOn.c A DATA PeOCMSe SPOT and TM quicklook products are produced in black.and.'hite
ftAY5AOX SYSItU S'using the FIRE film recorder from a single band of sensor data. The

L I > .,,,,w., image data is essentially raw. TM scanline reersal and nominal
,fl ,, . I ' *'alignment are always applied, and earth rotation and contrast

- , enhancement options are available. SPOT quicklook scene images ai e.
", ~,,~" ,~ ~ '"pioduced ata nominal scale of 1:1,500,000. Each scene contains 1001

lines x 1000 pixels ofimage data plus grey scale annotation. TM

-- quicklook scenes are produced at a nominal scale nf 1:4.800.000.
r n 1 Eachscenecontains770 lnesx790pixelsoflmagedataplus

A -annotation and grey scale.

L _J _ a " SPOT and TM microfiche products can be produced in black and

r , ilite or in color using the FIRE film recorder. Each 240.mm frame
I , j of FIRE flint can contain two microfiche products. each ofshich

. contains up to 84 individual quicklook scenes. Microfiche scenes for
TM are subsampled to 385 lines x 390 pixels of Image data while those

for SPOT are subsampled to 500 lines x 500 pixels. Each scene has an

FIGURE 1 FUNCTIONAL OVERVIEW oF lilE E(;S SYSTEM associated annotation area, enhanced grey scale and geographic tick
marks. Microfiches can also be produced In acquisition sequence or
by geographic area.

DATA PROCESSING SYSTEM
The Geocoded Image Correction Subsystem (GICS).

The DPS Is based on Digital Equipment Corporation (DEC) VAX.
series minicomputers nhtch hosts software packages (described later The GICS provides a precision correction facility for processing
to process Landsat.TMt, SPOT and ERS.I SAR data. It provides the Imagery front the Landsat.5 TMl sensor and from the SPOT.I MLA
functions ofdata quality assessment and reduced.resolutinn image and PLA sensors. The main imagery input to GICS is raw imagery
product generation for 'M and SPOT, and full.resolution processed containing attitude and orbit.related errors, sensor.related errors and
inage product generation for TM,SPOT and ERS.1 SAR. To scene.related errors. The main function of GICS is to remose
economically provide a reasonable level of throughput for the large geometric and radlometrlc errors front the imagery and project the
image data volumes of high.resolution satellite image data the DPS corrected Images onto standard coordinate systems. The outputs of.
employs specialized high.bandwilh processing equipment. GICS are film images and CCT products.

All of quicklook, catalog, SPOT Image. and user products for TM, The GICS software consists ofa number of multitasking processes
SPOT, and ERS.I SAR data are generated In the DPS. DPS that run on the host computer, the Aptec Input/Output Computer
functionality essentially falls into the categories of Raw Data Ingest, (IOC) and the Floating Point Systems (FPS) array processor. The
Product Generation, and Data and Product Quality Assurance. It main processes which run in the host computer provide workstation
also provides certain station management functions. The EGS support for the operators and process work orders wshich control the
software. rtten In Fortran and Pascal, runs in tire DEC VAX/VMS actual data correction functions of GICS. The data input operations
operating system environment. The software Is entirely resident in and some of the image correction functions are implemented in the
tie DPS and consists of support utility functions and the following Aptec IOC. Image resampling Is performed In the FPS array
four subsystems: processor.

* Microimage Quicklook Subsystem (MQS): GI(CS workstation operators have acces.s to separate production
* Geocoded Image Correction Suhs. stem (GICS); control and control point marking processes. To allow independent
0 SAR Processing Subsystem (SARPS): and activity there is one process per operator. Process isolation further
0 MERIDIAN (Image Analysis Subsystem). ensures that effects ofoperalor %, m r are restricted to a single work

order.

,fie Mlcroimage Quicklook Subsystem (MQS). Work orders define tie input data for ingest, the corrections to he
performed, and the products to be generated. Several work order

MQS Is used for performing cloud cover assessment and the processes may be active in parallel at different processing stages.
generation of quicklook and catalog inages, and the generation of
SPOT catalog update CCTs. The GICS interfaces with the RPS, the MQS. SPOT Image and with

tire operating staff. The interface with the RPS is mainly for data
The MQS software consists of code running on the host computer and input, while the interface with MQS is via shared data bases. The
the Aptec IOC. Software functionality Is disided into workstation interface with SPOT Image is to proside Lesel 0 CCTs from GICS.
functions and work order functions. Workstation functions snpport The interface with the operations staffis via the workstations for
operator activities to initiate work orders and enter auxiliary data. work order entry and intervention request servicing including
These functions also provide the operator with s5stem and progress interactive control point miarking ,rod prdieuct data quality
feedback. The work order functions control data acquisition and as %esnent.
product formatting and generation. The MQS maintains several data
bases. These data bases contain standard configuration and Tre GICS produces the following types of inagery products:
hardware device information, satellite orbital parameter data and
standard processing parameter data. . Raw, Systematic or Precision Corrected Scenes and TM

Quadramlis;
Products generated by MQS are:

0 Systematic or precision Geocoded Subscenes.
" SPOT and TM 70-mm quicklook images In black and shite:

Raw, systematic and precision image products are produced as full
" SPOT and TM microfiche catalog images, and scenes for SPOT and as full scenes or quadrants for TM. Ras

products are similar to bulk products except that geometric
" Reports. corrections (except for TM scan reversal) are omitted. Radiometric

corrections may be selected by tire operator.
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Geocoded subscenes are corrected for earth rotation and other 'I he MERIDIAN Core package consists of a set of functions and

geometric errors, serviceS for controlling the the workstation functions, Image data base

contents, and the software operating environment.
The imagery Is resampled and rotated to align with and correspond to
an integral number of UTM map sheets. The pixel sires for geocoded The MERIDIAN Image package provides image processing and

Images front different sensors are in integer ratios allowing these analysis functions for activities such as spectral enhancement,

images to be conveniently overlaid in digital form. classiflcation, statistics, distance measurement, report generation.
data input and output, and product generation.

For all products two levels of accuracy are available:

* systematic using a priori data, and SUMMARY
" precision using ground truth.

The MQS and GICS proviue data processing functions for L.andiat.

All full scene, TM quadrant and geocoded subsvene product% can be TM and SPOT, while SARPS provides data processing functions for

produced as 240.mm colour film products exposed on the Color ERS.l SAR. The MQS generates quicklook and catalog Images, the
FIRE.240 film recorder, and as CCTs in Canada Centre for Remote G.ICS generates hulk.procesed and gecoded Image products, and

Sensing (CCRS) LGSOWG f'ortrat, The SPOT Level 0 CCT products the SARPS generates bulk.processed products. The MERIDIAN

are produced only on CCT in the CRIS SPOT Level 0 format. system provides Interactive image analysis functions for data
processed by the GICS and SARI'S subsystems;.

A SPOT Level 0 CC. product Is generated as an operator.specified

viork order option for SPOT data procesialg. This product Is used to The GICS, MQS and SARPS are hosted on the main DPS computer

supply raw SPOT data to SPOT Image. system based on a DEC VAX 3600 augmented by high.throughpit
image data input and processing peripheral equipment Incorporating

A Work Order report ih printed following the completion of each an array processor. Other peripherals and Interfaces necessary for

% ork order. This report identifies the productis) generated. the satellite data input and product generation are also included in the
processing options used, and Includes Quality Assessment reports for system.
the processed imagery.

The MERIDIAN system Is hosted on a second VAX 3600 vhlich shares

peripherals of the DPS VAX over an Ethernet local area netnork.
The Synthetic Aperture Radar Proceming System (SARPS).

The SARPS is an Independent subsystem. It does not operate in
parallel with other data processing subsystems in the ground station.
It interacts with the operator to receive processing parameters and
processing commands. Its operation starts with Ingesting data from
the HDDT. This is followed by data processing and image CCT
generation. If required, v film product can be subsequently generated
using a DPS utility function.

In terms of hardware, the SARPS uses a subset of the DPS main
computer. Da a from the ERS.! High Rate Framefynchronizer is
ced Into the Frame Synchronizer nHerfae Frm). The FSc unpacks
1h. SAR raw data from 5.bit to 8.bit format and sends it to the Apte(
It uC. The Aptec IOC's multiple purposes include providing a high
bticdwidth mass memory storage for data buffering, allowing the host

uimunicate with ohie lharidware components and computing
bc.ktistics on the input data. The input data. stored on a raw data disk.
Is sufficient to generate a 100 x 100 km Image. Input elements on the
disk are stored In 8.bit I, $-bit Q format. The array procssor
receives control parameters from the host and performs all compute.
intensive SAR signal processing operations such as FF1', matched
iltering and interpolation.

The MERIDIAN Image Analysis System.

The MERIDIAN subsystem provides an interactive image analysis
facility for the post.processing of image data products from the GICS
and SARPS, and from external agencies. Its multiprocessing
capability allows a number of applications Jobs to be run In parallel
from a single workstation. MERIDIAN allows the operator to
Interactively manipulate the image data and perform operations such
as classification, feature enhancement, selecting a standard image
subset, and mosaicking together two images to form one.

The MERIDIAN software consists of a number of processes uhich
run on single computer system. The MERIDIAN operator is served
by an Image workstation, which makes use of the hardware of the
DPS marking/QA workstation used by GICS and MQS. The software
Is organized as a set of functions which are executed under operator
control via an operator workstation interface. These module,; are
grouped into two software packages: MERIDIAN Core and
MERIDIAN Image.
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- ARISTOTELES -

Description of the Earth Gravity Field Recovery Mission

R. Benz, M. Langemann, M. Gramolla and G. Mecke')

Dornier GmbH, Postfach 1390, D-7990 Friedrichshafen, FRG
1)ESTEC, P.O. Box 299, 2200 AG Noordwijk, The Netherlands

Abstract Thz name of the mission ARISTOTELES stands for "Appli-
cati n and Vesearch Involving Space Techniques Observ-

Under contract to the European Space Agency a system ing TChc "d~ch field from a Low Earth Orbiting Satel-
study for a spaceborne Earth Gravity Field Recovery lite" and reminds of the great greek philosopher
mission called ARISTOTELES has been performed in 1988, Aristotle who was the first to speak of gravity
to prove system feasibility covering as further mis- forces.
sion objectives geodetic point positioning in the cm
range and Earth Magnetic Field measurements (R. Benz
et al. 1988). Under the given programmatic con- 2. Scientific Background
straints, a six months Earth Field Recovery mission in
a 200 km near polar dawn dusk orbit has been chosen to The science of geodynamics is a highly interdiscipli-
recover the gravity field anomalies on a global scale nary and complex field that studies the physical
better than 5 mgal, coherently with the magnetic field forces and processes affecting the Earth's core,
better than 2 nT with a spatial resolution of mantle and crust and is concerned with interactions of
100 x 100 km half wavelength, the Solid Earth with its atmosphere, its oceans, with

the moon and the sun.

The primary payload is a planar gradiometer comprising
four accelerometers ultrasensitive in radial and Space techniques are proving to be a powerful t'ol to
across track direction. A microwave tracking system study links between individual processes in a short
will provide precise orbit data required for the field time on a global scale with homogeneous high accuracy
restitution and will be used optionally for geodetic and promise to be a major factor in achieving a better
point positioning requiring however an orbit raise to understanding of how our planet works. Several scien-
at least 700 km altitude and an additional three years tific objectives are mentioned below. A more detailed
mission duration. The payload is optionally completed background is given by the SESAME report (SESAME,
by a magnetometer and a GPS receiver. The latter one 198b)
for operational orbit determination and as support of
the GRADIO to recover the lower harmonics of the
gravity field. GRAVITY FIELD

The approval for this optional programme is expected The structure of the gravity field reflects irregu-
in 1989. Launch is scheduled for the mid 1990's with larities in mass distribution in the interior of the
an ARIANE launcher. Earth. These irregularities are the result of the

internal heating and of gravitational attraction on
Keywords: Solid Earth Programme, Gravity and Mag- the material assemblage of varying chemical and physi-

netic Earth Field Recovery, Geodetic Point cal composition. Consequently, knowledge of the
Positioning Earth's gravity field is the most direct information

source for a better understanding of Solid Earth
physics.

1. Introduction

In the mid 1990's, the ARISTOTELES spacecraft will MAGNETIC FIELD
begin to investigate the Earth's fields. The provision
of gravity and magnetometry data with unprecedented The Earth magnetic field is made up by the superposi-
accuracy and on a global scale will be a milestone for tion of several components. The temporal variations of
the progress in geodynamic science. the field and the occurrence of magnetic jerks are of

primary interest for th= scientists. Correlation has
Geography, geodesy, oceanography and other areas will been discovered between the westward drift of the
benefit as well as practical applications in satellite field and the length-of-day-variation. There is also a
navigation, climate modelling and earthquake and magnetic coupling between the core and the mantle. To
volcanism prediction research. Thus the understanding fully understand the Earth dynamo effect is one of the
of our planet will greatly be enhanced by the greatest remaining challenges in fundamental modern
ARISTOTELES mission. Solid Earth physics.
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GEOPHYSICS AND OCEANOGRAPHY model. The ability to absorb carbondioxide in large
quantities is an important regulator of the greenhouse

The Earth's surface is made up of individual rigid effect.
lithospheric plates which are assumed to float on a Closely related to the greenhouse effect, the sea
relatively soft layer called astenosphere. These level rise predicted by several UNO studies (e.g.
plates are moving relatively to each other with Delft Hydraulics, 1987) will endanger large populated
averaged velocities of several centimeters per year, areas of coastal land. Space techniques will in com-
causing earthquakes and volcanism where they collide, bination with tide gauges allow exact monitoring of
separate or slide past each other. The driving sea level variations in a worldwide system. It will
mechanisms of plate motion are not yet fully under- further the understanding of this phenomenon and the
stood, but thermal convection and gravitational forces recognition of the involved parameters. It will allow
are believed to be the main contributors. In addition, to discover trends in sea level variations and can
geodesy and oceanography also benefit in a very pro- eventually provide long term forecasts for individual
found way from an accurate global knowledge of the areas. This observation will be simplified by a con-
gravity field. nection of world wide height systems, as made possible

by a precise geoid and spaceborne geodetic point posi-
tioning.

Earth Rotation 
t

In response to the gravitational attraction of the SATELLITE NAVIGATION AND GEODESY
sun and the moon, the Earth carries out a rather com-
plicated motion in space. It precesses, the pole of A precise gravity field will be the foundation for
rotation is moving irregularly and superimposed with improved satellite navigation and the basis for exact
almost constant drift, the spin rate is slightly orbit computation for future and former satellite
changing. Core-mantle processes, earthquakes and fluc- altimetry missions. The point positioning mission will
tuations in the atmosphere are assumed to be the main support this task by allowing to correct geodetic
contributors to these irregularities. Observation of reference frames with information on the movement of
the rotational motion of the Earth by space techniques lithospheric plates.
has resulted in major progress. Further improvements
can only come from more precise, more continuous and Satellite positioning in combination with a precise
more dense observations, only achievable with very geoid knowledge provides us with quasi-leveled
advanced space techniques. heights. For developing countries this is the only way

to get medium scale topographic height information for
mapping, engineering and exploration in a fast and

Earthquake and Volcanism Prediction Research consistent manner, avoiding costly and time consuming
terrestrial methods. In the northern hemisphere, the

All three mission objectives of the ARISTOTELES space- use of the satellite derived geoid is the only way to
craft shall contribute to the progress in earthquake obtain height systems and height system connections on
and volcanism prediction. Detailed gravity information a continental scale free of systematic errors for
over typical geological features, obtained from the science, mapping and engineering.
gravity mission, is necessary for the development of
accurate earthquake prediction models. The point posi-
tioning mission can reveal the relation between major NATURAL RESOURCES PROSPECTING
earthquakes and the drift rates of lithospheric
plates. Earthquakes are also linked to the Chandler An association of plate tectonics with the occurrence
wobble, a component of the polar motion. The under- of natural resources has recently been recognized.
standing of this and other forms of Earth rotation Detailed gravity information of high resolution serves
variation will greatly benefit from the magnetometer as a first indicator when prospecting Earth resources.
mission.

4. Mission Obiectives and Requirements
3. Applications Background

GRAVITY MISSION

The ARISTOTELES mission will 
greatly help man's under-

standing of the Earth as a system, but there is more The primary mission of the ARISTOTELES spacecraft is
to it than the pursuit of pure scientific interest, the global determination of the gravity potential

Advances in geodynamics can directly support work on field of the Earth. The objective is to determine
such diverse fields as e.g. environmental problems, gravity anomalies with
climate modelling and satellite navigation.

- an accuray of < 5 mgal
CLIMATE MODELLING and a spatial resolution of 100 * 100 km

Climate models nowadays face increasing interest as a The benefit of the ARISTOTELES mission can be seen
means to assess and predict the disturbing influence from a comparison between the amplitudes cf various
of human activities on the sensitive equilibrium of geodynamic phenomena and the envisaged ARISTOTELES
environmental processes, Information gathered from the system performance as given in Fig. I.
ARISTOTELES mission can greatly improve the accuracy
and reliability of these models in several ways. To achieve the required highly accurate gravity re-

stitution by means of ground processing, the space
A very precise geoid as obtainable from the segment has to provide at least two diagonal gravity

ARISTOTELES mission will enlighten research in general tensor components with an accuracy better than

ocean dynamics and ocean circulation. As a means of 10-21 I/s
2 

which is equivalent to 0.01 E.U.. With the

atorage and transportation of carbondioxide and heat, ARISTOTELES sensors T (across track) and Tz,(radial)
ocean circulation is a major factor in any climate can be measured with'he required accuracy, while the
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6. Primary Payload

GRADIOMETER
0-

2, .The gradiometer differential measurements of accelera-
AR S - tions allow to derive components of the gravity gradi-

I ent tensor (T]. The instrument named GRADIO comprises
,, - four ultrasensitive accelerometer measurements

attached to the corners of a quadratic, stiff plate
a...,(see Fig. 3). The sensors derive accelerations from

- the forces that are necessary to keep an electro-
statically suspended proof-mass in its nominal posi-
tion. A calibration device in the instrument center
allows to match alignment and scale factors of the

, .0720ftTAL , OU ,0 , individual sensors. The gradiometer provides highly
accurate measurements in across track and radial

Fig. 1: Comparison of the Amplitude of Geological direction.
and Oceanographical Phenomena with envisaged
ARISTOTELES Sys em Performance The instrument is accomodated in the S/C such that

its plane is perpendicular to the flight direction and
signal in the flight direction is significantly that the instrument and the S/C centers of mass coin-
degraded because of drag forces and consequently less cide. isostatic mounting avoids any stress or deforma-
sensitive tion from being transfnrred to the instrument.

Precise a posteriori orbit restitution is a
prerequisite for the accurate gravity field recovery •t". (All 1114 %61011. • 0 700

on ground. The required accuracy is about • .

( 10 m (radial), and _, s......
< 1000 m (along and across track) &/

MAGNETOMETER MISSION (OPTIONAL) / . , l

Current models could be greatly improved by a detailed
global determination of the Earth magnetic field with \

- an accuracy of < 2 nT, F. 2W -4

with a spatial resolution of 100 * 100 km.

Orbit altitudes at 200 km and 700 km are of great
interest for this optional mission. • s,0,,

POINT POSITIONING MISSION (OPTIONAL'

A precise measurement of absolute and relative posi-
tions on the surface of the Earth will enable the cor-
rection of geodetic reference frames, the monitoring Fig. 2: ARISTOTELES Mission Scenario
of Earth rotation and polar motion, of plate motions
and plate boundary deformations. The required point
positioning precision is

- for baseline up to 100 km: 5 cm,
- for baseline up to 1000 km: 10 cm.

This optional mission requires an orbit raise to at
least 700 km and an additional lifetime of 3 years.

5. Mission Scenario

Due to the diverting requirements for the primary and - , oe,
secondary mission objectives a unique mission scenario s,,xtu,,

is required for ARISTOTELES (see Fig. 2). After dual
launch together with an ERS-type satellite by an
ARIANE into a sunsynchronous, near polar orbit with Fig. 3: Gradiometer Configuration
about 780 km altitude, ARISTOTELES will drift - al-
ready in ei opueaLtiont.l modu of great scientific
interest - about 8 months in an orbit with the target MICROWAVE TRACKING SYSTEM (MTS)
inclination to achieve the dawn dusk local time. Then,
after a descend phase of one month, the S/C will The microwave tracking system has to provide exact
operate 6 months in the operational orbit for the orbit determination measurements during the
gravity and magnetic field mission in 200 km altitude. ARISTOTELES mission. The system will comprise a space
Subseqdently an orbit raise beyond 700 km altitude segment, presuimably 7 operatiknal tracking ground
will allow to continue for another 3 years point posi- stations and a number i.f scientific ground stations to
ioning measurement which could have been started be defined in the near future. The general tracking

already after in-orbit comissioning of the S/C. principle is outlined in Fig. 4.
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minimum possible altitude results in a significant
drag force. To provide a mission of sufficient dura-
tion for recovery of adequate scientific data, the
effect of the drag must be minimised. The cross sec-
tional areas presented to the "airflow" is thus re-
duced resulting in a long slender satellite body
limited by accommodation constraints of the launcher
assembly. The electrical energy demand requires solar
array wings - in addition to the body mounted solar
arrays - but these must be edge on the airflow to
minimise drag and large disturbance torques on the

( 0 satellite and the GRADIO. In consequence it is only
GSTI GS1, 0 Command possible to fly in near dawn-dusk orbits./ 0 GST4 Station

o O i Since the GRADIO instrument measures the gravity field

0st2 of the satellite as well, unusual consequences result

Gs13 for the satellite internal layout. The instrument must
I X-d.,,0mc,"s,).o. laData c,, be placed not only at the centre of gravity of the

S- B.PN,01MCa/,).o al.8,o.cas, vehicle, but this centre of gravity must also be the
X- SV.PR(,om st, I -Ito4 neutral point for the gravitational attractions of all+,0 t~.T,is&-on , s"It" .of Date components to minimise their influence. Symmetry is

+ S-1".PNMChv,).OuD.o&4,t thus of major importance, and the heavier units should
O5T, -C~4 deatc.10 - 11 I

4 
to~, ~Qs1,110") W,. t" --ay". &W . be placed as far away from GRADIO as possible. The

,n,4$W ,* supporting electronic subsystems contained in pods on
oG-STkG.dS1At,'onk 5-,enor*-*y the sides of the body meet this requirement, while
"___ ____ ___also assisting thermal stability of GRADIO by keeping

variable heat generation remote from the instrument.

Fig. 4: MTS/PRARE Tracking Principle (Ph.Hartl, 1985) The largest masses are however the fuel in the

16 tanks. Under manoeuvring accelerations the fuel in

7. Optional Payload the tanks normally moves or "sloshes". To reduce this
effect, tanks with stable metal diaphragms are used,

To benefit as much as possible from the rather unique restraining the fuel to one end of the tank. The fuel

mission parameters of ARISTOTELES - 6 months in a used during the period of GRADIO measurements also is

200 kmi, near polar orbit - the payload should be contained only in the outer tanks, i.e. furthest from
p2etd , near GPSr reier ad th mageometer ino d er - GRADIO. The fuel in the inner tanks is used duringpleted by a GPS receiver and a magnetometer in order initial manoeuvres to place ARISTOTELES into the cor-
to support the primary mission and to enlarge the intamnoursoplcARTTESitoheo-
scientific mission objectives, rect orbit. In addition, the symmetry requirement can

only be met by controlling fuel consumption in the
individual tanks, in order to maintain the centre of

MAGNETOMETER gravity within fractions of a centimetre of the GRADIO
centre. Such a procedure is almost unique to
ARISTOTELES.Scalar and vector magnetometers have been studied as

potential payloads to measure the Earth magnetic fieldrelaed ithcor an crsta prceses.Forthe TO achieve the magnetic cleanliness requirements the
related with core and crustal processes. For the
vector magnetometer the EMC requirements together with magnetometers will be accommodated on a deployable

the stringent pointing knowledge requirement demand boom of about 3 m length, which is stowed along the

for a very stiff boom and an optical alignment system spacecraft and deployed in the flight direction. This

which could not be accommodated under the given con- is the most preferred location of the magnetometer to

straints. Presently, trade-offs resulted in the use of avoid any impact from contamination by thrust plumes

two already existing fluxgate magnetometers, however and from plasma wake eftects.

only used for scalar measurements as the preferred
solution. This allows differential measurements The MTS antenna will be accommodated at the nadir
similarly to GRADIO, in order to identify spacecraft oriented solar array to guarantee an unobstructed
impacts on the scientific data. field of view to Earth. Although this is not the best

location from a stability point of view, the error

GLOBAL POSITIONING SYSTEM (GPS) contribution is acceptable.

The use of the well know GPS (see e.g. van Leeuwen,
et al. 1985) could ease the operational orbit deter-
mination significantly. To meet the orbit determina-
tion requirements for the gravity field restitution Tab. 1: ARISTOTELES Satellite Characteristics

with GPS seems at least questionable. However the GPS
can complete the gravity field recovery in the range
of long wavelengths, i.e. in the range where th. • Satellite Mass dry 960 kg
GRADIO can hardly meet the requirement, due to extreme launch 1990 kg
stability demands. * GRADIO mass 65 kg

* Opt. Payload mass 35 kg
* Power at Solar Array 1080 W

8. Satellite Configuration 9 GRADIO Power Consumption 60 W

9 Opt. Payload Power Consump. 25 W
The GRADIO instrument has dictated most of the prin- a S-Band Telemetry I Mbps
cipal features incorporated in the satellite con- * Data Storage (36 h) > 260 Mb
figuration (see Fig. 5). The need to fly GRADIO at the
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The figures demonstrate that in a s,.x months mission
the system requirements can be met with sufficient
margin by means of a non-drag-free planar gradiometer

OW ,,O with 4 accelerometers ultrasensitive at least in two
Cm q ,li1o. j so4, A,,a orthogonal directions. The instrument accuracy has to

be better than 0.01 E.U. in both directions. Local
gravity field recovery could be even better. A
detailed performance analysis of the space segment
resulted in the gravity measurement performance as
outlined in Fig. 7.

0016 
T

8

0014
G.A l~asic. Pods 1, 0012

G.oA,$o0 PA- F 00a

9. Satellite Subsystem Characteristics 0 90 ISO 270 OD,,t 360

The majority of the subsystem for the 3-axis stabi-
lized AFISTOTELES spacecraft are conventional in Fig. 7: Gravity Measurement Performance
character with special attention being paid to satel-
lite structural and thermal effects on GRADIO. How-
ever, the performance of the attitude and orbit con- 11. Conclusions
trol system is intimately linked with the orientation
and control of GRADIO and thus to the quality of the The ARISTOTELES system study (R. Benz et al., 1988)
instrument data output. Because the instrument is proved that a spaceborne gradiometer can meet an Earth
attached to the spacecraft structure, it is directly gravity field determination requirement of better than

affected by drag forces and spacecraft disturbances, 5 mgal with a spatial resolution of 100 km half wave-
placing high demands on control accuracy and stabili- length. The required orbit altitude is about 200 km or
ty. To control air drag variations within the band- less with an instrument accuracy of better than
width of GAADIO, aerodynamic flaps are necessary to 0.01 E.U. given that at least the tensor components
smooth out the drag variations to one percent of the Tyy (across track) and Tzz (radial) were measured.
original values. Consequently particular attention
must be paid to the development of a satisfactory From a technical point of view the accommodation of a
AOCS/RCS subsystem magnetometer and of a GPS receiver is possible in

principle as well as the orbit raise for a Point
Positioning Mission of additional three years.

10. Gravity Recovery System Performance
Definitely ARISTOTELES could provide substantial

The gravity field recovery system performance is information for an improved scientific understanding
dictated firstly by the performance of the spaceborne of the Solid Earth and for various applications of
sensor, which is in fact the spacecraft itself and vital human interest.
secondly by the performance of the ground processing.
Based on a global gravity field recovery simulation
(R. Benz, et al., 1988) the basic system requirements 12. References
could be defined from Fig. 6. 1. Benz, R., et al., ARISTOTELES Phase A Study,

Final Report, Dornier System GmbH,
Friedrichahafen, FRG, 1988

2. Langemann, M., et al., ARISTOTELES Phase A Rider
L ,,Study, Final Report, Dornier GmbH, Friedrichs-

hafen, FRG, 1989

3. Sesame ESA Special Workshop, ESA SP-1080, Ising,

FRG, 1986

" 4. Study of Impact of Sea Level Raise on Society,
Delft Hydraulics, 1987

_ 5. Hartl, Ph., et al., Precise Range and Range Rate
Equipment, Inst. fir Navigation, University of
Stuttgart, FRG, 1985

Fig. 6: Relationship between System Performance. 6. van Leeuwen, A., et al., The Global Positioning
Instrument Accuracy and Main System Para- System and Its Application, Navigation Journal of
meters the Inst. of Navigation Vol. 26, No. 2, 1979
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TWO WAY SATELLITE COMMUNICATION FOR TELEMETROLOGY
AND REMOTE CONTROL

H. HANEBREKKE

Division of Telecommunication, The Norwegian Institute of Technology

TRONDHEIM, NORWAY

ABSTRACT - Low data rate satellite communication to fixed and floating buoys at sea, remote observation stations, and fishing
vessels is studied. Particular attention is paid to norwegian conditions i.e. high latitude and high mountains. Coverage and reliability
measurements have been done along the coast of western and northern Norway, and on major roads in southern Norway utilizing
INMARSAT C and PRODAT stations. In the coastal areas we find a reasonable good coverage with only 5% loss of messages when
both the AOR and IOR satellites are used from the same location, whereas the land mobile experiments gave 40 to 70 % loss
depending on the elevation angle. Presently we are investigating the possibility of using INMARSAT C or PRODAT stations in the
major fishing areas between Norway, Greenland, and Svalbard and in the Barents Sea. A new method of data collection from ocean
areas based on the fishing fleet is proposed.

Satellite communication - Telemetry - Remote control.

1. INTRODUCTION used low orbit satellites to convey data from buoys to their
The use of satellites has to a large extent contributed to base stations in Norway. The Norwegian Hydrotechnical

the collection of data from rural areas. The vast majority of Laboratory (NHL) has used the ARGOS system which is
data stems from satellites in low polar orbits. These platforms implemented on two NOAA satellites, to collect data from the
are usually carrying optical or infrared sensors aimed to study Arctic Ocean to study ice drift and ice conditions. The same
particular items on a global basis such as land, ocean, ice cover system has also been used to study ocean waves at the coast of
or atmosphere. Next generation satellites will also carry Tonga in the Pacific in planning a wave power plant. The
synthetic aperture radars (SAR) which make it possible to Oceanographic Company of Norway (OCEANOR) are con-
observe land and ocean when covered with cloudes These veying oceanographic measurements via the same satellite
methods collect a vast amount of data that have to be post- system from buoys in ocean areas around the earth.
processed. This is a costly procedure which in most cases The data collection is relying on one way communication
results in time delay between measurement and presentation. from the buoys. The sensors are preprograined to take
The resolution is often too low to observe phenomena of measurements at regular intervals and transiiit the rcL.ulh
interest and the observed signature is solely determined by the when the satellite is passing. The data arc rccoikcd fruiu tilc
radiating surface and the underlaying area close to the surface. base earth station after a delay of 3 to I hounr I'h¢ ci . .',,
Thus in many situations it is desirable to perform measure- possibility to change this procedure uhciu th l,,. :
ments in situ to obtain more exact information about temp- deployed. This excludes interactc .hu, i ,f of ,,'. .
erature, chemical composition, and biological contents. The remote control of the station if itvrc.tiug. t.iapill ,. :h .
data can be used as stand alone data or in combination with phenomena occur. It also prct liidc. thc il,.,.'ii i,, [. .

other remote sensing information, software into the station wio,, that is do,t, IX' %,,
Deployed radio transmitters on buoys at sea and on ice- these incoiiviii'cnics thrt, i , . ,a iL. ,la aa.il t, ', ,

bergs have been used for several years. In later years low orbit rate two way radio liiik% vi, sa lvlih'
satellites have been utilized to collect data from such traas- 'lhis rccogiiitioi has lcd its 1111,, LtAd, . .

mitters, Several norwegian companies and laboratories have coiniii1i1iI(:ation po."sihiiti. fo .in I .,, m. .It. .
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norwegian conditions. Particular attention has been paid to the available on request and may be of great importance for the
communication to buoys, drifting icebergs, and the norwegian users. Particula!,,,each fishing vessels can via its mobile
fishing fleet. station ask for an updated weather and wave forecast for its

position whenever needed. Only low data rate communication
2. DEMAND FOR LOW DATA RATE COMMUNICATION both ways is needed for these tasks.

Mobile satellite communication provides service inde- Here we propose another mode of operation, namely that
pendent of population density and degree of remoteness and of data collection from remote fishing vessels. Most modern
thus have the capability of providing flexible services to thinly fishing vessels are well equipped with electronic measuring
populated countries. It also provides a means of unified instrumentation. Position, wave, wind, current, salinity and
communication for mobile units which are regularly operated temperature may be measured regularly and stored on data
both within and outside the coverage area of terrestrial mobile bases on board. Even sea temperatures and other quantities
systems. The Norwgian Teleadministration is this year intro- below the surface can be measured on the larger tra-,,lers.
ducing a mobile data service, Mobitex, in the Trondheim Through a polling procedure to all the participating ships the,
region. By mid 1990 the service will also be available in the information may be read into central data bases ashore without
regions around Oslo, Bergen, and Stavanger, but it will take any attendance of the ships crew.
several years before the service will be available in the rural The participation in this system should of course be agreed
areas of Norway. The mobile satellite services seem therefore on by the ships on an individual basis. There may be hesitation
to be the most reasonable alternative for low data rate in providing the ships position in such a polling system.
communication to these regions in the 90-ties. However, by doing that the position will be registered for each

The interest for collecting marine data by using fixed or ship and in case of rescue the position is known to the rescuer.
drifting buoys and icebergs has increased markedly the later INMARSAT C or PRODAT stations are the obvious
years. This is mainly connected to the exploitation of oil in choice for this service if coverage and reliability are
ocean areas around the earth, but also by the increase in satisfactory in major fishing areas between Norway, Greenland
mapping and monitoring pollution and biological contents in and Svalbard, and in the Barents Sea. An estimate of 800 to
the sea. Modern buoys collect a variety of data and the 1000 stations for the norwegian fishing fleet is envisioned.
transfer capacity in existing communication systems is too low. The norwegian lighthouse system consists of a large
Although a lot of signal processing is done in the buoys the number of buoys and lighthouse stations. In the future most of
transmission rate is the bottleneck. The use of mobile satellite these stations will be unmanned and the stations will be
stations like INMARSAT C or PRODAT seems by first sight operated either automatically with frequent inspections or
to be the solution. However, the power ,onsumption in these remotely controled and monitored. Remote control and
stations is 10 to 15 W in idle condition and this is far too high monitoring is obviously the most reliable way because oper-
for battery powered buoys. New designs and -v- methods ation faults can be descovered immedately and measures be
should be considered to reduce the power consumption when taken to correct the fault. Only low data rates are required.
the stations are idle. But this will take time and it is most This service could be operated by stations similar to
likely that buoys will have to rely on low orbit satellites for INMARSAT C or equivalent, but should probably not be
several years. operated in the frequency bands for mobile satellite

Perhaps one of the most interesting areas for low data rate communication. Though, if the capacity of the mobile systems
mobile satellite communication is the services to the fishing are sufficient the inclusion of such services would increase the
fleet. These include data net service to the vessels, improved demand for stations and certainly contribute to reduce the cost
security in distress and rescue operations, and telemetry of of the stations.
marine parameters through already available data on board. The management of hydro power resources is an area were

Data bases are presently being set up to serve the small transportable stations would be valuable. Remote
norwegian fishing fleet and the norwegian fish farming stations for monitoring snow cover and reservoir filling, and
industry. The aim is to collect relevant data from sources in remote control of dams are tasks that can be well managed
Norway and abroad and make them available for te users via with low data rate satellite communication. Surveillence of
mobile terminals. The system will include such services as fish remote military storages and pollution monitoring are
reports, prices and market conditions for fish internationally, others.Some of these tasks can be accomplished by fixed or
accounting and banking operations, and weather and wave semi-fixed stations. However, the use of mobile stations
forecast in the actual ocean areas. These services will be greatly enhances the flexibility and the station cost will be
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lower than for fixed stations. The high power consumption is a commuincation needs in these areas had to be based on low
problem and remote stations on land must have electric power orbit polar platforms for the next 5 to 7 years. The intro-
generators to charge the batteries regularly, duction of high elliptical orbit satellites, HEO, for instance in

connection with NAVSAT, should then offer continuous service
3. SATELLITE SYSTEMS. towards the end of the 90-ties.

The success of implementation of satellite services to HEO satellites would solve many of the problems
mobile stations depend on the reliability of the services. The connected to mobile services in Norway and in the Arctic
majority of mobile services that will be offered in the next 5 to region offering high elevation anges for the entier area.
10 years will be based on geostationary satellites with some However, no decision have so far been made to implement such
capacity available in low orbit platforms. The low elevation a system and communication in the next 5 to 10 years must be
angle in ocean areas outside northern Norway and the com- based on geostationary or low orbit satellites.
bination of low elevation angles and high mountains in Norway
pose particular problems for communication via geostationary 4. EVALUATION OF SERVICE COVERAGE AND
satellites. In figure 1 we have shown contours for 00 and 50 RELIABILITY.
elevation angles from the MARECS B2 and INTELSAT The collection of data from buoys via low orbit satellites
MCS-A satellites which are used for the INMARSAT C have proved to be successful. As mentioned above norwegian
service together with 00 and 50 contours for a geostationary companies and research establishments have utilized the
satellite at 10o E as proposed in the PRODAT concept. Earlier ARGOS system to gather oceanographic data from oceans
measurements [1], [21 with INMARSAT C and PRODAT around the earth. The very low data rate capability and the
suggest that it should be possible in open sea to operate close fact that this system provides only one way communication
to 00 elevation with only some reduction in reliability. If this is have initiated a search for a more powerful two way

communication. New systems such as INMARSAT C and
PRODAT are presently being evaluated for this and other

- _. ._ ' purposes.The evaluation is based on field trials.
V : ,In 1987 coverage tests of the INMARSAT C system along

b the coast of western and northern Norway, and inland southern
Norway were performed in collaboration with The Norwegian
Tele Administration [1]. The experiments were based on the

------- ,Enhanced Group Call service provided by INMARSAT for
coverage tests. Figure 2 shows a sketch of the routes that were
followed. Signals from both the Atlantic Ocean, AOR, and the
Indian Ocean, IOR, satellites were utilized for the measure-

-------- ... . .ments along the coast while the AOR satellite was utilized for
the land mobile experiment.

With the IOR satellite INTELSAT MCS-A at 630 E the
elevation angle varied between 5.50 and 8.1o aiong the coast
from Bergen to Kirkenes. This is a reasonable high elevation

Fig. 1. INMARSAT C and PRODAT elevation angles in and would give good reception in open sea. Due to mountains
the Norwegian Sea and the Barents Sea. a) IOR satellite, between the ship and the satellite on parts of the route 33 % of
b) AOR satellite and c) satellite at 100 E. the messages were lost. A closer look at the results shows very

good reception in open areas.
correct, the major ocean areas of the Norwegian Sea and the With the AOR satellite MARECS B2 at 260 W the elev-
Barents Sea will be covered by geostationary satellites. In ation angle (corrected for satellite inclination) varied from
coastal waters, in fjords and valleys in Norway large areas lay 18.60 to -0.20. In this case 16 % of the test messages were lost.
in shadow from high mountains and can not be reached. The All losses were observed in the area north of Lofoten and only
Arctic region is another area which can not be served by geo- one of the received messages was corrupted.
stationary satellites. Combining the results from the two satellites only 5 % of

A resent study of commuic~tion possibilities and the messages were lost from both satellites at the same time.
demands for the polar regions [3] concluded that the The landmobile experiments gave an average of 40 to 70 %
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loss with elevation angles varying between 170 and 70.o
However, long periodes were observed when communication
was not possible due to mountains, hills, and trees between the
mobile and the satellite. Mo

This year a land mobile experiment was done with the O

PRODAT system. A PRODAT station was mounted on t car Ott.

and a route from Trondheim to Nordfjord on the west coast
and back to Trondheim were chosen as shown in figure 3. This,/ '

route is a combination of open areas and narrow fjords. The A' S1o 0,0
station was operated continuously with the car moving. Telex Fig. 3. Test route for evaluation of PRODAT land mobile
messages adressed to ourselves were sent to the Villafranca system in Norway.
earth station and returned back to the car. Excellent
transmission and reception were observed when the station was a continuous basis by recording information about the received
synchronized to the satellite signal, but for about 50 % of the data vectors, position, and weather and wave conditions. Telex

service will be tested regularly by sending messages between
. ... the ship and the base ashore and by adressing messages back to

the transmitter. Provisions have also been made to supply

Tioms. e tes news from a local Area newpaper and to transmit meteorologic

data for the ships position on request from the crew.

5. CONCLUTIONS
86do Two way low speed satellite communication for remote

data collection and remote control have been studied. The new
mobile services like INMARSAT C and PRODAT are pro-

*/ mising for many of the tasks. The power consumption, how-
ever, is too high for use on buoys and other stations without
electric power generation. Tests have been performed to

O ./'.T evaluate these stations for use inland and along the coast ofk.7q Norway. A new system for marine data collection based on the
,e 1) fishing fleet is proposed and we are presently doing field tests

Be an .. ton fishing vessels in the ocean between mainland Norway and
'1 /Svalbard to evaluate the reliability with elevation angles close

to 00.
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Specific geometry of SAR acquisition is highly sensitive to slopes and
involves geometric and radiometric deformations on radar imageiy.
In order to be able to properly interpret informations in mountainous
regions, it is necessary to carefully quantify the effects of the relief on the
SAR image.
The purpose of this study is to point out the influence of the relief on spatial
resolution, in order to correct for radiometric distortions.

The method which is used consists in simulating the radar point spread
function and studying how it is distorted by various reliefs.
A preliminary work assimilated the relief to its locally tangent plane and
studied the influence on the spatial resolution, of changing, for the tangent
plane, inclination and orientation relative to the radar beam.

The logical continuation of this work is to improve to the second order the
model of the relief, and take into account the radius of curvature of the
relief, especially in the case of very extended radar responses (i.e. when
slopes are perpendicular to the beam).

The question is to find a criterion on the radius of curvature and on the
slope, according to which the approximation of the relief to its tangent plane
is satisfying or not.

For that purpose, we first compute, at each point M of the grotind, the
radius of curvature of the relief, in the two principal directions of the
considered digital elevation model. Then, in those two directions, we
assimilate the relief to the osculating circle at the given point M and
therefore, we are able to calculate the surface of the point spread function
projected on the ground, in order to compare it with the tangent plane
approximation results.

The method is tested on a simulated sinusoidal relief, and then the obtained
criterion is applied to a real DEM on the mountainous region of the Jura
(France).

The final aim of this study is to obtain an analytical computing tool allowing
the determination of ambiguous points in a SAR image and the actual
losses of contrast and radiometry due to the relief.
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MULTIPLE-IMAGE SAR SHAPE FROM SHADING
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ABSTRACT However, in many shape from shading studies, for example
[Wildey,86], th,- reflectance map is simply the product of a constant

The purpose of the present effort is to explore the combination of scattering cross section coefficient, dependent only on an assumed
techniques for shape from shading with stereo-radargrammetry to constant albedo value, and the cosine of the local incidence angle,
produce terrain surface models using multiple SAR imagery. ie. the angle between the illumination vector and the local terrein

surface normal vector. In the single image case, there is a
The use of local variations in pix- shading as an indicator of terrain fundamental ambiguity between changes in albedo and slope when
slope changes represents an opportunity for increasing the accuracy a change in shading is encountered.
of terrain mapping over that which is available from stereo-
radargrammetry alone. Shape from shading can potentially provide Such a model assumes that the scattering cross section coefficient
a relative changes in height at each pixel. This leads to a denser set so, does itself not vary with local incidence angle. In order to
of height measurements and a more faithful rendition of the local simplify the computations involved, this is the model that has been
terrain shapes. However, some additional type of boundary values assumed in the present study. More complex models of the
or terrain low-frequency information is required. These can be reflectance map will be used in follow-on efforts.obtained from stereo or from altimeter measurements. A major difficulty with single image approaches to shave from
Two essentially different types of approaches are considered. shading is the assumption of uniform abedo. Another difficulty
Preliminary results using real SAR imagery are ecogin ed with shape from shading is that the problem is mathematically

underdetermined without boundary conditions. In general, the
shading information from single pixels merely implies a cone

1. INTRODUCTION constraint for the local surface normal. Continuity assumptions
connect the estimated directions for neighboring pixels, and prevent

Shape from shading requires the formulation of the reflectance map, independent solutions for each separate pixel.
which is an analytic description of the relationship between
radiometric image values I (x,y), surface coordinates, and image Another constraint involves the notion of "integiability".
sensing vectors. We will assume the following parameters are the Analytically, this condition implies that:
determinants of the reflectance map, R [Frankot,Chellapa,87]:

(1) I(x,y) =R(Zx ,Zy, b ,l,n) (2) Zxy(x,Y) = Zyx(X,Y)

where: where z(x,y) is the analytical expression for the height.
Zx ,ZY = slopes in x and y directions This analytic condition is just the intuitive condition that heights
b illumination vector can be integrated along any path, since these values are independent

= boresight vector of the path of integration. In practice, enforcing this condition alson = albedo acts as a smoothing process on the computed terrain surface.

Not,: that for radar, b = I Still another constraint is "regularization". This term effectively
limits the amount of allowable oscillation in the computed terrain

The image gray values are then the discretized levels between the surface.
minimum and maximum radiometric values.

Two essentially different approaches for reconstructing the surface
are discussed in this papaer. Approach #1 consists of two variations

An exact functional relationship among these variables is which involve a multiple image generalization of the method in
intractable to derive analytically, and in the past has been the [Frankot,CheIiapa,87]. Th. latter ap roach formulates the
subject of empirical reconstruction problem as the minimization of a cost function
studies and some simplified modeling of the scattering mechanisms which contains two types of terms.
involved.
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where
The first type of term is a measure of the difference between the I = Actual image
pixel gray values of an actual image versus the values predicted R Reflectance map
using the current estimated terrain model. Because of the ur= Slope in the range direction
mathematically ill-posed nature of such inverse problems uy = Slope in the azimuth direction
[Baltes,80], solutiona which minimize this term will lead to very urr = Second partial derivative of u in the range direction
oscillatory terrain estmates. ury = Partial derivative of u with respect to r,y directions

Therefore, the second type of term is a regularization term which uyy = Second partial derivative of u in the y direction
acts as a penalty function to limit the amount of terrain oscillations. 2= Regular.ation parameter that controls the amount of curvature
In this way, solutions to the combined metric represent a in
compromise between faithful image prediction and terrain slope the derived height model.
variations. The reconstruction problem is thus formulated as a
calculus of variations problem whose solution is obtained using the A generalization of the algorithm to N images minimizes the
Euler-Lagrange equations. following cost function (superscripts refer to image number):

Such methods tend to be robust with respect to noise because they (4)
tend to distribute the effects of noise, rather than accumulating them
as in an integration algorithm. f
However, most of the earlier work done using the variational C (I '-RI) 2+(I2-R2)2+... (InRn)2 +X(jr+2Uy+U2
approach tended to produce solutions that did not satisfy the J
condition of integrability. One approach [Horn,86] used a penalty
function to drive the iterated solution toward integrable solutions. In
practice, this meant that the computed solution usuall) was only Using the generalized cost function for N images we have [Thomas"close" to being integrable. A step in the right direction was taken et al,891:
in [Frankot,Chellapa,871 wherein the latest estimated solution was
projected onto an integrable subspace of solutions on every Ur 36'
iteration. U l(-R')Ri +..+( In-Rn)Rn(5)lOti
However, both variations of Approach #1 require the mutual (5)_lox r

registration of multiple images. Because such registrations Uy= U " (II'-Rl)R ' +( In'Rn)Rn )
generally involve residual errors, an iteration between registration ox y
and terrain reconstruction is generally required.

In the generalization presented above, it is assumed that the
Approach #2 for multiple imagery involves a set of simultaneous reconstructed terrain model and all images are in the same co-
equations which relate slope-induced shading and height ordinate system. In general, this assumption is not valid, unless the
measurements to the Fourier- series coefficients of the terrain images are rectified and registered. Because of registration
model. problems, this algorithm is not as effective as the one discussed in

the next section section.
2. ALGORITHMS FOR SHAPE RECONSTRUCTION

2.1 General This model containing the surface facet slopes for each terrain
element in the estimated model is converted to a model containing

Section 2.2 discusses the two variations of approach #1, the N- height values using the Fourier projection technique of [Frankot,
image generalization of the method in [Frankot, Chellapa,87]. A Chellapa, 87). This process is performed on every iteration of the
very brief description of approach #2 is given in section 2.3. complete algorithm. This Fourier- based technique is generalized in

the next section.
2.2 Approach #1: Q.gneralizations of Frankot's and Chellapa'.
Method 2.2.2 Variation B: Combining Models Using Fourier Proejetion

The two generalizations of Frankot's and Chellapa's method involve Another approach for generalizing the reconstruction process to N
geieralizing the cost function or combining separately derived images is to combine single image-derived models in the Fourier
models using projectien in Fourier space. These approaches follow projection stage of the algorithm in [Frankot, Chellapa, 871 This
in the next two sections. A discussion of the incorporation of spot approach is superior to the previous cost function generalization

and is discussed below.

heights derived from stereo into the reconstruction is described in In order to handle the case where the different images are in
section 2.2.3. different coordinate systems (e.g. different slant-range projections),

an integrability projection based algorithm has been developed. In
2 2..Yida.A. ralized Cost Function this approach the slope information (as opposed to pixel values) for

each pixel from the different images are combined in the
One approach to am N image generalization of the approach in integrability projection stage to der've a composite elevation model
[Frankot, Chellapa,87] is to generalize the cost function. The differences in the co- ordinate systems from one image to the

next are handled by a rotational co-ordinate transformation and
The cost function that was minimized was: resampling. The rotational transformation that would be used is

exactly the transformation used in [Frankot, Chellapa,871 to
C =a(I-R)

2+x(U 2 + 2 +U2 )drd approximate the SAR imaging geometry. T_ following equations
rr+ ry+yy y are developed for the two image case and are readily extended to

(3) the N image case.

In this approach the iterative form for a single image is used to
derive a set of slopes for each of the images separately. These
slopes are then simultaneously projected on to an integrable surface
as follows:
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The estimated non-integrable slopes for image (1) are Z4, 4, and around the spot height.

the estimated. non-integrable slopes for image (2) are Z y,Z 22.Apprach#2. Simultaneous Equation Representation
Let the integrable slopes be Zx ,Zy. An entirely different approach to terrain reconstruction involves

posing the problem as one of estimating an integrable solution
The projectiun at each iterate ts attained by minizing tile folloing directly, rather than projecting estimated solutions onto subspaces
distance function: of integrable functions as was done in the previous algorithms.

(6) This method relies on formulating tile reconstruction problem as aproblem of estimating the coefficients of integrable basis functions.
In this case, the basis functions are thosen to be 2-D Fourier Series

d = Zx)+(zxzl) 2  +(Zy2 basis functions.
d = ,)+(ZXl) +(Z x Z2) I((Z .

Using these basis functions, any existing height constraints can beformulated as linear equations for the basis function coceficients.
The predicted image information is formulated as a set of non-linear

to get the following equation as shown in [Thomas et al. 891. equations involving the derivatives of the terrain.

An advantage over the previous procedure is that there is a more
natural representation of both slope and height information, rather

-(C+C2)Px+(C2+C4)Py than making height corrections to an algorithm dominated mostly(7) 2(Px+Py) by slope information.
This approach also has the advantage that image registration is not
required because it is the terrain Fourier coefficients that are being

where estimated, not individual terrain cells.

C, Cl, C2, C3, C4 represent the Fourier coefficients of Z, Z1, Zl, A disadvantage is that a system of nonlinear equations must besolved. One approach is to linearize these equations and use tile
Z4, 7 and Z represents the desired integrable surface. matrix generalized inverse to minimize the length of the residual

vector. The use of the Householder transformation will allow more
Our experience on synthetic test imagery indicates that convergence efficient and stable computation of this inverse.
was attained with far fewer iterations using the multiple image
algorithms than with the single image version. The cost function in this case is the least-squares norm of the

residual vector. The regularization is applied via directly band-
2.2.3 Reinforcement of Soot Heights limiting the spatial frequencies of the terrain rather than the use of

Another modification of the single-image algorithm is the penalty functions.
correction of estimated heights in the Fourier projection step This procedure has not been implemented, and is still in the
described above, to take into account a priori knowledge of some conceptual stage.
spot heights gained from stereo. Such spot height values represent
constraints on the estimated values. Conceivably, such constraints 3. RESULTS
could be reinforced at each iteration.
However, reinforcement at each iteration of a "hard" constraint, The shape-from-shading algorithm (approach#l version a) de-
such as these spot heights, tends to cause an oscillatory "ringing" in scribed above was implemented and a number of experiments were
the estimated surface. Therefore, such corrections are presently conducted to evaluate tile perfornance. The experiments were ini-
made in a tally conducted with simulated radar images and later with actual"soft" mode. This means that corrections are made using a given radar images.
fraction of the difference befween the constraint value and the
estimated value at each iteration. As the iteration number increases, Figure I is a perspective view of a height model of the Brazzeau
the fraction of the difference between the constraint value and the range in Canada. The variation in height from the lowest point toestimated value can be allowed to increase. the highest is approximately 2000m, tile spacing of sample points

The use of a soft version of a constraint rather than a "hard" was 60m, and the size of the height model was 128x128 elements.
constraint is generally useful in iterative optimization problems, Using this height model as input, a set of three noise-free radar im-
since there may be no connected path from a suboptimal soluttion to
the optimal soluuon which satisfies the hard constraint. However, ages were simulated with the radar assumed to be flying at a height
by continuity, a path exists consisting of suboptimal solutions of 1000ki and imaging with incidence angles of 65 38, 56.44, and
which satisfy soft constraints. 50.28 degrees to the near edge of the scene. Figure 2 shows one of

these simulated images.
There were some robustness problems observed in this spot height

reinforcement process during the simulations. Near peaks and A three image version of the same shape-from-shading algorithm
troughs of a smoothly varying surface, there was an observed was run using the three radar images simulated above Using a"undershoot" and "overshoot" of the constructed surface. The heavily smoothed version of the original height model as a starting
reconstruction process appears to be somewhat ill-conditioned in condition, and by locally enforcing 225 regularily spaced height
those regions, since there is almost no difference between predicted points, the algorithm was able to generate a height model On corn-
and sensed gray-values. Theieijifut.,ciiieiit, Thet 'A ti on, of spot paring :hc drieved height model with the actual height rndld
heights in such regions appears to be reduced by tile algorithm on (shown in figure 1), it was found that the standard deviation of the
subsequent iterations. error was 80m. This is shown in figure 3.

Future follow-on efforts will investigate other approa hies for The algorithm was then nuti using a single image as input and using
reinforcing spot heights within the framework of this algorithm, the same initial starting condition (i.e. the same smoothed version
One possible approach consists of reinforcing entire subregions of the height model). Figure 4 shows a perspective view of the

height model thus derived, and the standard deviation of error on
comparing with the true height was found to be 119m.
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In order to test the performance of the algorithm with real radar im- 3.Widey, R., "Radarclinometry for the Venus Radar Mapper,ages, a two image version (since only two overlapping images were "Photogrammetric Engineering and Remote Sensing,, Vol. 52, #1,
available at the time) of the same algorithm was implemented. In Jan
this experiment, stereo radar images were used to create a height 1986.
model, and the height model was then used to rectify the images.
The rectified and co-registered images were averaged from 6m pix- 4.Thonas,J., et al, "Mutiple SAR Image Shape From Shading", in
els to 24m pixels. Figures 5 and 6 show the 128x 128 pixel input progress.
images. The algorithm was also provided the stereo derived height
model as a starting model, Figure 7 shows the stereo derived height 5.Baltes, H.P.ed., Inverse Scattering Problems in Optics, Springer,
model as a radar power map (excluding the geometric distortions) 1980
created from the same position the true radar created one of the
input images (fiom the left of the image and imaging to the right).
Figure 8 show, the output height model derived from the shape-
from-shading algorithm presented as a radar power map. Spot-
heights were not enforced in this experiment, and due to the lack of
map data we were unable to compute a quantitative error.

4. DISCUSSION

As seen in figure 8, the multiple image shape-from-shading is capa-
ble of providing a height model that appears to be an improvement
from the results provided by radar stereo. Although a map derived
height- model was unavailable for comparison, the final height
model seems to be consistant with the input images. There are
however, a few obvious errors in the height model, and these errors
manifest themselves in figure 8 as bright points on the side facing t,
the radar and as horizontal dark lines (shadow) on the opposite side.
The algorithms described in this paper do not resolve the ambiguity
between slope and (0, but only finds the most consistent set of
slopes that could have resulted in the input images. As a result
slopes could be adjusted due to a variation in (0 as opposed to a

change in the slope, resulting in false heights.

Another artifact that was observed was the ringing effect along the
borders of the derived model and it is anticipated that using appro- Fig. 1
priate window functions during the processing will minimize effect.

5. CONCLUSIONS AND FUTURE PROSPECTS

The above results demonstrate the advantages of using multiple
SAR images for shape from shading to supplement ordinary
radargrammetry. The possibility exists for combining these methods
with other multiple image methods, such as phtometric stereo
[Hom,80]. The latter method independently solves the simultaneous - - " ,
set of shading equations, for each registered pixel in a multiple
image data set.

During the Magellan Mission to Venus, the SAR images are
expected to be of low resolution and hence the parallax induced
distortions will be minimal or nonexistent in the overlapping areas.
Due to the expected lack of any significant parallax information inthese images, stereo techniques will not provide an accurate heightmodel and the overlapping images can be easily registered.

For such a scenario, shape from shading provides a hope for -
obtaining terrain information. Furthermore, the use of multiple
images should decrease the sensitivity to noise due because of the
additional information that is available.
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ABSTRACT thrust of shape-from-shading research has therefore
been directed at resolving the incidence angle to

Shape-from-shading is a technique to extract the slope, aspect ambiguity in order to derive a consistent
three dimensional shape of a reflecting surface based estimate of the three-dimensional description of the
on observed image radiometric variations. In the case reflecting surface.
of remote sensing, the technique presents a potential
alternative to classical stereo matching for the In this paper, shape-from-shading results are
generation of digital elevation models and rectified presented for a study of a SEASAT scene of the Adams
imagery. Lake, British Columbia region. Quantitative analyses

are described of comparisons between terrain slope, as
Synthetic aperture radar (SAR) imagery of rugged derived from 1:50000 scale topographic maps, and image

terrain is an attractive data source f'r this technique grey level. It is observed that image grey level for
since image radiometry is dominated by terrain orienta- land targets is highly correlated with the range
tion rather than surface cover variability. This component of terrain slope. This implies that
observation has been quantitatively confirmed by individual SAR zange lines can be independently
correlation analysis comparinR, real and simulated SEASAT integrated to generate elevation profiles. A quantita-
scenes, the latter having been generated from digital tive comparison of such shape-from-shading profiles and
elevation models assuming a universally applicable corresponding profiles derived from maps is made. The
backscatter law (e.g., Guindon and Maruyama, 1986). implications of image speckle and SAR viewing geometry

on slope and profile accuracy are discussed.
The present paper addresses some practical aspects

related to the extraction of topographic information DATA SET
from single SAR scenes. A data driven approach is taken
beginning with a quantitative analysis of the relation- The results presented here are based on the study
ship between image grey level and terrain orientation, of a subswath section of a SEASAr subscene, covering an
It is observed that image radiometry is a sensitive area of approximately 50km x 50ko near Adams Lake,
indicator of the range-directed component of terrain British Columbia, Two example 25km x 25km sub-images
slope. Based on this fact, a new shape-from-shading are shown in Figures l(a) and (b). The large lake
technique is proposed in which radiometry is used to labelled A in Figure l(a) is Adams Lake (latitude:
generate independent elevation profiles for each image 1190 30'W, longitude: 51015'N). The topography of the
range line. region is moderate to rugged with elevations ranging

from 400 to 2000 meters above sea level. The elevation
Experiments have been carried out using a SEASAT contour information on available 1:50000 scale maps

scene of mountainous terrain to illustrate the above indicates that there exist slopes in excess of 20
techniques. Evaluations of topographic accuracy have degrees, implying that layover should be present in the
been accomplished through a comparison of elevation scene.
profiles extracted from the imagery and corresponding
information on available 1:50,000 scale maps. The SEASAT scene was processed on the CRS General-

ized SAR Processor (GSAR) (Davis and Princz, 1981) in
INTRODUCTION a nominal ground range-azimuth projection (i.e. without

relief displacement correction) with a pixel spacing of
A visual comparison of SAR imagery of rugged terrain 12.5 meters and a resolution of 25 meters. This

and topographic maps suggests that image radiometry is amplitude image has 16-bit dynamic range. Further
dominated by some measure of terrain orientation. This processing was applied, including radiometric
has led a number of authors to suggest that the extrac- compression to an 8-bit dynamic range and resampling to
tion of digital terrain models could be feasible using 100 meter resolution, 50 meter pixel spacing in order
shape-from-shading techniques (Wildey, 1986; Frankot and to reduce speckle.
Chellappa, 1987).

MATHFXATICAL PRELIMINARIES
Traditionally, shape-fr*a-shading techniques have

been based on a surface r_.lectance law which is assumed Before going on to the analysis of real SAR data,
to be known a priori (e.g., Pentland, 1984; Horn and it is useful to present a simple mathematical framework
Brooks, 1986) such as a Lambertian model. A major for discussion. The mathematical notation of Wildey,
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1986 will be used here. Two conclusions can be drawn from a study of this
figure.

The coordinate system of the input SAR image will be
noted by (x',y') where x' is nominal ground range and (i) The grey level dynamic range encompassed by the
y' is azimuth. The terrain surface can be characterized RTPs in layover is equivalant to that of RTPs on
by the three dimensional coordinate grid (x,y,z), where, forward facing slopes not in layover. An addi-
for convenience, y is aligned to the image azimuthal tional ambiguity regarding terrain slope will
direction, x is the true ground range and z the local arise because of this overlap.
vertical.

(ii) Although a trend of increasing image grey level
Since the parallactic shift in SAR imagery is in the with decreasing terrain slope is apparent for

range direction only, the input image and surface reverse slopes (i.e.I>210) no similar significant
coordinate systems are related by the equations correlation exists for those RTPs on forward

facing slopes.
y' =y (1)
5' = x + z(x,y).eI/e, (2) It is concluded that SAR image grey level is not an

effective indicator of total incidence angle and hence,
where e.,ez are the ground range and vertical components is not an accurate measure of the local terrain surface
of a unit vector pointing from the surface back to the normal direction.
radar. The second term on the right side of equation
2 represents the parallactic shift. Similarly, image (b) Grey Level Versus the RanRe Component of Incidence
foreshortening can be quantified by the derivative Angle

ax 1 (3) SAR imagery, acquired in a steep imaging mode such
ax = i+ez z as the SEASAT case, exhibits extreme geometric fore-

ex ax shadowing effects even for moderate relief. In
where az/ax is the range component of terrain slope, addition, geometric foreshadowing goes hand in hand
In non-layover conditions x' will increase with increas- with observed radiometric variability. Since for-
ing x. For the case of a terrain slope equalling the eshadowing is a function only of the range component of
view direction the denominator on the right side of terrain slope, it is argued that image grey level
equation (3) goes to zero. For steeper slopes x' will should be a more sensitive measure of the range
decrease with increasing x. component of incidence angle, IR, than total incidence

angle. IR is simply the angle between the view direc-
SLOPE INFORMATION CONTENT OF SAR RADIOMETRY tion vector i and the projection of the surface normal

in the local vertical-ground range plane.
A qualitative comparison of the imagery and contour

lines on 1:50000 scale maps suggests that the levels of Figure 3 illustrates the grey level IR relationship
topographic detail of the two data sources are for the 125 RTPs. It can be seen that, for nonlayover
comparable. Map features such as ridges and valleys RTPs, the trend of increasing grey level with decreas-
which exhibit changes in terrain slope and/or aspect are ing I, is now combined for the forward slopes.
in general detectable on the SFASAT image by the Although an ambiguity still exists in interpreting
presence of localized radiometric variability. Conver- image grey level as either a positive or a negative
sely, land regions which are characterized on the map value of IR, the problem of the one to many relation-
by constant slope and aspect in turn exhibit ship arising between total incidence angle and (slope,
approximately co, stant image grey level. Given this aspect) does not arise here because the vectors defin-
correspondence in level of detail, 1:50000 scale maps ing IR are restricted to a planar projection surface.
have been used as a primary source of topographic
'tnuth' in correlation studies relating image radiometry If we accept the model of SAR image radiometry as
and topographic descriptors, a measure only of the range component of slope, two

important implications arise for the potential extrac-
A quantitative investigation has been undertaken tion of 3D surface information.

through the identification and analysis of 'radiometric
tie points', hereafter referred to as RTPs. A RTP is (i) Any given range line can be treated indepen-
defined as a point which is identifiable both on the dently, that is, the grey level of pixels on that
topographic map and the image and which lies in an line can be transformed to slope estimates which
extended region of constant slope and aspect (as in turn can be integrated to provide a unique
indicated by the map contours). A total of 125 RTPs elevation profile.
have heen identified on the Adams Lake scene. From the
may ;ontours and a knowledge of the SAR imaging (ii) Since there is no significant information about
geometry, various incidence angle measures described azimuthal slope, an additional source of
below can be estimated. Statistical comparisons between "azimuthal control" data is required. This
these measures and RTP grey level have then been carried arises from the fact that each range line
out. elevation profile is only a "relative" profile

since its ground range and elevation origins are
(a) Grey Level Versus Total Incidence Angle arbitrary. Azimuthal control is required to tie

these adjacent integrated profiles to a common
Traditional shape-from-shading methodologies assume and absolute origin.

grey level is indicative of the radiation incidence
angle. Figure 2 shows the relationship for the 125 ACCURACY ANALYSIS OF THE RADIOMETRIC CALIBRATION
RTPs. Some of the RTPs lie in regions of layover and
have been separated out by arbitrarily assigning them In this section, we consider the accuracy with
a negative value. For SEASAT, the incidence angle for which terrain slope can be extracted from image grey
a horizontal surface is approximately 21 degrees. level and the implications of this accuracy on

integrated elevation profiles derived from individual
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image range lines. In this section, a brief comparison is carried out
of two integrated elevation profiles, derived from SAR

Since the absolute radiometric calibration of the radiometry, and corresponding elevation profiles
radar image and the precise nature of the reflectance manually extracted from 1:50000 scale maps (see Figures
law of the terrain surface are unknown, we have resorted 4(a) and (b). These profiles, sampled every 250 meters
to polynomial regression to derive a calibration for and ranging in length from 10 to 20 km, were selected
extracting Incidence angle from grey level. Rather than to encompass a range of slope gradients. They also had
attempting to define a single high order polynomial to begin on a feature which is well defined both on
curve for all nonlayover RTPs, a composite calibration maps and imagery and with a well-defined vertical scale
has been generated made up of separate second order origin. Prominent shoreline features on the larger
polynomial fits for reverse and forward facing slopes lines suited the bias. A visual inspection of these
(i.e., for angle slope ranges of 20 to 70 degrees and figures indicates that the largest errors are
0 to 20 degrees). This has been done for two reasons, introduced during the integration through steep,

forward slopes.
(a) Since the derived slopes will be integrated to

provide elevation profiles at the nominal (b) Integration Stability Analysis
ground range of 50 meters, the value of 20
degrees corresponds to the transition point The elevation profile shown in Figure 4(a) is
between undersampling and oversampling of the representative of the relief characterizing the terrain
input data. between East Barrier and Adams Lakes, i.e., where the

elevation rises from 625 meters on East Barrier Lake to
(b) Residual speckle present in the imagery will peak in the range 1500 to 1700 meters then steadily

affect angle estimation accuracy. Since declines to the level of Adams Lake (404 meters) with
speckle is signal dependent its influence on mean slopes of 10 to 15 degrees, i.e. layover is not
dark reverse slopes and bright forward slopes expected to be a present.
will be different.

Integrated profiles were generated starting at East
Rows I and 2 of Table 1 summarize the parameters of Barrier Lake for 80 independent range line (i.e. every

the composite calibration curve. For a selected set of second image line encompassing the lake). The
grey levels covering the overall radiometric dynamic statistics of the predicted Adams Lake level were found
range the table presents the calibration estimates of to be the following:
range component of incidence angle and their one sigma
uncertainties. These uncertainties are a function of mean level = 498 meters (map = 404 meters)
the experimental uncertainty in estimating angle for standard deviation = 234 meters
individual points but also reflect the limited number standard error in the mean - 27 meters
of available RTPs. For example, in order to achieve a
calibration accuracy of 0.1 degrees, totals of 4000 and Since the difference between mean predicted and map
1000 RTPs would be required for reverse and forward level is almost four times the standard error in the
slopes, respectively. mean, we conclude that there is a significant bias in

the radiometric calibration.
Rows 3,4 and 5 summarize some of the implications of

angle estimate errors on the integration process. These To demonstrate the integration sensitivity on
data include a ground range scale factor which is calibration variations, two additional calibration
defined as the ratio of the true ground range to nominal curves were presented in which the forward slope
input image pixel size. Rows 4 and 5 give the ground calibration was changed slightly from a predicted
range and vertical errors corresponding to ± one sigma incidence angle of 9.3 degrees at grey level 120 by ±
incidence angle error. Three points should be noted 0.2 degrees. This results in a change in mean lake

level of ± 80 meters which indicates that the mean
(i) The incidence angle calibration uncertainty refers predicted level is consistent with the estimated

to the variation in angle estimates based on a accuracy of the available calibration.
large number of calibration curves, each delined
by an independent set of randomly selected RTPs. The large variation in the predicted mean (237
For any given calibration curve, the angle estima- meters) indicates that random speckle can cause sig-
tion error will be systematic with grey level not nificant integration errors. This suggests that
random, additional azimuthal control will be required to

periodically correct profiles. The requirements of
(ii) Although reverse slope ground range and vertical such control are under investigation and will be

errors are small on a per pixel basis, reverse published elsewhere.
slopes will be significantly lengthened due to the
SAR viewing geometry. Given the systematic nature CONCLUSIONS
of the calibration error, net errors accumulated
when integrating up a reverse slope can be large. An analysis has been undertaken of the topographic

information content of SAR radiometry with a view to
(iii) Extreme forward slopes approaching layover (i.e., assessing the feasibility of shape-from-shading for

within 3 to 5 degrees of layover) exhibit very terrain model extraction. For a study of a SEASAT
large integration errors on a per pizel basis. scene of moderate relief, the follo-ing conclusions are
Such slopes are also characterized by being reached.
comprised of very few pixels because of foreshor-
tening and high levels of speckle noise. (i) SAR image radiometry is a strong indicator of the

range component of terrain slope. It can
ANALYSIS OF ELEVATION PROFILE DERIVED FROM SAR therefore be used to derive elevation profiles
RADIOMtETRY for individual image range lines. Slope

estimation accuracies of I to 2 degrees have been
(a) Single Profile Analysis achieved.
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(ii) The largest integration errors occur on forward REFERENCES
slopes where gradient approach layover conditions.
Because of the steep viewing geometry of SEASAT, Wildey, R.L., 1986, 'Radarclinumetry for the Venus
the accumulated integration error for regions with Radar Mapper", Photogrammetric Engineering and
slopes of 10 to 15 degrees are unacceptable from Remote Sensing, Vol.52, pp.4 1-50 .
a mapping point of view. Results can be expected
to be improved with a more accurate calibration Frankot, R.T. and Chellappa, R., 1987, 'Application of
and/or a more sophisticated integration algorithm, a Shape From Shading Technique to Synthetic

Aperture Radar Imagery', Proceedings of IGARSS'87
(iii) Layover cannot be detected on the basis of grey Symposium, pp.13 23-132 9 .

level alone. Methods for detection based on slope
trends are under investigation and will be Guindon, B. and Maruyama, H., 1986, 'Automated Matching
published elsewhere, of Real and Simuluted SAR Imagery as a Tool for

Ground Control Point Acquisition', Canadian Journal
of Remote Sensing, 'Iol.12, pp.149-158.

Pentland, A.P., 1984, 'Local Shading Analysis', IEEE
Transactions on Pattern Analysis and Machine
Intelligence, Vol.6, pp.t70-187.

Horn, B.K.P. and Brooks, M.J., i986, 'The Variational
Approach to Shape From Shading', Computer Graphics
and Image Processing, Vol.33, pp.i74-208.

TABLE 1: Composite Radiometric Calibration for the Adams Lake

SFASAT Subscene (Non-layover conditions)

IMAGE GREY LEVEL

50 70 90 120 150

1. Range Component 720 42.80 22.30 9.30 1.50
of Incidence Angle

2. Incidence Angle 2.30 1.50 0.90 0.50 0.70
Uncertainty

3. Scale Factor 0.24 0.49 0.94 2.2 12.9

4. Ground Range -0.7 -0.9 -1.8 +5.9 +559.
Error (meters) +0.8 +1.0 +1.9 -5.3 -203.

5. Vertical Error +1.2 +0.4 +0.7 +2.3 +215.
Meters) -1.0 -0.4 -0.7 -2.0 - 78.
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4 k1

FIGURE 1: Two example subscenes of the Adams Lake region as imaged by SEASAT.
The lakes labelled A and E are Adams Lake and East Barrier Lake
respectively. The points P1 and P2 refer to the origins of the two
example elevation profiles analyzed in the text.
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FIGURE 3: A graph of range component of incidence angle versus image grey level
for the 125 RTPs. A comparison of Figures 2 and 3 indicates that SAR
radiometry is a more accurate indicator of the range component rather
than the total incidence angle.
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A METHOD OF DETERMINING THE PIXEL GEOLOCATION
OF SAR IMAGES IN OCEANIC AND POLAR REGIONS

U. Tretter

German Aerospace Research Establishment (DFVLR)
WT-DAIMV SAR

Muenchnerstrasse 20,
D-8031 Oberpfaffenhofen, West Germany

Telephone (0049) 8153/28-1207
Telex 5270286 DAAL D
Telefax (0049) 8153/281137

Abstract

For the ERS-1 spaceborne surface-imaging Synthetic Aperture Radar, one of the
most important subtasks, due to precision image product generation, consists of solving
the problem of geolocating the SAR image elements, in terms of geodetic coordinates, as
precisely as possible, especially in oceanic and polar regions.

Due to the probable unavailability of ground control points (GCPs) in these areas, a
new algorithmic procedure was developed, based upon the use of Range-Doppler
methodology in combination with geodetic calculations, without requiring GCPs. The
procedure functions independently of spacecraft attitude values and requires the following
input parameters: satellite ephemeris data, the derived slant range distance, earth model
describing parameter and the Doppler Centroid. As an additional option, the use of
terrain heights is also foreseen. Relying on a vector model, an equation with two unknown
variables is solved by ascertaining one of these in an iterative way. After several
computational phases, this method calculates the geodetic position or geolocation of the
image element in relation to the chosen earth ellipsoid. As an independent control of the
accuracy of the algorithm, the Doppler Centroid value and the calculated Doppler value
of the pixel can be compared. Any deviation reflects the degree of precision in the
algorithmic procedure itself. Misgeolocation due to errors concerning the satellite
ephemeris, Doppler Centroid, slant range distance and terrain height is taken into
consideration in a final accuracy estimation.

To conclude, one can say that tests on actual data have shown that the achievable
accuracy of the algorithm itself is convincing and will be a useful tool for geolocating
SAR images. However, in a qualified sense, it has to be emphasised that the real accuracy
will be a function of the inherent accuracy of the input parameter.

Keywords: SAR Processing, SAR Image Geolocation, ERS-1
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Prototype Sar Geocoding Algorithms for
ERS-1 and SIR-C / X-SAR Images

A. Roth, H. Craubner, Il. Bayer

DLR, WVT-DA, German Aerospace Research Establishment
D-8031 Oberpfaffenhofen, FRG

Abstract 2. Geometric Model
There are two basic concepts for tie geocoding of SAR images. The ter-

This paper gives an overview on tile existing prototype versions for the rain correction considers the earth's reiel described by a Digital Eleva.
generation of geocoded products in the German Processing and Archiv- tlion Model (DEM), while ellipsoid correction takes into account tire
ing Facility (D-PAF) of the ERS-I and SIR-C / X-SAR missions. While smooth surface of a defined ellipsoid. So the basic geometric model is
the terrain correction is performed by an exact pixel to pixel transforma identical for both procedures. The only difference is that for the calcula-
tion, tire ellipsoid corrected products are generated using block process- tho in the case of terrain correc.
ing. As a first step this requires an algorithm which provides a spatial tion of the earth's surface point vector p i ie a px brpiel
transformation model from a rectangular grid, defined on an output im- ion the height above the geoid is considered This implies a pixel by pixel

age, to an irregular grid, defined on tire input SAR slant range image. it procedure, while tire generation of ellipsoid corrected products only re
was assumed that image specific approximating polynomials for the orbit quires the calculation of a transformation grid.
and the SAR Doppler shift, depending on the pixel location (range and
aimuth) are available. 2. / Coniversion from Map Coordihates to Cartesii

The block processing is performed by an efficient pixel by pixel trans- System
formation algorithm including cubic convolution as resampling methtod.
This procedure resamples the input SAR slant range image to a certain
mail projection in three teps using two bilinear transformations anti to As a first step the map coordinates defining tie location of a point in tile

image sheers, This implies an one dimensional resampling method for output image have to be transformed to a Cartesian coordinate system,

cubic convolution. which originates at tire center of the geold and follows the earth rotation.

Keywords: The appropriate transformations are well described elsewhere and are not

Ellipsoid Correction, Terrain Correction, Without Visual Inspectation, dricubsed in this paper.

One-dimensional Block Processing, Cubic Convolution, Doppler Refer. There will be a choice of various projections (see also Graf. 1988):

ence Function, German PAFs for ERS-l and SIR-C/X-SAR Missions. 1. Transverse Mercator Projection
2. Oblique Mercator Projection
3. Lambert Conformal Projection
4. Stereographic Projection (oblique and polar aspect)

Traditionally, geometric distortions in remote sensing data have been 5. Mercator Projection
corrected by manually located tiepoints, calculation of a transformation The result ol tire mapping algorithm is a three-dimensional net covering
polynomial and a resampling algorithm (Habericker, 1985) This paper the earth's surface, Each neipoint is defined in its three coordinates:
describes a geocoding system linked to the output of a SAR preprocessing x,y,z. In the case of terrain correction this net consists of all image
system, which has the capability of producing geocoded images without point.,.
any visual inspection of the raw image (like searching controlpoints). In
case of ellipsoid correction gridpoints are calculated in input as well as
output images based on the exact solution of two equations, the SAR 2.2. SAR Pirel Allocation
Doppler equation and the SAR rnge equation (Kwok, 1987). The pixels
located between tire grid lines will subsequently be resampled by bilmear Starting from a defined location on the earth's surface, giver 4r -Crtesian

transformation, using the four neighbouring gridpornts as reference loca- coordinates the accurate location of tire corresponding pixel on the SAR

tions. This part has originally been developed for scanning systems by image has to be determined. (Negative column or line numbers are al-

Friedmann (Friedmann, 1981;. Therefore these formulas can also be lowed In this case the earth location is not mapped inside the specific

used for the rectification of ontical data. image. but to a virtual place outside.)
The root idea is the replacement of the higher order polynomial transfor !-'o different equations irame o be soihed srmuhitticiu',i) to find tie r.ro

mation acting in two dimensions by an one-dimensionail procedure. Tire umn and line of the SAR pixel One equation approximates the SAR

results of this transformation, rectification in lines and columns as well n% Doppler shift of a point target and the other one describes the dependen-

a rotation, are performed within three steps seperating tire rectification, cy of the slant range between sensor and earth location from the line

and replacing tie rotation by two image sheers (Curiander, 1987). This number of this pixel.
procedure allows tire parallehizing of calculations for the utilization of an A set of image specific constants. which have to be computed during tile

array processor. Tire algorithmic computational efficiency mainly consists preprocessing, are input to the algorithm.
of the one-dimensional cubic convolution interpolation. The SAR image coordinates, which should be calculated, are called (i,j),

where i is tire column number or azimuth coordinte and I is tire range
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coordinate or line number. Both numbers need not be an integer. (The 2.3. Iteration Method
mapped earth location Ix.y.zI may correspond to a place between two
lines and two columns of the SAR image.) Because there is no direct solution to the problem, a start value (i0 ,Jo)

x.y nnd . are the coordinates of one special netpoint in a geocentric corresponding to a netpoint [x,y.zl has to he found We assume that the
Cartesian coordinate system, which rotates with the earth, geographic coordinates or the SAR image center are available in the an-

(x,yz) may be expressed in vector notation: notation data produced by the preprocessing unit. This location serves as

= ( x .a first tiepoint. After improving (IoJo) to a specified accuracy an Iteration
(I) p = [ x , y proces applying the result may serve as starting value for the next grid.

The velocity of the point Ix.y.zl relative to an inertial system may be point in the neighbourhood of the previous one This procedure has to be
calculated as: repeated until all gridpoints are calculated.

(2)C . .The Newton Iteration method with pattial derivatives was applied:
(2) p = ah , apF

%%here wt: is the earth rotational velocity: l A[ +F" *Aj = 0

(3 u L2.'n124 h F2(io, j0 ) 8F12  8_. F,
[2 -TO/ 241 2 ' A[ +j Aj = 0

%%here:
2.2.1. SAR Dopyler Equation. The equation describes the Doppler

frequency shift of a point target as seen from the satellite (Li, 1983): 8 F_ 8f 8 .(p-s ) -$ )

2.(i - ).(p- -9 al 8i -a L . ' 1
(4) Fi) -I -1 I o

= d3 +2 * d 4  12

with: s fDC l,J) __4. 8

* * 2 a]~~ 1
and: s = s = s(1 + L

where flit is the Doppler frequency shift and X is the radar wave length. p

s i the location of the sensor during the exposure of the specific Image

pixel and s Is the velocity of the sensor along the orbit, defined in the p -s P -m t  p

same Cartesian, geocentric coordinate system as p . X Is a fixed parame- + . ,
ter. while flc changes along a'imuth and range direction. The orbit (p -s ) Ip-s
location a-s well as the velocity are time dependent vector functions. Be. d

caue azimuth is a linear function of time, both vectors describing the with: mt d t

orbit may be considered as functions depending on pixel azimuth.
• '="(mt scale factor.

In our case it was assumed, that fDc and s can be approximated by in scale factor,

polynomials: linear depen dence of azimut on time

(5) fic = d,+d5  j +c2* j2 +d,' i +d- i2

x = a+a i+a 2 
2 a3  i 3  (10 8d,+2 dOj

6) y b h 1  i+b 2 1 i+b 3  .,"
z =c+ c ti+o c* i..ca* i

3 I 8F (p-s)'

The pilynomial coefficients ao,a,.., bo.b,... coc,... and do,d,... are Im- i -I
age specific and have to be calculated by a preprocessing unit before the
algorithm is started. The accuracy for the orbit polynomial is known to be (12)
good enough for that small part of the orbit considered as the synthetic j
aperture.

and:
a,+2.a 2 i + 3.ai

2.2.2. SAR Range Equation. () + h1 2 - 2 -1 + 3 b 3 i 2

(7) F2 (i j )= r -  m j- I --8 
c + 2 c2  * + 3 c 2

The cqu.t!on describes -he ,z. depe..dency of the lant range hetween r + a * 1 "a. i 1
sensor and earth location on the line number of a SAR pixel (=range 2 ab 2I
coordinate), where ro and mr are scaling constants. (ro is image specific. (14) a "  =  + 6 co .i

wthile mr is sensor specific.) Because "s depends on azimut i. F2 is a 2  + c i
function of both variables i and j.
Both equations F, anbd F2 are nonlinear in the unknown variables i, Inserting (io.jo) into equations (9) to (10), we get a linear equation sys-
Therefore, it is impossible to solve the equation system directly, tem (8) for the unknowns (Ai,Aj), which we can solve directly. After

adding (AiAj) to (i0,Jo), the procedure may be repeated until the accu.
racy requirements are fulfilled.
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3. Generation of Ellipsoid Corrected Geocoded 3.3 Rotation
Product

The rotation angle for the orientation of a scene to north varies, depend-
ing on the latitude, due to the inclination of the orbital plane. From fig.

3.1 Algorithmic Characteristics ure 3.2. a formula can be derived to estimate this angle.

Tite parameters for a higher order polynomial transformation contain 90-
rectification in lines and columns and a rotation. For this algorithm these
parts are septrated and will be performed in several steps.
The results of the different steps are demonstrated in figure 3. I. where I 90 -

shn ,; the Input, 2 and 3 show the Intermediate images and 4 shows the
final output. The first step , to 2 performs the rectification line by line
and additionally contains the oversampling. Then (2 to 3) rectification in
columns and first image she.r are performed. Finally (3 to 4), the second
Image sheer completes the ;eocoding.

0 U

V Satellite orbital plane

- figure 3.2. -

Cos 4
X (19) 0 = arc sin

q II II II"TCos 4

4, = Inclination

*p = latitude of subimago center

Equations (20) and (21) describe the seperation of a two-dimenstsnal
left rotation Into two one-dimensional image sheers. Numbers (22. 1) and
(22.2) show the scalar description of these rotations which representing
the formulas for the two steps.

- figure 3.1 - Left Rotation

The follwing chapters deal with the replacement of tte direct transfor- ,,.l n a
maion by two ine-dimensional rectifications and image sheers. (20)ine

y 0 Cos 0

3.2 Rectification K "i ' oo eo i K
The rectification will be performed by transforming the grid and using two (21) = c sbilinear interpolatins within each subimage. This implies an extraction of y an 0 se 1)00
the one-dimensional transformation parameters e,f out of parameters a
and b. which characterize the bilinear polynomial. Parameters e and I
can be calculated by solving equationf (15) and (16) and neglecting the (22.1) x = q

quadratic terms.
The equatins for the two-dimensional bilinear interpolation are: y = q tan 0 + r sec 0

(15) i a 0 + a x + a 2 y + a 3 x y (22.2) q = x Cos - y sin O

(16) p b 0 + b + b 2 y + b3x y r = y

So the final equations are: 0 = rotation anga

(17) I = 0 + I Ix + 1 2 y + f 3 x y

(18) p = e0 + e 1x+ e 2 y + 3 x'Y 3.3 Three Step Algorithm

The results of chapters 3. 1. and 3.2. are combined to a three step proce-
dure. To avoid aliasing effects, oversampling is performed. The oversam-
piing factor is calculated by

(23) nf = I +tan 0
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Equations (24) it) (26) describe the three steps. %shile figure 3.1 shows
the corresponlding effects of the different calculations.4.R ern s

(24.1) 1 V 0 vI . Curiander J.C.. "A poct-processing system (or automnated rectification
e2. p e + e Vu + I and registration of spaceorn SAR Imagery". Int. J. Remote Sensing,

2) p 0 + 2 V+f Vol. S. No. 4, p. 62L.. 1987.

q r 2. Frledmann D.E., 'Operastional resampling for correcting images to a
(2.1 n tan 0 + -o geocoded format", 15th International Symposium on Remote Sensing

fl O of Environment. Ann Arbor, Michigan, p. 195.. 1981.

(25.2) V = to+ I - + f +f 3  y 3. Graf Ch., Ntiesch D., Meier E.. Frei U.. "Map Projcctionis for
I n, y + 31 nSAR - Geocoding". Technical Note (ERS-D-TN-22910-A19/88!,

(25.3) U = q Zuerich. September 1988.
4. Habericker P., "Digitale Bildvearbeitung", chapter 10.4, Carl Hanser

(26.1) ql = n (x cos 0 - y sin 0) Verlag, NlOnchen Wien, 1985.
5. Keys R.., "Cubic Convolution Interpolation for Digital Image Proc.

(26.2) r = y essing". I.E.E.E. Trans. on Acoustics, Speach. and Signal Proc., Vol.

In the first step (24), rectification In direction of ascending columns Is ASSP-29, NtO. 6. p. I1153.. 1981.
done. Thte second step combines tlte second rectification in line direction 6. K%%ok R. and Coriander J.C ." Automated Rectification and Geocod-

and the first image sheer (25). while the last step (26) performs the sec- ing of SAR Imagery". Proceedings of IGARSS'87 Symposium. Ann
ond inmage sheer. Arbor. 18-21 May 1987.

7. Li F.K. and Johnson WV.T.K.. " Ambiguities in Spaceborne Synthetic
Aperture Radar Systems", IEEE Transactions on Aerospace and

3.4 Cubic C'onv'oltion hiterpolation Electronic Systems. Vol. AES-19, No. 3, May 1983.
8. Pich M.. "Interpolation Task, Design Manual". DFVLR Internal De-

In general resampling means the assignment of a grey value to a discrete scription. 1986.
gisen pixel. It can be seen in equations (24) to (26) that indirect resam-
pling is used. i.e. the one dimensional calculation of the pixel position in
the Input image vector (ot of tie discrete given pixel location in the out-
putt Image vector. Therefore, the gray value 0(t) must be calculated from
an amoSunt oif input pixels I(I). .1 (n). I and 0 are given as vectors
where vector I has the sampling period T and 0 T'. The sampling period
T can be understood as a given distance between pixels within the input
image. T' is the desired spacing for the output image. 0(t) is tlie ot;crete
given pixel location which leads to a pixel position in vector I located
betiseen I(n) and I(n+ I). i.e. n T < m T' < (n+) T

0(k) is calculat.oI by

n+2 ( mT' - nT
(27) O(t) = Z 1 (1) 0c

i=n-l T

c (t) is the cubic convolution kernel which is defined as

( Id -1:1 d + I Odd<l I

(28) c(t) I 11 Iti11 - 41td + 2 I< 1:1<

(Keys. 1981 and Pich, 1986)

The kernel for tltis four point interpolation is hardcoded in a lookup
t(Aiie, seperated In l65 pan,, F~or thc c;!c-_.ation )! !!he actunt grev "alie
this method takes considers tie current, the previous and tie two foiltow-
ing pixels.



608

AUTOMATED ICE MOTION TRACKING AT THE ALASKA SAR
FACILITY

Ronald Kwok
Jet Propulsion Laboratory

California Institute of Technology
Pasadena, CA 91109

Abstract I. Introduction

A Geophysical Processor System (GPS) is being The Alaska SAR Facility (ASF), to be be located in
Fairbanks, Alaska, will receive, record, process and

developed for routine extraction of geophysical data dissiminate SAR data acquired by the European
from SAR images acquired and processed at the ERS-l, Japanese ERS-l and Canadian RADARSAT
Alaska SAR Facility (ASF) which will be located inFairank, Alska To upprt sudis inice satellites. The Alaska SAR Facility (ASF) will be the

Fairank, Alska To upprt sudis inice first fully integrated system for handling large

dynamics, one of the functions of the GPS will be to vl s f SARe at a ee r uilt ba . I
derie ie moiondat fro tie-seuenial volumes of SAR data ever built by NASA. It

derive ice motion data from time-sequential basically consists of three subsystem: 1) the
imagery. A totally automated system is being receiving ground station; 2) the high-speed SAR

developed for routine generation of such motion

data. To accomplish the determination of ice motion, processor; and 3) an archive and operations system

the GPS will utilize a complex ice motion estimation, that supports a geophysical processor and an image

segmentation and tracking algorithm. The ice analysis workstation. The science objectives of the
smtione stimto r utilizes in d a n uoy. dTa to ASF program are multidisciplinary including studies
motion estimator utilizes wind and buoy data to in air-sea-ice interaction, oceanography, glaciology,
estimate the mean motion of ice fields within animage and guides the database search for location geology, hydrology and ecology. To support these
ofm te corrgdesped ae rc otin studies, a Geophysical Processor System (GPS) is
of the corresponding image containing being developed to enable manipulation and
approximately the same ice field at a different time. analysis of the ASF data as well as routine
In order to track the complex motion of ice floes generation of geophysical products. Presently the

(rotation and translation) in the central basin and CPS has two components, an Ice/Oceans Processor
the ice margin, a hybrid feature tracking and area and an image analysis workstation. This paper
tracking approach is taken. The feature tracker focuses on the description of one of the functions of
computes motion of segmented region boundaries the Ice Processor GPS, the generation of ice motion
and the estimated motion from this stage is used to products from time-sequential SAR images. The
initialize an area correlation algorithm which products include sea ice kinematics data sampled
generates motion data on a uniformly-spaced on a pre-defined spatial and temporal grid with
geocoded grid. The motion data describe the embedded meteorological data acquired from
translation and rotation of the area in the national weather centers.
neighborhood of the grid nodes. The system is
implemented on a high-performance workstation Recently, a number of automatic ice motion tracking
equipped with an array processor. The output data algorithms (Fily and Rothrock, 1986; Collins and
products are available for distribution through the Emery, 1988; Vesecky et al, 19881 have appeared
Archive and Operations System of the ASF. in the literature. Most are based on the use of area

correlation as an image matching technique for
Keywords - Ice Motion Tracking, Feature Extraction, deriving the translation of ice floes. Area
Feature Matching, Area Matching, Automated correlation is mildly tolerant to moderate rotation
System. of image features but give erroneous results when

This work was carried out under contract with the large rotations are present Lee [1988] devised an
National Aeronautics and Space Administration at
the Jet Propulsion Laboratory, California Institute of
Technology.
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operator-assisted technique to initialize the area- Consistency Checks and Filtering of ad Matches.
based search for image correspondence. Vesecky et A o erat n al ys tnd i ering o n proces .
al [1988] proposed a edge-based matching As an operational system, the ice motion processor
technique for constructing the translation and must meet minimum performance criteria in terms
rotational parameters however only a sparse of accuracy and consistency of the output motion
motion field was generated. Here, a hybrid fields. The algorithm includes a number of filtering
algorithm which includes a feature matching and processes and verification checks based on various
area matching stage is described. The algorithm match metric as well as motion constraints to filter
seems to be fairly robust when tested with SEASAT out matches which are considered false
motion pairs. The system which will be installed at
ASF will be totally automated for routine 3. System Description
generation of ice motion products. System Architecture. and Performance The system

2. Algorithm Overview is based on a SUN-4 workstation with an array
processor capable of 15Mflops. The expected

The algorithm flow is shown in Fig. 1. A desciption throughput of the system is 10 motion
of each of the stages follows: products/day.

Ice Motion Estimator. The primary function of this Data Products.. The motion field will be sampled on
estimator is for reducing the search space of the an Earth-fixed SSM/I grid (grid point locations
location for the image pairs containing defined by a Polar Stereographic projection withapproximately the same e features. The estimator the secant plane at 70 deg. N and the map vertical
uses motion measurements from buoy data and at 135 deg. E) with 5 km grid spacing With this
wind data. spacing, the number of grid points within a 100km

image frame is approximately.400.
Feature Extraction. Region analysis is applied to
extract the boundaries separating regions of similar 4. Summary Remarks
intensity and texture. Region centroids are
determined by an unsupervised clustering scheme An automated system for construction of ice motion
and the pixels are separated using a minimum data from multitemporal SAR images is briefly
distance classifier. Fig. 2 shows a SEASAT image described here. The tracking algorithm has been
pair and the regions extracted are shown in Fig. 3. tested with SEASAT images and a limited amount of

C-band aircraft data. Results generated using this
Feature Matching.. The region boundaries are then dataset indicate fairly robust performance even
vectorized and transformed into a shape near the ice margin where considerable
representation where rotations are mapped into deformation and large rotations of the image
translations in the ordinate..axis as shown in Fig. 4. features can be observed.
This shape descriptor is known as a psi-s curve. Psi
is the angle made between a reference line and the S. Reference
tangent to the region boundary and s is the distance
along the boundary. These curves are matched Collins, M. and W. J. Emery, A computational
using a simple l-d cross-correlation of short method for estimating sea ice motion in sequential
segments of the shape descriptor.extracted from the Seasat synthetic aperture radar imagery by
two images. The highlighted region boundaries matched filtering, J. Geophys. Res., 93, 9241-9251,
extracted from the image pair are shown in Fig. 4a 1988.
and the corresponding matched psi-s curves are
shown in Fig. 4b. Figure 5 shows the matched Fily, M., and D. Rothrock, Extracting sea ice data
region boundaries generated using this feature from satellite SAR imagery, IEEE Trans. Geosci.
matching approach. The vectors connect the Remote. Sens., GE-24, 849-854, 1986.
matched region boundaries Both translation and
rotation are obtained with this technique.. Lee, M., Sea-ice analysis software - ICEMAN,

Proceeding of IGARSS, 1713-1716, 1988.
Area Matching. The results from the preceding
stage is used to initialize the area matching scheme Vesecky, J. F., R. Samadani, M. P. Smith, J. M. Daida,
which is required to generate tile motion field R. N. Bracewell, Observation of sea-ice dynamics
sampled on an uniformly-spaced grid. A refinement using synthetic aperture radar images: automated
of te translation as well as rotation of the image analysis, IEEE Trans. Geosci. Remote. Sens., GE-26,
features in the neighborhood of the grid points are 38-48,
performed at this stage. Figs. 6a,b show the vector 1988.
field and the rotation of the image patches
generated at the grid points
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Figure 1. Ice Motion Tracking Algorithm Flow
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Figure 2. Original SEASAT Ice Motion Pair,
Figure 3. Binary Regions after Cluster Analysis.
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Figure 4. (a) Region Boundaries on the Image. Figure 5. Vectors showing motion of region boundaries.
(b) Matched Psi-s curves.
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Interpolation and sampling in SAR images

S Quegan

Depcrtment of Applied and Computational Mathematics,

University of Sheffield,

Sheffield SI0 2TN, UK.

Abstract inserted by averaging in the complex image and taking

Investigation of statistical peculiarities in Agri the modulus, i.e.,

SAR data revealed a fundamental flaw in the Ink + nk+l (
resampling scheme used to generate the amplitude Pk = n (2)
images. This led on to a study of how resampling
affects SAR image statistics. It is shown that and Pk appears in the image between Inkl and lnk+11.
resampling in the complex image before forming the Unfortunately, this scheme ignores a fundamentaI
intensity image conserves the exponential form of the property of SAR data.
intensity image and preserves the intensity mean if
the interpolation scheme has unit energy when Over extended targets, the coherent imaging process
regarded as a linear filter (eq (7)). The causes xk and Yk to be zero-mean uncorrelated
correlation structure of the intensity data cannot be Gaussian random variables (rvs) with the same
conserved by any finite length interpolation scheme, standard deviation o (we ignore texture for the
but the correlation structure imposed by the moment). The intensity image formed by the
interpolation can be explicitly calculated. operation
Resampling in the intensity domain fails to conserve
the distribution or correlation structure. Ik x +y (3)

Keywords: AgriSAR, texture, speckle. then has mean 2o2, i.e. the mean of the intensity (or
amplitude) image is determined"by the standard

1. Introduction deviation in the complex image. The operation (2)
preserves the mean -alue of the complex data, but

The motivation for the work presented in this paper reuuces its standard deviation by a factor V7,
is the observation that the statistics of AgriSAR leading to the distortion of the mean values of the
images show peculiar properties (Quegan and Yanasse, interpolated pixels in the amplitude data observed in
1989). In Figure 1 we show the result of averaging Figure 1. (A more comprehensive treatment taking
pixels at constant range from a section of an AgriSAR account of pixel correlation is given in Quegan and
amplitude image. The periodicity between adjacent Yanasse (1989)).
range gates is very clear. Upon investigation this
behaviour was traced to the interpolation scheme The question arises as to what interpolation schemes
used. In order to produce approximately square are valid fo: SAR data, and how the type of error
pixels, the system designers of the VARAN-S system present in the AgriSAR data can be avoided. SAR
inserted an extra pixel between every direztly offers a particularly interesting data-type for this
measured value in the range direction. T'he first problem, since we have the option of interpolating in
method used to do this was neerest neighbour the complex or intensity domain, and we need to
interpolation, but this led to "1c-ckiness' in the understand if they are equivalent. SAR data also
data which was thought unacceptable (Freeman and forces us to question what quantity we wish to
Keen, 1986). As a result, the interpolation scheme preserve when we carry out resampling.
was altered, as follows.

Classically, we attempt to preserve the signal
In the range direction, the VARAN-S collects 3000 itself; the Shannon-Whitteker sampling theorem then
complex samples nk per azimuth position; tells us to use gn interpolation.

nk - xk + iyk  (1) In practice, truncation of the interpolating sequence
is nenessary. The errors due to this can be

where xk and yk are the in-phase and quadrature quantified in both a mean-square and absolute value
components of the signal respectively. The amplitude sense (Papoulis, 1977), but there are still
image is formed by taking the modulus of nk. Between unfortunate artefacts such as generation of negative
each such value formed, an extra pixel value Pk is values for positive signals, and distortion of
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statistics (Clark et el, 1989) Some of thqeerrors - lekl2 - 1 (6)
can be reduced by applying a taper to the sin -=

interpolator, but that is not discussed here.
which was violated in the AgriSAR data.

sin
Despite these problems, T interpolation is
clearly the correct approach to use when examining As well as the single point statistics, it is

SAR images in the neighbourhood of isolated important to consider the two point statistics

scatterers, such as is necessary when examining the resulting from (4). This is because textural

response from corner reflectors for calibration information is present in SAR data and can be found

purposes. However, for many purposes, the most using autocorrelation concepts (Oliver, 1989). We

important properties of the SAR data to preserve are consider here only the autocorrelation function (acf)

the statistical properties of extended targets. This of the complex and Intensity data, and show that

approach is the one we investigate in this paper, and interpolation introduces correlation which must not

we set out the basic statistical implications of be interpreted as texture.

interpolation in the complex domain (Section 2) and
the intensity domain (Section 3). The treatment used Direct calculation or use of linear system concepts

is simple in the sense that we only deal with shows that
preservation of speckle statistics in untextured
areas. The implications for measurements of texture Rm(j) - E (mk+jmq)
are discussed at a number of points in the sequel. j.~ j ckcl Rn (i + k - .1) (7)

2. Resampling the complex signal.

where Rm(j) is the acf of {mk}, J is an integer, E is
In this section we examine the statistical expectation and * denotes complex conjugate. Rn(J)
implications of performing an interpolation of the is defined similarly. In the ideal Nyquist sampled
form case

fr -k cj nk+j (4) cnse 
2o

2  
j 0

-= Rn(J) ' (8)

on the complex data Ink}, before forming the 0 j 0

intensity image Imk I whcre the cj are constants and and hence
we in fact expect cj - 0 unless (N j < N1 , some No,
N1 (i.e. a finite interpolation algorithm). Rm(j) - 202 j Ckct+j

The interpolation (4) is simply a linear filtering - 22
operation. Over homogeneous areas the nk are Ph

(J )  
(9)

wide-sense stationary circular Gaussian mean-zero
random variables with variance o in the real and where Ph(J) is the acf of the system function [h)

imaginary channels, and uncorrelated real and associated with (4), and we have used (6).

imaginary parts. Hence the mk will be Gaussian
(Papoulis, 1984) and zero-mean, and we can show We note In passing that no finite set of (ckt can

readily that the real and imaginary parts of the permit ck • - Rn(J) for all J, except the trivial

are uncorrelated with standard deviation a/, case c - ± 1 some k, c - 0 forJ * k, which Is

where equivalent to translati g the whole data set. (An
ienfinite set cj allowing R_(J) * R (J) is afforded

E = IckI 2  by for any c, but other solutions are

-= possible). Hence the auto-correlation structure of

The intensity image Imk1 2 will therefore have the data must be changed by this operation.

negative exponential statistics, as desired, with
mean value 2o

2
E. Preservation of the mean therefore Upon forming the intensity image Ik Imk,

gives the constraint use the Sieget relationship to show that
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Ci(j) - E(Ik+j Ik) - E
2
(Ik) where the dj are constants, we again have a linear

filtering operation. However, we can no longer
= 4o

4 IPh(J~l2  appeal to the helpful properties of Gaussian inputs,
since the {IkI are correlated exponentially

- 4o4 I CkC1+jI2  (10) distributed random variables. As a result, we will
no longer preserve the probability distribution

Note that the variance of I is given by function; {PkI will not be exponentially distributed.
2 - C(0) g 44 b(11) Establishing the form of the pdf of 1Pk1 in the

presence of correlation is complicated and is not
using (6). Equation (10) describes the effects of discussed here. However, we can illustrate that
any interpolation scheme based on the complex data. changes occur by considering the unrealistic case of
However, it is not complete because it treats only independent exponentially distributed {Ik. Then
the autocovariance structure of the interpolated the characteristic function of Pk is given by
samples. In many cases in going from the complex to

the intensity image we want to insert extra samples, 0pM - 1 01 (djw (15)
mainly because of bandwidth and Nyquist sampling (
considerations. We deal here only with the simplest
case where we insert one extra point between each where OI(w) is the characteristic function of the
pair of complex sample values using equation (4) random variable Ik' and since I is exponentially
before forming the intensity image. We assume that distributed with mean 202 has the form
the intensity value corresponding to the original
data value nk is Ink1

2
. Hence the intensity data I - 21o (16)ilk} are given by I -2io

2
w

''2 
Without going into details, it is clear that theIn.12 k - 21 product on the right-hand side of (14) can beIk . (12) expanded into partial fractions. If all the d arek-21 + I distinct this will give rise to a weighted sum of the

where mt is given by (4).

Then, for the ideal case given by (8), the auto "P() = I Aj (djw) (17)
covartance is no longer stationary. In particular,

where the Aj are constants, and the pdf of IPk} can
-I (p,q) 4 E(Ik Ik-) - I be found by an inverse transform (which will yield a

S +j lq) weighted sum of negative exponentials). If some of
1p q (13) the d are repeated, nis will give rise to gamma

function terms.
0k + p &k + q even, p q

1 1 2 It is clear that, in general, (Pk) and Ilk) have
IPh(I -)12 k + q & k + q odd, p # q different distributions (different characteristic

I c 2 functions), but we note two exceptions. The first is

e + 1 k + p even, k + q odd the trivial case, where all the d are 0 except for
I some dk - I. The second is when 9he set of d is

infinite and corresponds to Nyquist samples o a
9F+ k + p odd, k + q even sinx/x function. Similar conclusions apply in the

where we have used (11). This complicated aef presence of co-relation.
structure must be borne in mind when interpreting any
apparent textural properties of the data. Note that Since the pdf is not preserved in general, we may
none of these problems occur if the original complex choose to impose constraints to preserve other
data is oversampled. Then the intensity image quantities. In particular, preservation of the mean
corresponds to genuine signal values and stattonarity implies
is guaranteed.

f dj *l (1i8)

3. Resampling intensity data Since Rp(k) E (Pj+kPj)

In, this section we assume that an intensity image i d di R1 (k+j-l), (19)

(I I has been formed from an oversampled complex
image. If the complex image has been formed by preservation of the variance implies
interpolation, the results of the previous section
tell us that the situation is more complicated. The 8o4 - Rp(0) i d d RI(j-1) (20)
intensity image has a covariance which is not simply Preservation of each moment or successive lag of the
a delta function, because of the oversampling. (The acf yields a new constraint. Solutions to these
form of this autocovariance is readily defined in constraints are still being investigated.
terms of the complex correlation function of the SAR,
using the Siegert relation again (Quegan et al,
1986)).

For a resampling scheme similar to (4)

Pk d Ik+j (14)
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Abstract to be optinsal in any psarticular sense.

InI this work, we dlescribe a framnework in which to design famnilies of
Two fainilics of uptuiuli realizable re~sanipling kernels are developed opuinwun realizable resaiiipliag kernels which givse iainiin ean-
for use with reinotely-sensed data in clean and novisy ensIlronnients. sqluare resainpling error based onl sonme simpijle but reasonable nsodels
These robust, iodel-based kernels are designed for niijuini Imeais for the underlying imagery. Sinc related fornadations have been
square resainpling error. considered in [1) [2].

The first fainily of kernels is designed for Ilse with Nyquist-samnlpled
imiagery. The resulting kernels offer performance as goodl as the best AFr ew r
of the popular resamnplers in clean enivironments, and sulperior pecr-. rm wr
forsnance in noisy environments.

Thesecnd ainly f krnes i deignd fr rsaiplig aiasd ii- Through the reniote semnsing process, dlistortedi and corrupsted sain-
They seodfpl fkresi eige o eauln lae m ies of tile ground radliance imiage constitute time available raw data.

ager. Fr sallr krnel, rsamlin peformnceimpoveent While various effects such as Earth curvature and satellite motion
is achieved over traditional resainplers. Most notabsly, expseriments cause these samsples to Ise irregularly spaced, we shall assuine that
show that the 4 x 4-Isoint kernel call redluce resamuliling error isy snore the sampling falls apsproximnately on a rectangular lattice at sonsie
than 22% over culsic convolution, rotation.

It will also be convensient to emplloy imiagery models with a degree of
Introduction statistical sepasrability with resp~ect to the along-scan finsd across-scanl

directions. While this assumption has no strong physical bsasis, it

TI e need for radionietrically-accurate resaispling algorithms arises ensures thsat we obtains separabsle resanipling kernels sumitabsle for two-
regularly ii, prolemss of quantitative remlote senssing. Indleed, resansl- psass processing, and it allows us to coussider along-scas and across-
pling play-s a crucial role in the correctiois of raw satellite imalge data scan resamupling as two separate one-disnesssional problems.
amid its and transfornsation to a UTM coordissate grid, I its discrete forum, thie general omse-dimssensiomsal resainplisug environ-

InI general, the problems of resanmlsling or interpolations involves thle inent is as shsowns in Fig. 1. Thme continuous-time signal x(t) repire-
reconstruction of at waveforms, knowni only at a finite collections of sents tile radiance of ground imsagery. Thme linear slmift-invariamit filter
loitst-usually on a regular sampling grid. Most interpsolators cur- 9(t) mnodels time scissor distortions before and during sampling. With
rently ils use fall into two categories: Landsat data, for examplle, g(t) can be used to account for detector

size effects (cross-scan) and bansd-pass filterinsg (along-scas) is tile
Sjslino-based Interpsolation Ilere, thle samnpled data is sjslined to- sensor as well as nion-ideal saumpling. Thle additive sequence woiu)

gether with curves of thme lesired forim,. Nearest-neighbour, bi- models noise in tle acquisition process arising during sensing, san,-.
linear, amid cubic-cozsvolution interpolation are examples of this rsling at rate T, and quantization. Thme availabsle data for resamnpling
inethod [3), corresponiding, respectively, to piecewise-constant, is thens v[11.
linear, and cubic-polynomnial splinmes. Thle resamnisler is represented by the filter hi~ni. To ensure that this

Shi-baed ntepoltio Hee i isssuiedOla tie wvefrinto filter is realizabsle and stabsle, we enforce the constrainst that )4uij have

lie reconstructed is band-liit ied and I hat t lie sampling grid is fitexeni., 4(1
suiiicienfiy denuse. hn this case. pinium interpoimt ion retildubs0 ~-A. N
thme Ilse of silic functions andl is, in fact, mnralmia&Ic. Realiz-
able approximationss to this inelhod have relied onl the Ilse of for somte Al < N (usually Al -NV + 1).
winsdowinmg techniques [,11 [31. Finally, we waist the resanipler out put at somne itant no to hmet

recover --to) for an arbuitrary t o froms the sequence virn], though we
Inherently, bsoths appiroaches make use of certain ssmoothmness assumuls. recognsize that during subsequent stages of psrocessinig we imay lmlti-
tions about thme waveforims being reconstructed'. And, whlile thle niately hbe interested in recoverinig r(lo).
reulting interpolators have been shown empslirically effective bot h titees, without soin ddiiviial informiatioin there is no ' orrcct weay to
subjectively and iii terms of ItMS error-they have nt been designed reconstIruct the waiwforni.
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h i[kjR(n - k + ili= = hiltk;{[ - k) (11)
k=AI k=-oo

1 = I= n0  for =M,M - ,..,N.

u,[n If the samples -[it) are modeled as a first-order autoregressive [AR(I)j
Figure 1: The general resanipling environment. sequence, then R=k pH (12)

for sone IpI < 1. These are popular simplified models for inmage
We shall assume that x(t) is a zero mean, wide-sense stationary ran processing. Note that p is a measure of the degree of correlation in
doir process. The zero-neas assumption is not serious, or we may the data, with p - 0 corresponding to white (uncorrelated) data.
always process our non-zero mean imagery by removing the mean Empirical st ur.es have shown that, for a variety of inmagery, values of
prior to resampling and restoring it inunediately thereafter. The p near 1 are most applicable.
wide-sense stationarity assumption is somewhat stronger, but results
in resampling kernels which are invariant over the imagery. As a Using the All(1) model, the normal equations may be solved to give

consequence of stationarity, we imay write the autocorrelation of r(t) the optimun resampler
as h[/"+ IP =Ra(r) = Efx(t)rt - r)J (2) h=o-k + MjpA m= M

The noise sequence w~n] is considered to be zero-mnean and white with h1n) = hn) M < it < N (13)

power a2 , so that 0Ihk +N p '  n=N

R,4kl = E w[nj-w[n - kLl = 0 k o (3) k= ,

0 k 0spatial (Impulse) Reinse

Kernels for Band-limited Imagery

In this section, we assume that r(t) is strictly band-linited and that 0.s - ,

the corresponding z(t) has been sampled at or above the Nvqu;t- -- c.,s.r

rate. Provided the sampling is noise-free (a' = 0) it is well-known 0.8
that 41o) nmy be recovered, in principle, front the samples

0.4

v[n] = [n] = z(nT), im = 0, -1, ±-2,... (4)
0.2

In particular, choosing a suitable a E (0, 1) and integer no such that

to = (no + o)T, (5) 0", "

Whittaker-Shannon sampling theory assures us that -0.2-

z.(to) = (h * :)[no) (6) -0.4 - . .
where -s -8 -4 -2 o 0

e h[n = sinc(n n -) = Sll.(n + 0) 
req.ency Repons.2x(n + (1) "(7) o'

Unfortunately, this sinc filter, corresponding to band-lilnited inter-
polation, has infinite extent and is, in fact, unrealizable. Moreover,
we have only a finite segment of the sample sequence z:sm( available. to*

While the truncated sinc filter seems a natural candidate for our re-
sampling kernel, we shall see that, in fact, it is optimal only for a 10,lir
rather specific and atypical scenario.

Using a Wiener filtering framework, we may define our objective as
mininindzing the mean-square resamupling error 10

e = E [(Z(to) - (1o))2 (8)

where i(to) is the output of filter im~n( at no, vz:., 1

N

,'(a) = S Ilkl(zlnn -/.l + wino - kl). (9) to, { ;,. .,

Note that we may express :(to) in ternis of the ideal interpolator hfn]____ __ , , .by 10 o
0 0.0 I 1.5 2 2.8

-(to) = hlkl-'jno - k'1. (10)t =o Figure 2: Spatial and frequency response characteristics of the opti-

By mnninzing (8) using (9) and (10), it is straightforward to shov nial 16x 16-point interpolator for band-linited imagery correspondingtop 1 and a2 = 0. T8e Kaiser-windowed sine interpolator is showh
that the optinal rebamipler i(n] satisfies the Toeplitz normal equa- for andso2 .
tionsfor comparison.
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Evidently, this resampler is a generalization of the truncated-sinec it is evident that x(t) is, indeed, niot band-limnited. Note, also, that
filter, for when p = 0, 1n is indeed a truncated sinc. However, for sonic 0 < p < 1, (15) inay be re-written as
for p near 1, Ii[nJ is at truncated sinc whose end-points are reduced r)opiIT(7
in inagnitude. Note that in the limiting case p - 1, the filter is RT tlT(7
normalized wherc, evidently, wo - 0 corresponds to p ; 1.

Z bn] h= ] = 1, (14) Now for arbitrary R&(), the iniminization of (8) subject to (9) gives
~,=At k=-0 the optinial resatupler as thle solution to the normal equations2

obviating the need for men-removal in the resampling process. Fig. 2 IV4n+a)) (8

compares the spatial and frequency characteristics of the 16 x 16- 1: h[kJR4((n - k)T) + a~ijnlj =R(n+o)) (8

point interpolator corresponding to p 1 and C2 = 0 willh that of kA
the Kaiser- windowed sinc interpolator, for it= AI+,.,.

R-0; -bror f*)In the absence of g(t), this optiimum resainpller is given by
erne - Nise Erro f (-. ) - PO (I/P-1 - P) 1 = 0

Type p size SNR RMS Peak Wii (- - ~)/(P-, - p) it= 1 (19)
New I 2 x 2 - 4.9 25 0 otherwise

Bilinear - 2 x2 - 5.1 26
Ne -- '~4 4 - .8 17which gives bilinear interpolation in thle limit p - 1. This rather

Cubic - 4 I T - 3.2 15 surprising result, also deduced by Polydoros and Protonotariois (2),
Newi 4 x 8 32 15 establishes that for such highly-correlated signals a two-poiiit resansi-

lanlulimig - 8 X 8 - 1.8 8 pler is optimal. In fact, this is a consequenice of thle extensive aliasing
New 1 l6 x 16 - 1.6 8 in the samples of these signals.

Kaiser -b16 X 16 1 - 1.4 7 More realistically, sonic low-pass filtering takes place in the sensor.
New 0.9 T16 x 16 1 dlB 16.5 75 In fact, if the sensor performns naturasl sampling, so that g(t) is given

Kaiser - 16 X 16 1 dB 27.0 95 by
New 0.9 16 X16 11(dB 7.4 36 IJ lT Itj < T/2

Kaiser - 6 g 0 (20)Kasr - 16 x 16 11 dB 8.8 36 0~, illI T/2
then

Table 1: llcsaisspling performnce ofkernels for band-limited imagery. f[mh ~l+ +2I]-1,J/~ )
RdpT I'yl+l - 2pl'l + phl-] /1,2  17Y1>

Resampling Experisnesits I
(21)

To evaluate the resanpling kernels derived in this section, a 128x 128- where
pixel test chip was twice resasupled by one-half pixel both horizon- it In W1. (22)
tally and vertically, and compared to a displaced version of the orig- Using this expression for R,(.), the siorinal equations (18) sia) be
inal chip. In soine tests, the chip was artificially degraded by addi- solved numerically to obtain resaiplers paramneterized b) p and 0,2.
tive white Gaussian noise to achieve a prescribed signal-to-noise ratio In noise-free environuments (a2 -0), these resainplerb have a damipen
(SNR) prior to resainphing. As appropriate, coimplarisonss are mnade shne appearance sinillar to be that of the Baiser-iindossed sinc iiiter-
to the traditional resamplimig schenmes. bilinear interpolation, cui- polators, but with stronger danmping. Fig. 3 comspares the spat ial amid
bie convolution, Ilamiuning winduwed sie interpolation, amid Kaiser- frequency characteristics of the 4 x 4-point interpolator corresponding
wvindowed (0 = 6) sic interpolation. As the results in Table 1 indi- to p = 0.9 aiid a.2 -0 with those of cubic convolution.
rate, thme miew kernels are competitive with the best of thle traditional
resamisllers in iioise-free eavironuments d~si~a mnarkedly different spatial impulge3 P'Sponst
kernel shape. Moreover, iii tile presenice of nmoise, the new kernels 1.a2 -

offer inuch improved pserforimance.

Kernels for Aliased Imagery 0.e -e

fortunately, ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ - cnpatceumgryibiycprxmaeybndIiieIn t e last section, it was assum ed that s-(t) w as band-lim ited. U n - 0 . 7"and, in any case, is always sampled in a mnanner which iiitroduces 0.4
seine aliasing. In this sectionm, we develops an alternative set of ker-
niels based upons a miodel wich accounts for almasing iintroduced inl0.

the sensing psrocess./
We bcg-i: by -nodeling 2-1.1 av a. rnnfinlosul AR(I I pr,,r.. for wich,
thle autocorrehation function satisfies I-

whee w > isa.parameter. The choice of wo specifies the degree of

correlation ii thle c!,tta, and values near 0 are appropriate for inmagory. -O.-2 -i.8 -1 -o.0 0 0.8 1 1.8 2j
Since thle power spectruni for this process is2

= .FR;()) ~I +(w/w)2'(16
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Frequency Response The second family of kernels is biased on an overly- 1)essmutstic model
to0 which assumes that significant aliasing is iltrodulcedl il tile sensing

process. These kernels are especially effective for low-order itrpola-

totion, suchl as in the case of 4 x 4-point resaispling. Much oft Ilis gain
is due to the fact that tile false cc;'Pst enhancemsent of cubic con-

- ~volution is avoided. Kernels of this ismlluy also have a (Iaunled-siflc
Ia0 - Cubic appearance, thlough the dlegree of damping is more pronounced than

is commnonly introduced with, for example, typical Kaiser windows.

Note that while it maly seenm tempting to by-pass the autoregressive
to, auto correlation models R,(.) of this work and estimate thle required

values directly front data, this approach has someC inherent difficulties:

1. it is only possible to estimate samples of thle autocorrelatios
front our sampled data;

I2. the quality of the estimation inay be poor if the a
2 is large; and

ma0 . I m, 3. sorne additional assunmption about tile data suchl as band-litnliting
0 C5 1 15 2 2.8 muist be inade to enable interpolation of tile autocorrelatios.

This effectively prohibits the incorporation of aliasing into tile

Figure 3: Spatial and frequency response characteristics of the op. framsework.
tinlal 4 x 4-poinit interpolator for aliased inmagery correspondinig to
p = 0.9 and a' = 0. The cubsic convolutions interpolator is shown for Nevertheless, for thse noise-free, band-linited case, tlsis apmproachI is
comparison. feasible and was considered, in fact, by Shilien [31. However, wilile

kernels adapted locally to the data can give excellent resainpling error
Kernel 1 Error (DN) pierformance, the results can be issisleading. After accounting for the

Typo p size RMvS Peak additional conmputation inherent in thle accumnulation of statistics, osie
New 0.9 2 x2 4.9 24 finds, in practice, that the samne level of pierformance can lie attained

Bilinear - 2 x 2 -- 5.1- 26 inuch more cheaply silmplly by using a larger sized resalsslling kernel.
New 0 .9 4i~ i . 2 In conclusion, therefore, we have described an apparently useful frassle-

Cubic - 4 x4 3.2 15 work for the design of interpolators for remsotely- sensed data. Future

Ilanussing - 8 X 8 1.8 8 both the imagery and the satellitedepersdent sensing pirocess.

New- 0.9, *6x_16 2.1 -10-
Kaiser -_ 16 x16 11.4 7

Table 2: Reianipling performance of kernels for aliased imagery. References

ReapigExprients [11 G. Oetken, T.W. Parks, asd H.W. Schiissler, "New Results
Resniping penin tile Design of Digital Interpolators," IEEE Traits. AcotsL.,

An experimental firamnework sisislar to thsat described earlier was esms- Speech, Signal Processing, vol. ASSP-23, no. 3, pp. 301-309, June

ployed in the evaluation of these resampling kerniels, thsoughI only 1975.
soise-free (a' - 0) scenarios were comnsidered tlsis tine. Tabule 2 indi- [2] A.D. Polydoros and E.N. Protonotarios, "Digital Interp~olationl
Cates thme .esaltipling results using kerniels corresponding to p =0.9. of Stochastic Signals," IEEE Trans. Circuits ands~ Systemns, vol.
(lIn fact, resainliib performance was observed to be relatively in- CAS-26, 510. 11, pp. 916.922, Nov. 1979.
dependent of p.) Imnprovemments in pserformmance can be noted for the
sinaller sized resansplers-insdeed, tile 4 x 4-point resampler gives 22% [3] S. Shlien, "Geomsetric Correction, Registratios,and lIesauspling
less resanspling error than cubic convolution, of Landsat Imagery," Canadian J. Remotc Sensing. iio. 5, lpl.7l-

89, 1979.

Discussion (4) A.V. Oppenheimn andl R.W. Schafer, Discreie-T7'ws Signail Pro-
cessing, Esnglewood Cliffs, NJ :Prentice-Ilall, 1989.

Despite thle sinmplicity of thle msodels employed in this work, sonme
remarkably effective resausplimig kernsels have beemn deeloped for use
with reinotely-sensed data.

The first fatily, based on an overly- optinssstic miodel assuming no
.. Hazrg i !h-!emln. ..__pt, ldc tcernele whonse lserfornance vir-

tually indistinguishable from the best of the popular resamuplers, par.
ticularly ill the case of large kernels. Hlowever, tile new kerniels,
thloughI simsclike iii appearance, exhibit considerably less (damping
than traditional Kaiser-windowed inlterpolators. lin noisy enviroll-
ineist, the apipropsriate optimuml kerinels significantly outperform thle
traditional resanijlers, optimally combining noise removal (smsoothI-
ing) and interpolation. These kernels may lie of use in some resaml-
pling scenmarios.
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EFFECT OF RESAMPLING ON THE GEOMETRIC
AND RADIOMETRIC FIDELITY OF DIGITAL IMAGES

Eugene E. Derenyi and Raad K. Saleh

Department of Surveying Engineering
University of New Brunswick

Fredericton N.B. Canada E3B 5A3

ABSTRACT technique over another. [Logan and Srahler, 1979].

Although it is well recognized that different resamplingA Lanclsat Thematic Mapper image was used to study the effect of algorithms have different effects on digital values of theresampling, bynest nei ur (NN) an by cubic convolution output images, little work has been done to assess the
(CC) interpolatibn, on. the outcome of subsequent image implications of this on classifier effectiveness. [Belward
classification. The image was subjected to 90 and 350rotations and Taylor, 1986).
before resamipling. The anfilysis was based on comparing pixel
counts in classes obtained from the original and resampled images Although much research has been performed on
and on examining th, confusion matrices. It has been concluded, resampling techniques, it is evident that the keneral effect
that resampling can alter the radiometric content of images to an of resampling prior to classification on map accuracy are
extent that pixel-by-pixel agreement between the classification of [sjW, not known. Few other disciplines allow one to
the original and resampled data is only in the order of 60% to manipulate data values to analysis, without at least
80%. knowing the consequences of these manipulations upon

Keywords: classification accuracy, geometric fidelity, the results. [Smith and Kovalick, 1985].
radiometric fidelity, registration, resampling. The research reported in this paper is an attempt to shed some light

on this problem, through experimentation with images.

INTRODUCTION
EXPERIMENT AND RESULTS

Numerous applications require that digital images be fitted to a
geographic reference system, or matched with another image. Training Area Selection
This operation is performed by two transformations, a geometric
and a radiometric. The first transformation calculates new pixel A Landsat TM subscene of 172 lines by 313 pixels was selected
locations with respect to a reference system or another image. The for this study. It contained different land cover types including
latter involves the generating of new radiometric value for each agricultural land, urban area, forest, and water. Two training sites
new pixel by a mathematical interpolation, called resampling. were selected, one representing agricultural fields and the other
Several resampling techniques have been developed with different water bodies.
characteristics in regard to geometric accuracy, radiometric
fidelity, computing time, etc. These techniques are well The image, on which the training areas were identified by
documented in the literature. polygons, was rotated by 90 and 350. Each of the rotated images

was then resampled by nearest neighbour (NN) and cubicThe accuracy, with which a resampling technique reconstructs the convolution (CC) interpolation without changing the pixel size.
original spatial and radiometric data, must be known, in order to The 90 rotation corresponds to the orbital inclination of earth
assess the impact of resampling on the subsequent application, observation satellites, while the 350 represents large rotations
Each time an image is resampled, the radiometric values, which could occur when airborne data are geographically
represented by the digital numbers (DN) of pixels, are modified, registered.
changing the original information content of the image.
Consequently, this influences the subsequent visual, statistical, The training area polygons were rotated by the same angles, thus
and quantitative analyses. As Logp.,i and Srahler [1979] has stated: assuring that the polygons in each of the rotated and resampled

images represented the same physical, i.e., geographical, locationUse of one resampling algorithm over another will produce as in the original image. Spectral signatures were then generated
a different classification resul because different algorithms for the two classes in the original image as well as in each of the
generate different density values, four resampled images. The training area statistics for Band 5 are

Several studies, pertaining to tIis problem, have been undertaken, shown in Table 1.
but still no consistent findings have emerged, as echoed by the This table shows that resampling affected the DNs of pixels
following statements made in the scientific literature: within the same physical area in a varying degree, depending on

the resampling technique and rotation angle employed. While theLittle research work has been done to quantify the error NN caused minimal changes in the mean and standard deviation
introduced by each algorithm or suggest when to use one (SD), CC has noticeably shifted the mean and increased the SD.
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Moreover, the size of the rotation angle and the original value of water bodies or farm fields.
the SD had an apparent effect on the dispersion of DNs. Case 2, Resampled Signatures

Next, the two land cover types were separated in the entire test
image by a maximum likelihood classifier (ML), to ascertain the In this case, the signatures were generated from the training areas
effect of resampling on image classification, in the resampled images, called hereinafter 'resampled' signatures.

The training statistics were shown in Table 1. Each signature was
Classification used in classifying the same image, from which it was generted.

For instance, in classifying the image which was rotated by 9 and
The usual practice, in classification, is to use all or several of the resampled by CC, a mean DN of 151.25 and SD of 6.88 was
bands ill a multispectral data set. In this experiment, however, used for Class 1, and a mean DN of 7.47 and SD of 2.11 for
only a single band was used since the objective was to study the Class 2 . The classification results were listed in Table 4. Upon
changes in the classification results rather than to generate accurate examination of this table, the following observations were made:
quantitativw information. Band 5 was selected because both classes
were easily distinguishable. • Good agreement existed between the pixel counts for the

classification of the original image and the one resampled by
The two factors considered in the implementation of the ML NN if the rotation angle was small. Significant discrepancies

classification were: occurred, however, when the rotation angle was large.
- Large discrepancies were apparent in the pixel counts if the

" the scheduling of the training area selection, whether it has resampling was performed by CC, regardless of the size of
been done before or after resampling, and the rotation angle.

" the a priori probability level selected. * There was some evidence that the discrepancies became larger
with an increase in the probability level.

Two cases of classification with various probability levels were * A comparison of Tables 2 and 4 indicated that the results
used to test the above factors. In the first case, the signatures were obtained with the resampled signatures were inferior to those
generated from the original image, whereas in the second case the generated with the original signatures.
signatures were taken from the resampled image. * All discrepancies of significant magnitude in the pixel count of

the resampled versus the original image classification were
Case 1, Original Signatures positive.

The signatures used in this case were generated from the original, The latter statement was underlined by the confusion matrix,
unresampled image. These signatures were, however, used for the which compared two classifications of CC resampled imageries,
classification of the original image, as well as for the four rotated i.e., one with original signatures and the other with resampled
and resampled images. Probability levels of 65%, 80% and 95% signatures, (see Table 5). This table showed that a class formed
were used. The classification results, shown in Table 2, were with resampled signatures included all the pixels which were
represented by pixel counts, classified as the same category, using original signature.

Additional pixels were, however, included in this class, when the
With few exceptions, no significant changes existed in the resampled signature were used. This meant that signatures,
classification results between the original and the resampled generated after resampling exaggerated the class size.
images. ML classification at the 95% probability ltvel provided the
best agreement. The largest discrepancy encountered was in the Finally, classes of CC resampled images, which were obtained
order of 7%. It appeared therefore, that neither the resampling using resampled signatures, were compared with classes of NN
technique, the probability level, nor th' rotation angle had a resampled images, using original signatures. The results were
significant effect on classification results, in terms of pixel counts. listed in Table 6. It was apparent, that the percentage of pixels

classified the same in both cases, has been dramatically reduced.
This table, however, provided only overall pixel counts and did
not indicate any trade off that may have occurred between the two For 9 rotation, the pixel count of the CC classification has matched
classes or their surroundings. In other words, it was not known, the NN classification at the 74% level in Class 1 and at 79% in
whether the shape and size of individual class clusters were the Class 2, when original signature were used, as showed in Table
same in the original and in the resampled images. A confusion 3a. For the same rotation angle, these percentages were reduced to
matrix was therefore generated to compare the pixel counts of the 65% and 73%, respectively, when resampled signatures were
classes, in the NN and the CC resampled images. This employed, as shown in Table 6a. The agreement was further
comparison was only performed on classes generated at the 95% reduced with an increase in the rotation angles, as shown in Table
probability level, where the pixel count of the original and the 6b.
resampled image classes had the best agreement. The confusion
matrices are shown !n Table 3. SUMMARY AND CONCLUSIONS

This table showed a significant discrepancy in the classification of
individual pixels of the NN and CC resampled img ;. The level Quantitative analyses have been performed in this study, to
of agreement ranged from 73% to 79%. At 9 rotation for evaluate the effects of geometric registration and subsequent
instance, only 564 pixels out of the total of 770 were assigned to resampling on the spatial and radiometric properties of digital
Class 1 in both cases, which is a 73% agreement. While 206 images. The evaluation has involved the comparison of resampled
pixels were included in the NN image as members of that class, versus unresampled images and NN versus CC recampling.
they were excluded from the same class in the CC image and were
left uncias ificd. At the saine time, 196 pixels of the C( .mage in This experiment has shown, that resampling had a profound eftect
Class 1 were excluded from that class in the NN resampled on digital images. It modified the internal spatial structure and
images. Nevertheless, the total pixel count for Class I was 770 radiometric content. While NN resampling did not introduce new
and 760 in the NN and CC resampled images respectively. This radiometric values, it was demonstrated, that CC had significantly
was an excellent agreement for providing reliable class area int.uenced the image statistics, which, in turn, caused substantial
estimation within a certain geographic boundary. Serious changes in the outcome of subsequent quantitative analyses, in
problems would arise, however, when area estimates would be comparison with the results obtained with original, unresampled
required for individual class clusters, such as the area of specific data. It is important to note the following:
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* Changes in the training statistics and in the outcome of the Class I Field Class 2 Water

classification were amplified by an increase of the rotation cO
angle. P.C. Mean DN S.D. P.C. Mean DN S.D.

" The net effect of CC resampling was an increase in the size of
classes in terms of pixel count and an alteration in the boundary 00 164 151.40 5.33 219 8.10 1.47
and shape of individual class clusters.

* While the increase in the magnitude of a class was minimized
by performing the classification with signatures derived from 0 N.H. 165 151.35 5.35 220 809 1.47
the original, unresampled data, the discrepancies in the extent c.c. 165 151.25 6.8 220 7.47 2.11
and shape of individual class clusters remained significant.

Although, the study reported here has been performed on a rather 35 NN' 164 5 50 5.53 217 8.20 1.53

small data sea, it has, nevertheless, confirmed the conclusions C.C. 164 150.76 8.02 217 7.35 1.93
reached by others, such as Verdin[1983] and Atkinson [1985], a= Rotation angle, P.C. = Pixel count, SD = Standard deviation
that resampling should be treated with caution. Further
investigation, with large data sets and more thematic classes is in Table 1: Training statistics of the same image, before and after
order to put this problem to rest. resampling.
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Smith, J. and Kovalick, B. (1985) - A Compariso, of The Effects 2 0 1614 427 2041 79

of Resampling on The Accuracy of a LANDSAT Derived UNCL 206 444 - -

Cover Type Map, Advanced Technology for Monitoring and TOTALNN 770 2058 - -
Processing Global Environmental Data, conference PERCENT 73 78 - -
proceedings, pp.391-399, London, England, September 9-12. 0a. Tmage roated 9

Verdin, J. (1983) -Corrected Vs. Uncorrected LANDSAT 4 MSS
Data, LANDSAT Data Users Notes, No. 27, pp.4-8, June.

ginalCoig
CLASS 1 2 UNCL TOTAL CC pERCENT
1 564 0 204 768 73
2 0 1607 457 2064 77

UNCI. 197 423 - -
TOTALNN 761 2030 - -
PERCENT 74 79 - -

b. Tmage rotated 350

Table 3: Confusion matrix comparing ML classifications
of NN and CC resampled images, at 95% probability,
with original signatures.
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Class I: Field Class 2 Water Nt111lI Ce1 dI

CLASS 1 2 UNCL TOTAL PERCENT

OO 90 350 00 90 350 1 617 0 321 938 65
\Y_ N.N. CC. N.N.C.C. N.I. C.C. N.N. CC. 2 0 1840 670 2510 73C. UNCL 153 218
65 366 369 365 1328 1330 1304 TOTAL 770 2058 __

495 1551 80b 1842 PERCENT 80 89 __

80 515 518 510 1328 1330 1807631 768 2285 2085 a. Image rotated 90

95 766 770 781 2055 2058 2354938 1151 2510 2541 idia
CLASS 1 2 UNCL TOTAL PERCENT

Table 4: Pixel counts of ML classification with resampled 1 664 0 487 1151 57
signatures, at three probability levels. 2 0 1840 701 2541 72

UNCL 97 190
TOTAL 761 2030 __

PERCENT 87 90 __

CCriinal b. Image rotated 3
CLASS 1 2 UNCL TOTAL PERCENTC 760 2 17C8 TOL P T Table 6 Confusion matrices, comparing NN and CC

760 0 178 938 81 resampled images, classified withoriginal and resampled
UNCL 0 0 0 signatures at 95% probability.

TOTAL 760 2041
PERCENT 100 100

a. Image rotated 9

ginalCC rsapled
CLASS 1 2 UNCL TOTAL PERCENT

1 768 0 383 1151 66
2 0 2064 477 2541 81

UNCL 0 0
TOTAL 768 2064
PERCENT 100 100

b. Image rotated 350
Table 5: Confusion matrices comparing CC resampled images,
classified with original and resampled signatures,
at 95% probability.
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Effects of the Ephemeris Error on Effective
Pointing for a Spaceborne SAR

Michael Y. Jin
Jet Propulsion Laboratory

California Institute of Technology
Pasadena, California 91109

ABSTRACT the acquircd echo. Similarly, this is true in the presence of a
spacecraft position error. For analysis purpose, it is convenient

Both Magellan SAR data acquisition and image pro- to treat the ephemeris error similar to the pointing error by
cessing require tile knowledge of both the ephemeris (spacecraft introducing a term called effective range pointing error.
position and velocity) and the radar pointing direction. Error
in the knowledge of the radar pointing direction results in a loss In SAR signal processing (reference 3), maximal az-
of the signal-to-noise ratio in the image product. An error in imuth signal-to-ambiguity ratio (ASAR) can Le obtained when
the ephemciis data has a similar effect. To facilitate SNR per- the processing bandwidth is centecied at the Doppler frequency of
formance analysis, the effect of the ephemeris error will be char- the intercept point of tile boresight line and the planet surface.
acterized by the effective pointing errors defired herein. This This point is also referred to as the boresight intercept point
paper describes a systematic approach to relate the ephemeris (1IP). The error in the Doppler frequency of tile BIP can be
error to the effective pointing errors. Result of this analysis has caused by the error in the boresight pointing error as well as the
leaded to a formal accuracy requirement levied on the Magellan ephemeris error. For analysis purpose, it is convenient to treat

Navigation system. the ephemeris error similar to the pointing error by introducing
Keywords: Ephemeris, Radar boresight, Range, Doppler, Ef- a term called effective azimuth pointing error.
fective Pointing Angle, and Orbit covdriance Matrix

In the following sections, the effective pointing angles

1. INTRODUCTION are defined. It is followed by the analysis to derive the effective
pointing errors caused by the ephemeris. The performance es-

In a spaceborne remote sensing system, system perfor- timate for the effective pointing errors for tThe Magellan mission

mance often tied to the accuracy of the ephemeris data. This
are then preseinted.

is especially true for - Synthetic Aperture Radar (SAR) system

such as Magellan (Venus Radar Mapper 11,2]), in which the im- 2. Effective Boresight Intercept Point
age resolution, signal-to-noise ratio (SNR), and pixel location
accuracy can be greatly affected by the ephemeris errors. An In Magellan SAR processing, a range-Doppler image is

analysis to characterize this effect is vesy important to the plan- formed through range and azimuth compressions. A framelet

ning phase of a space mission in order to levy proper require- is then formed by truncating the range-Doppler image to elimi

ments on the navigation system and to provide user community nate pixels outside of the processing bandwidth and Nalid range
a set of highly confident image performance estimates. swath. To get the maximal SNR fox the framelet, the position of

the cvnter pixel meust be in the center of the antenna beam. To
During SAR mapping, a window with a proper delay is achieve that purpose, the range and Doppler estimates for the

employed to acquire echo from ground points illuminated by a boresight intercept point are made and selected as the center
relatively narrow SAR antenna beam. Al estimate for this delay reference for the framelet.
is made based upon the knowledge of the spacecraft position,
radar boresiglit pointing direction, and a planet surface model. In the presence of ephemeris error, the location of the

An error in the pointing knowledge leads to an error in the center pixel of the framelet will not be in the center of the antena

delay estimate. Consequently, it resulLs in a loss of the SNR in beam. Instead, it will be at the effective BIP which is determined
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from the true sensor position and vclocity and the range and The second stage gi'eb the effct of the cpheincris errors in the
Doppler estimates. This is shown in Figuic 1. Also illustrated local coodinates on the eLiol of the BIP range and Doppler cs
in Figure 1 is that the estimated BIP is determined from the tinates. The thud is the effect of the ciol of thc BIP iange and
estimated senusr position aild the pointing knowledgu (which DuppLe CbtaiktCb on thL cffecti c range and azimnuth pointing
will be assumed to be correct since we %ill concentrate on the error. The aid.Iysjs stages presented below will be in a reversed
epheneris error only). rruii the position and velocity of both order since must of the reader are more intcrested in the radar
the sensor and the estimated BIP, the BIP range and l)oppler system rather than the orbital system.
estimates can be made. Then, the position of the effective BIP
is deterniiiicd by the giound point satisfying iange and Doppler 4. Effective Pointings vs Range and Doppler
constraint.

To characterize the effect of errors in the range and
In this paper, we assumne the ephemeiis estimates used Doppler estimates on the effective pointing errors, their Far-

in SAR data acquisition and :n SAR image processing are th tial deriat cs need to be analyzed. Since the magnitude of the
same. Therefore, the dela3 estimate fot setting range window range and Doppler errol is expected to be quite low, these par-
and the range ctimate for fiamelet truncation are no different, tial derivatives shall be limited to the fiist order. This is also

true for the following two stages. To formulate the partials, the
3. Effective Radar Pointing Error nominal range and Doppler are required. As shown in Figure 3,

the range of the true BIP fiom the sensor may be expressed by
A spaceborne SAR, having the viewing geometry show

in Figure 2, consists of a curved sensor path and a target sur- R= l(b - b-24(H 2- 2 HIR )) (1)
face. A convenient coordinate system for this geometry is the
local coordinate system with a radial direction - from the planet where b is given by
center to the sensor, a cross-track direction a given by the an-
gular velocity of the sensor orbit, and an along-track direction b = 2(H + R.) cos OL - (2)
a given by a = 6 x P. The origin of the local coordinate system
is the planet center. On the surface of either side to the track, The look angle 0 L is given by cos- (- .), where j is the

each point is assuiated with a unique pail of range and Doppler boresight pointig eLtor. The iideiice angle ma) be expressed
values. Therefore, range and Doppler form a coordinate system by
for the surface points. Rsin O,

0' = OL + tan- +R - )" (3)

The SNR associated with the effective BIP is deter-
mined by the angle between the effective BIP and the true BIP. The Doppler fiequency of the DIP is given by

To lead to the following analysis, two angles of a ground target
are defined here. The first is the range angle, which is the angle f A = 2s-. (

contained by the target, the sensor position, and the planet cen.
ter. The second is the azimuth angle, which is the angle between where tY is the spacecraft velocity.

the line of a target and the sensor and the pro*iection of this line
on the boresight plane which contains r and a. According to this
definition the nominal range angle of the true BIP is the radar ror AOL associated with an error Ar in the range estimate can

look angle and the noninal azimuth angle of the true BIP is be solved from Figure 4. This leads to the partial deiivative

0. The range and azimuth angle of the effective BIP will be re- given below. Denote O and 0, as the effective range and az-

ferred to as the effective range and azimuth angle, respectively. imuth angles, respectively. The range and Doppler estimates

A pictorial definition of these angles is also shown in Figure 2. are denoted as r and f, respectively.

The effective pointing errors take the meaning of the differences 00_ 1

in range and azimuth angle between the effective BIP and the Or 1t tan O,
true BIP.

As long as there is no error in the range estimate, the
A systematic approach to anialyze the effective pointing effective range angle is equal to tlme true range angle. Therefore,

error will be given below. The analysis contains three stages.
The first stage gives the effect of the error of the ephemeris in 00(
leplerians on the error of the ephemeris in the local coordinates. Of
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In the presence of an azimuth pointing error of A0., the shown to be
pointing vector can be expressed by P + AOah. Using Equation =2(v COS 0L + V Sill 0/)(

(2), it can be seen that tile Doppler change would be 2v 0AO5 /A, A
where A is the wavelength. This leads to This leads directly to the following results

00, A ()o 2CSO
0O _, A= .(7) Of = -2 cosOL (

A pointing direction change confined in the boresight and
plane (which contains P" and a) would change the range between Of 2 sin OL

the BIP and the spacecraft. It would also change the Doppler O =  A (1,1)
frequency if the radial component of the spacecraft velocity ex-
ists. On the other hand, all error in the range estimate in ac- Since the spacecraft velocity estimate has no effect on
company with correct Doppler estimate would force the effective the BIP range estimate, we can see that
BIP out of the boresight plane. It such a case, a range estimate Or Or Or
error may affect the effective azimuth angle. It can be shown O" = -j, =  7 = 0. (15)

that the ratio of the Doppler change and range change in the
boresight plane is given by Since the BIP Doppler estimate is based only on the

df 2v, sin 6L spacecraft velocity estimate and the pointing knowledge, error
dr = A/?tan0" (8) in the the spacecraft position est'mate will not affect on the

estimate. This leads to the following result.
Using this result and Equation (7), we have Of Of Of

00, -V rsilnOL Of-- Of = T = 0 (16)

Or = v R tan Oi (9)

The pointing vector has no along-track component. Thisleads to Of/Ova = 0. It is not difficult to see that a slight change

This section gives the partials of the range and Doppler in the along-track position does not change the BIP range esti-

estimates with respect to the error in each component of the mate. Therefore, Or/Oxa = 0.

spacecraft position and velocity vectors. The coordinates used
here is based on a local coordinate system in which the radial, 6. Local Spacecraft Status vs Keplerions

along-track, and cross track directions are determined by tile An elliptical oibit call be represented by six parameters
true space craft position and velocity vectors. The sensor posi- ieferred to as the Keplerians. The first three parameters are
tion and velocity vectors in the local coordinate are denoted as the semi-major axis length, a, the eccentricity, e, and the true
x2/ and vjt, respectively. Let XL = [x, Xa, xc]T (T denotes vector anomaly angle T. The true anomaly angle is the angle contains
transpose) and v/, = [Vr, Va,VjT. the object in the orbit, the orbit local point located at the the

planet mass center, and the periapsis (tile apex near the planet).As sownin igue 5,wit th corectpoitin knwl- Obviously, the true anomaly angle is a functionl of time. T" canl
edge, an error Ax7 in the spacecraft radial position would cause

be determined by a, e, and the time delay from the time of pe-an error inl the range estimate of Ar. From thle geometry, thle

following result can be obtained riapsis, i e. t - tP. This is through the following two equations.

Or Ar 1 tanOL sin(0i - OL) 7' = 2tan-l((ll +e) 1/2 tan(E/2)) (17)
= lim -- + L (0)

Ox7  0 z ,-, = cosOL+ cosO,
and

Similarly, fiom the geometry in Figure 6, the following (t - t. )a-"/:(GA'.)i = - c smm(L) (1)
result can be obtained where E is the mean anomaly angle which is the angle con-

Or = sin(0i- O,) (11) tains the object, the orbit centor, and the periapsis. G is the
Oxc cos O gra% itational constant and M is the mass of Venus. The po-

sition and velocity in local coordinates call be determined by
Based on Equation (2), the Doppler estimate cani be a,e,T, and the spaceci aft speed at the periap~is, vp.
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a(I - e2) = 0 (19) coordinate defined by the true leplerians can be determined
X 1 + ecos(T)' =a from the estimated spacecraft status X'1,, in the local coordinate

defined by the estimated Keplerians through
Vr sin(T) I + c cos(T) ,=0 ()

=v e-i-- - o= + e ' = 0 (20) XL =T-'W-'Ir's-'a'I'W'T'X,. (26)

where

= ( + GAh.)1, 2  (21) The partials of the spacecraft status elements with re-
a(l - c)spect to the in-orbit Keplerians a, e, and, t, are given by the

One often used coordinate system is the orbital coordi- following equation

nate system, in which, the origin is one focal point of the ellipse, aX =(
one axis points to the periapsis, one axis is in the direction of Op T)(
the angular velocity of the orbit, and the other axis fulfils the
right hand rule. where p denotes a,e, or, Lp. The partials of the spacecraft

status elements w. r. t. the out-of-plane orbit l(eplerians f, ww
The other three parameters in the Keplerians represent are given by the following equation

the orientation of the orbit with respect to an inertial coordinate T'W-'I-'f-leaW'T'X, (
system. In Magellan mission, this system is the Venus-Mean- 0- 5S (28)
Equatorial 85 (VME85) coordinate system, which is based on

the earth polar axis and the intersection of the mean planet OX). = TlW -rIl 120IV' E WXt',, (29)
equator with the mean earth equator at year 2000. The three 01 V!
orientation parameters are the inclination, I, the argument of
periapsis w, and the longitude node fl. The geometry of the and

inertial coordinate system and the orbit is shown in Figure 7. XI = (30)

The status of the spacecraft in the local coordinate sys-
tem XL and in the VME85 coordinate system Xv are related The result of the partial derivatives can be found in (4].

by

Xv = S1IWT XL (22) 7. Pointing Error vs Ephemeris Error

where The partial derivatives of all three stages in the analysis

xx v>X / r Ve of the effective pointing error caused by thme elphemeris error in

XV - xy Vy , XL = Xa Va , (23) Keplerians have been given in the previous sections. Now, it is

xz vz /XC VC) ready to formulate the pointing error estimate. The error of the
Keplerians can be represented by its covariance matrix A.

(Cos Q -sinl 0\ -osI - sin!10

1= sinf1 cos 0 ,= sinl cos 0 , (a Pae Pat, Pal Pafl Paw'\
0 0 1 0 0 1 Pea Oe pelp PeI Pen Pew 1

(24) Pfra Pte 'i,, PiIi Pg,,n

W= (cs 
(31)osT -iT iePt 7 i A

nsiw cosw 0 ,and T = sin T cosT ) Pna Pne Pnt, Pol Oin Po
0 0 0 1 Pwa Pwe PwP , Pwl o'n

where crp stands for the standard deviation of parameter p and
To derive the partial derivative of the ephemeris in the p,,,P, stands for the covariance of parameter pi and p2 since

local coordinates with respect to the Keplerians, we must realize correlation between two parameters may generally exist.

that a fixed local coordinate must be used. This is because
that the local coordinate system changes when any one of the Let the covariance matrix of the pointing error be rep-
Kepleripns changes. Lets define T,W,I, and S1 be the rotation eesented by A, it is then given by
matrices corresponding to the true Keplerians, and T',W',I',
and S1' be the rotation matrix corresponding to the estimated A = , ABCACT BTAT .  (32)
Keplerians. The estimated space, -ft status XL in the local A P ), AB /



628

where T denotes matrix transpose and matrices A, B, and C inal Keplcrian %alues listed bclow, an assumed planet iadius,
are defined by the mass of Venus, and a predetermined set of boiesight point-

( 0r 08 ing diiectios, the numerical values of partial derivatives can be
A = (33) ev.,uated for any selected true anomaly angle. A set of co-

vaLiancc matrices, characterizing the orbital estimation accuracy
Or Or Or Or Or Or

YUTZ V 7, over a number of mission days, were supplied by the JPL Magel-B t~x,  4 ' Ian navigation group. By integrating these two inputs according

to Equation (35), the performance of the effective pointing an-
and gles were determined. Since significant correlation does exist

a at Or .t among varicus pairs of the Keplerian parameters, this method
"I "t "Ti / has proven to be much more accurate than the method not con-

" W W " [ sidering the correlations between Keplerian parameters.

4M.L =1 / "Nominal Magellan Keplerian Values are the following:
Ov t, 0 a Or, at a

-a a a "t at, at, a=10190.3005326 km , c=0.3816669116067,

W= 860, f=68.9', and w=170'

In caqe that both the ephemeris and its covariance ma- The semi-major axis length a and the eccentricity e are
trix are given in the local coordinate, then matrix C is not obtained based on the design of a 3.15 hour orbit period and a
needed in evaluating the pointing covariance matrix A. Note periapsis altitude of 250 km.
that in estimating the variance of the effective pointing error,
the off-diagonal terms in A cannot be ignored. Otherwise, the REFERENCE:
magnitude of the pointing error estimate tends to be worse. This
can easily be seen when the ephemeris covariance matrix is given Vens, "Adan c N L T e a M t o

in the local coordinate system. For example, an error in one of "A vace n Asnautica l e Par 19tte"Aeiospace Century 21", AAS 56-331, Volume 64, 1987.
the orbit orientation angles would cause error in all six space-
ciaft status components in the local coordinates. If we ignore the [2) Johnson \V. and Edgerton, A., Venus Radar Mapper (VRM)-

covariance between these components, we would get a nonzero Maltimode Radar System Design, SPIE Vol. 589 Instrumen-
effective poii.ting error estimate. lowever the fact is that since tation for Optical Remote Sensing from Space (1985)
there is no change in the in-orbit Keplerians, the geometry re- (3) M. Chen and M. Jin, Magellan SAR Processing Algorithm
mains unchanged. Therefore, the range and Doppler estimates and 111W Design, IGARSS Symposium 1989.
should be correct. This results in no error in the effective point-
ing angles. [,1] M. Jin, Effective Pointing Errors Induced by Ephemeris Er-

ror for a Spaceborne SAR, JPL publication, 1989.

8. Magellan Pointing Error Estimate
Tlze research described in this paper was performed at

The aialysis results obtained in this paper are applied the Jet Propulsion Laboiatory, Califoinia Institute of Technol-
to the Magellan mission. The formulas of all partial derivatives ugy, uidei a contract with the National Aeronautics and Space
were implemented in a computei piogram. Based on the nom- Administration.
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STATISTICALLY BASED UNSUPERVISED

HIERARCHICAL IMAGE SEGMENTATION ALGORITHM
WITH A BLURRING CORRECTOR

Lee, S. and Crawford, At. M.

Department of Mechanical Engineering
and

UT Center for Space Research
The University of Texas at Austin, TX, USA

Abstract. use Markov random fields, equivalently Gibbs random fields

A muh which makes usc of spatial c- (GRF) (Derin and Elliott, 1987) to characterize geophysi-

textual information in a Ihieraclhical clustering procedure has cal connectedness. While the GMF represents local charac-

been developed for unsupervised image segmentation. A teristics of the image structure, entropy (Jaynes, 1968) can

Mamkov random field model is employed to enforce local spa- be interpreted as an alternative measure which embodies the
tial smoothness, while th i mxmunm cuttopy principle is uti- spatial smoothness in a global sense. Both ate incorporated
lized to quantify global smootlmuess in the image. A multi- in a new multistage algoiithmns Mlich has been developed.
window approach implemented in a pyramid-like data struc- Analysis of inultispectral image data from a large area is
ture which uses a so-called boundary blocking operation is computationally intensive with a hierarchical clustering ap-
utilized to inemease computational efficiency. Schwarz infor- proach. A suboptimal algorithm has been developed to in-
mation criterion is suggested as a means of selecting the level crease the computational efciency of the iegional-clustering
in the clustering hierarchy which coriesl)onds to the optimal se t ut ain liec f tht
state. A l3ayesian-based blurring corrector has been devel- segmentor. It uses a pyraid-like structme in a way that
oped to iteratively recover images fiom blurred versions of exploits regional contiguity in merging clusters. A process
actual pixel values, called boundary blocking is applied to individual nonoverlap-
Keywords: unsupervised image segmentation; hierarchical ping windows of a large image which are successive subdivi-

: usions in the hierarchical representation of the image.
clustering; Bayesian estimation; Markov random field; maxi- Conventional approaches for determining the number of
mum entropy principle; pyramid structure, classes in an image use the likelihood ratio and "Akaike's in-

1. Introduction formation" (Scolve, 1983). These al)l)roaches are insensitive

A variety of techniques for image segmentation have been to image size and fail to find parsimonious models. Alter-

developed for many scientific applications including remote natively, Schwarz information criterion (SIC) is suggested as

sensing. The most accurate segmentation approaches utilize a reasonable means for determining the optimal state. The

the maximum likelihood or the Bayesian performance func- components of the algorithmn are outlined in the following

tion which both icquile a prtor: knowledge for parameterized sections. The results of the classification are reported for a

models of classes in images. 'rie Bayesian method presented simulated process.

in this paper is based on unsupervised learning of the values 2. Algorithm Outlhi.
of parameters which inust be known in order to carry out the
segmentation. The components of the algorithm are outlined in Figure

llierarchical clustering (Anderberg, 1973) is the most 1. The first component is called the regional-clustering seg-

plausible and well-grounded tool for the analysis of signature- mentor. It applies hierarchical clustering using the mazimum

dependent noise models as well as for unsupervised analy- a posteriori (MAP) criterion with a restriction that pixels in

sis. The conventional "disti ibution-free" or "context-free" a cluster should be contiguous. The global-clustering seg-

similarity nlcasuies between legions in typical clustering ap- mentor in the next stage merges clusters according to the

ploaches fail to include important information about image maximum entropy )rinciple (Frieden, 1972) among all pos-
pmoaclis failsible combinations. Both saginitors contain a smoothing-spatial structuies that should be exploited when the scene is s

segmented. 'lhe original radiated intensity of a pixel is a ran- parameter estimator and Bayesian-based blurring corrector.

doin variable whose me,sueimient is cottammated by energy The coefficients, which represent the optimal strength of prior

radiated ftoi'm nearby pixels. this results in spatial blurring beiefs with respect to tihe imfoiiiation piovwded by the real-

which causes the wholh orwiv ration pIocess to be spatially au- ization, are estimated bascd on an initial configuration. The

tocorrelated. For most scel1s, pimx('s that are spatially close Bayesian-based blurring coirector is designed to iteratively

tend to have the b.n- ni sm0iil,im intensities. Because of this enhance the obsem ved imiage using adaptive estimates of the

spatial smoothness,. mmtextial iiformation can be used to parameters. The segmentor system then partitions the image

advantage in allocating pixels to a class. Most of statisti- on the basis of these enhanced intensities rather than of the

cal image segmtation methods wlhich incorporate this idea observation.
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3. Digital Image Model. For a probability structuic of w, a class of Gibbs measures
with respect to {I, R) has been introduced with energy func-A sample image is considered as a set of n pixels, where tion U(to,p): if I .12 denotes tihe square of each element,

each pixel is represented by all intensity vector of d spectral
components. The image process is assumed to be of the form

Y = B. X(w) + e (1) P(t) = i0 exp{-U(tp)}

where w is all integer valued random vector associated with a U(t,p) = S a'.Ip(tr) - p(',)l2  (5)
particular configuration of classes in an image, X is a mapping (r's)E',
operator of w into real intensity values, B is a blurring op-
erator, and s is an independent noise field. In modelling the where p is ia vector function of the mean intensity vector asso-

process of (1), simplifying assumptions are used to provide ciated with the class, Cr,s is a nonnegative coefficient vector,
numerous advantages i mathematical manipulations while and tco is the noinalizing constant. C, denotes the collection

still retaining the essence of the physical process being repre- of all "pair cliques" relative to {I,, R} which are subsets of I,
sented: (a) the original intensity is independently distributed such that a clique involves a pair of indices, and two pixels cor-

according to a composite multivariate Gaussian which is iden- responding to the indices are neighbors. In the energy func-

tical within a legion class, (b) the original distribution of ob- tion, tie parameter ar,, represents the "bonding strength"
ject radiated intensity is acted upon1 by a homogeneous linear of the rth pixel and sth pixel. Using this Gibbs measure

system to produce a blurred image and (c) the noise process as a probability model of w in (,), the spatial smoothness
is generated by different independent and identical Gaussian is incorporated into the Bayesian approach by penalizing the
field in each spectral eand. objective function as the difference in spatial proximity of the

Let I,, {1 . ,n} he a set of indices of pixels, and mean intensity incleases.

let 4', = {1,..., be a set of indices tepresenting the Suppose that a nieil intensity associated with a class

classes whose associated paltition of I,, is G = {G,j E Jii}. is the "average radiant energy" of a unit cell in the corre-

If the intensity of pixcls is distributed X, - N(p,, j) sponding legion, resulting fioin the random radiation of the

for i E G, E G. the conditional distribution of X, given particles. Under this model, the entropy for a single spectral

to = {tw : i E I, and wi E J,,,}, band can be defined as
H(P) -~w~) t(wi) log t'(WO)f(xlwo) = ,lexp){- Es, Q (G1)} H(P) = -€(to,is) = -5 5 2 lo (6)

Q.(Gi) = iEG, log Ijl + (xi - p,)' 7'(x, - ,u) (2) T To,

where n; is a normalizing constant. Suppose that multispec-
tral images are bluried according to assumption (b), and the where T, = e ,,',). Given a pai ticle from the observed
boundaries of sample images are defined on a "periodic ran- iniige space, H repiebentb the uncertainty as to which pixel
(oir field". The blurring operator B = circulant {B,,) can radiated it. Maximiziig H has a smoothing influence on the
then be expressed as a block circulant and stochastic matrix mean intensity level of the image (Orlando, 1987).
where B, = diagonal (bj, k = 1,... d}, {b,)k,j = 1... , n} If particles act independently in different spectral bands,

corresponds to the point spicad function of the ith pixel in the maximization of entopy foi individual bands thea iesults
the kth spectral band and )"= b,, .> 0 = 1, Vi, k. If in an independent smoothing influence on tile corresponding

N(0, E)} whele S, is diagonal, the distribution of the spectral intensity levels with a independent manner. Since
observation Y, conditioned on X, is given by these multiple objectives potentially result in conflicts, the

f(ylx) = ,exp{l log I-d - I",= Qy 1(x)) final estimation should accommodate trade-offs between ob-
jectives. Under a constraint of consistency with the observed

Qy1(X) --- (y, - = B.;x, )' Y - E ,*-- ox1)" (3) data, a maximum entrolpy aplproach for tile segmentation is
4. Bayesian Objective Function considered as a constrained optimization problem with the

multiobjective function f(0) = a' where a is a nonnegative

The image piocess is supposed to combine a discrete ran- weighting vector and 0 is a vector which contains the values
dom field for the legion class process and a continuous ran- of O's in (6) of the corresponding spectral band. It is equiva-
doin field for the intensity process and the noise process. An lent to the MAP estimation with P(YIX) oc exp{-AQ} and
approach which integlates multiple processes by Bayes' the- P(w) cc exp{-a'#}, wliee AQ is a measure between p and
orem is applied to estimate the classes of pixels for an image. the observed image.
Given tile observed process Y, finding the mode of the pos- Assuming that A (Gibbs measure or entropy) contains
terior probability disihlution (MAP) of w is equivalent to proper information about the behavior of the region class pro-
maximize the log peiialty function cess, the MAP estimation can be restated as an optimization

ePN = log P(Y w) + log P(W). (4) problem:
The second term is known as "roughness penalty" or smooth- mill {AQ + A} . (7)
'" tr=. in the remahide,r f !,;. setion, objetive mP;1-

in . ... i Ubing tv Becyebiai intelpetation P is refcrrcd as a smnoothing
sures are discussed for determining the optimal segmentation parameter which relmescnts the relative strength of prior be-
of "multiple compound stochastic" image plocesses based on liefs compared to the information in the observed data. The
the Bayesian approach. The GRF and the maximum entropy smoothing parameter then indicates the desired trade-off be-
principle are used to quantify the spatial smoothness proba- tween two counteractive objectives.
bilistically, that is, to provide some type of prior information
of the class process. 5. Hierarchical Clustering.

Let R {R,,i E I,,) be a neighborhood system for I,. The regional segieiitor is designed to merge adjacent re-
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gions while the glob~al scgmnentor classifies legions into same
class regardless of their geograp)hical positions. The hierar- VLE

chical clustering proceduie is applied to both segmnentors us- IT AND

ing adaptive paramecteis comnputedl fiomn the updated regional OBSEVATION~S REGIONAL SEGMVENTOR

configurations at each step. ..... M U iWiJNOO'_WHI1ER ARCHY-

Let G, = {G"J = I_ m~ })? be a partition at the 1dbh
Step, and let the Jcorresponding configui ation of the pixel- SMOOTHING PARAMETER IMITiE~ REGIONAL

ESTIMATOR CLUSTERING
classes beWh. If 1" is the configuration resulting from inerg- T 4LCLASSIFIER>
ing the t-th and sth legions. then the similarity coefficient for I UPDATED c0NWIGURATION AND
G, and G, call be (lei ivel fromn thle the objective function of ASSOCIATEDPARAMI13TERS LN

(7):

Vh bh + lb ( I.(, S BAYESIAN.BASED
P.= QlyS BLURRING

QYlh') - AQ(YlWh)l +O[~~AW,,') - LAw(Wh)]. CORETO

It is prol)0ltiollal to the coniditionial posterior probability CSTnIATrO'ORIGIAL ;L-n~SriY

Pw;IGil \ Gh U G1, y). I_________________________
The merge decisions with tllis criterion yield MAP estimates GLOBAL SEGMVENTOR
among possible states% at each step) ill the clustering approach. . ............. . I.... . ............. ....-............

It is desirable that the similarity coefficients be computed I SMOOTHING PARAMETE

by locally updating themn 10 coiiespond~ to the configurationESIAO
resultin' from every iteration. This lequiiiment is very nat- GOA

ural for 6, when the cntiopy measure of (6) apsplies to A . CLUSTERING

Using thle Gibbs measure of (5) for A,, the b., of the coeffi-
cielits ill the spatial proximity of tile neCw boulndary formed SAYESABSE
by ineiging are updated. Hlowever, if AQ is a dlirect dlistance CORRCTO

measure between the mean intensity aind observation in (1),
the local up~datiing conldition is not satisfied because of the
sp~atial componlent of thle whlole obsei vatioii process. In ordei Figure 1. The multistage clustering image segmentor.
to overcome this problem, the lBayesian-based blurring correc-
tor produces adebluried imagek which is assumedl tolhaveiDo SIC = -2 log(maximuln likelihood) + m, log n
spatial comnponlent. If Jx is in appropriate estimate of x, the whr ,istenm rofndpdntaaeesetmtd
MIAP clustering classifier canl employ similarity coefficients Where usn ncase n is the number of independent paaetrbetmae
based on xc rather than y. With the Gaussian assumnptionl, servations. Thle SIC criterion is a proper approach for choos-
bQ is simply ing of number of classes in images because they usually in-

bh (r, s) = Q.(GI U Gh) - Q.(G h) - Q.(Gh) volve Ia data sets and are einvisioned to have a relatively

The paranmeters lelated to the nieige can be estimated by smaller . miber of classes as they become large. The cluster-

maximizing the likelihood coniiltioned r ". The b h(,s ) for ing approachl inlcorporates tllis criterion for the thlreshold to

the legional begnientol is equiivaleint to the energy change at prevent the pathological inelging of regions wvhich are unac-

the boundaies anid fur the global segmientor to thme inicrease in ceptably difftient in coi responding observations, and eventu-

elntlopy poi tion mlateil to G' aiid G' associated wvithm changes ally for thle decision of stoppJinlg thle clustering.
iii thme estimate of thle mean iintensity lesulting from merging 6. MAP Restoration.
two regionls.

InI imnage segientioii, the configulatioli w should be If thle bluiring is goveiiled by B which is a stochastic
estimated sul.h dta thie 4UAIlUnIlikg nean Intensity 14 re- matmix, and thle distribution of the originlal initenlsity is a com-
suRts ill fittiiig to thme obsclc J.~ atw to sonie degiee. This posite Gaussiain, the cond~itional distribution is
requirement cz'l be satisfied by imposing some constraint onl f(xjy) oc (y - Bx)'I';'(y - lix) + (x - P)'r',(x - )
the distanice AQ iii (7). Then,. thle smoothing parameter can where r. = diagonal (E,) amd 1'., = diagonal{E,} are d x n
be chlosen by using the optimizationl apsproach (Lee, 1989). covariance matrices corresp~onding to thme measurement noise

NVllen the clustez ammal~sis is usedl withI parametric nod- and thme originll intenisity. Theii, the MAP estimate of X is
els, the choice of number of classes is usually based onl general- given by:
ized likelihood ratio test using thme asymptotic chi-squared dis- k = (I + IfIB'B)-i (III,,By + iq) (11)
lrihitn Bill ;f n 1il,, 0 nio, nfhI l ;. fr (;. where Ti, = L'F.If the spectral radius of lp is Sufficiently
tribtition of the test stat istic may ilot, evein asymptotically, be smnaller than 1, ,(11) canl le alspioximnated by (Pullman, 1976):
chi-squared. Akaike's infom niatioii criterion (Sclove, 1983)has
also beeii usually used iii image analysis. This statistic has :k* p +- xPBy - Ill B'Bp + o(i'i,).
a similar pioblem to time clhi squaie dlistribution of the like- This would be a good estimate of thme original intensity for im-
lihood ratio ('fittetiligton, 9O81), . Schwarz (1978) suggested ages where the variation of the intensity iepresenting physical
an alternative to Akalkc% appioacll fol thle molo( selection properties of legioii classes is genezially mnuch smaller thman the
criterion: variance of the noise 1noduced dinliimg collecting and transmit-
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Figure 2. Results of the classification for a two dimensional 20 by 20 simulated image (*s are misclassified pixels).

Ling of data by atmoslpheric effects. noise was added to tihe 'blurred version. The signal-noise ra-
Based oil this aplptoximiation, the Bayesian-based blur- tio was approximately 1.3 in the simulated data. First, the

ring corrector has been designed for the clustering classifier. data were classified with at version of the clustering rlgorithm
Details of the coriector i ill be described in a forth coming whose similarity measure doesn't include contextual informa-
paper. tion. Figure 2-b shows the classified image. Figure 2-c shows
7. Multistage Regional Clustering. the results of the classification using at similarity coefficient

incorporating spatial smoothing. The error rates are 11% and
The new hierarchical clustering algorithm is acclimated 7.5% respectively.

to the merges restricted to contiguous regions and the similar- These results ieinforce the imnportance of the utilization
ity coefficients satisfying the local up~dating condition. While of contextual information in image segmentation. The blur-
the best merge is boughtinong all possibilities in the conven- ring corrector provides more reliable information about the
tional approach, the new approach looks for the closest pair in intensity process which in turn results in a more precise tins-
the storage vectors of at given dimension s which contain the sification. In addition to making the hierarchical clustering
information about pairs coriesponding to the s5 largest simi- algorithm useful for the analysis of large remotely sensed im-
larity coefficients. This ifuormnation is updated at cacti itera- ages, the multistage operation often leads to better results
tion, using the local updating rule. The searching efficiency than those of the single stage operation because unwhole-
relative to the bebt casec of the conventional approach is ap- somely large clusters ale prevented from growing in early it-
proximately s/2mo(pno + 1) where m0 is the initial number of erations.
clusters. Nevertheless, the algorithmn's "expected time corn- Rfrne
plexity" is exp~onentially iproportional to the initial number
of clusters due to updating the iegional information (for ex- Anderberg, M. R., Cluster Analysis for Application. Aca-
ample, neighboring clusters and b~oundary) at each iteration. demic Press, New York, 1973.
The multistage strategy call be implemnented by constructing Derin, H. and Elliott, II., "Modelling and segmentation of

noisy and relaxation algorithins for segmenting non-
a pyianiid-like hierarchy system. This could be far from the causal Markovian randomn fileds," IEEE Trans. Pattern
optimal sohution if the clu-teting were indelpendently applied Anal. Machine Intell. Vol. PAMI-9, 39-55, 1987.
to the nionoverlapping %indows generated from the hierar- Frieden, B., R., "Restoiing with maximum likelihood and
chy system. To otelconie this problemn, a b~oundary Iblocking maximum entropy", J. Opt. Soc. Amer. Vol. 62, 512-
operation has been developed by defining "contagious clus- 518, 1972.
ters" in the "inner boutndary" (boundary between windows Jaynes, E. T., "Piior probabilites," IEE E Trans. System 8ci.
as shown in Figuie 1) at the initial iteration. It is based and Cyber. Vol. SSC-I, 227-2,11, 1968.
on the idea that regions located in dif'eiet window should Lee, S., "Statistically based unsulpervised classification and

adaptive estimation in mntltispectral, multitemporal im-
be combined through t acommon separating boundary. If a age piocessing," Ph. D. Dissertation. Univ. of Texas at
cluster "touches" a contagious cluster (that is, t le merge of Austin, 1989.
these clusters is considered ts the best at that iteration), it Pullman, N. J., Mattix Theory and Its Applications. Marcel
also becomes contagious, and the olperation eliminates the Dekker Inc., New York, 1976.A
pairs which are both contagious fiora a set of pairs feasible Schwarz, C., "Estimation of the dimension of a model," An-
to merge. nal. Math. Statisticsn. Vol. 6, 461-464, 1978.

8. Eampes nd oncusins.Scolve, S. L., "App~licationl of tlhe conditional population-
8. Eampes nd oucusins.mixture nmodel to image segmentation," IEEE Trans.

Patternt Altai. Machine blcii. Vol. PAINI-6, ,4284.32,
The new multistage algorithmn including the Bayesian-19.

based bhui ring corrector ha s bcJ tested with simulation data Titteringtou .MCmet n"plcto ftecn
and agricultimil SPOT im,gcrN of the fields in South Texas. dtional population-,it ixtutre ,model to image segmenta-
Figure 2 illustrates examples of the ,esuilts for it simp~le sim- tion," IEEE Trans. Pattern Anal. Machine Intell. Vol.
ulation image of two speCctral bands. The data generated PAMI-6, 656-657, 198,1.
from a Markov random field of 3 classes (the original pat-
tern is shown in Figure 2-a) were blurred, and independent
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ABSTRACT therefore to controlling the degradation phase if the technique is to
be useful as a means for exploiting spatial information.

When applied to pixel data, particularly in remote sensing, normal
,hemes for probabilistic relaxation labelling lead to an Several approaches have been adopted in attempting to

lmpro ,ement in labelling accurac) with iteration followed by a circumvent the degradation process by .ontrolhng the relaxation
degradation, sometimes leading to a final result worse than that parameters [31, by using non-stationary compatibility coefficients
initially A simple modification of the relaxation process is [4], or by using only a single iteration, the last of which is based
described that allows spatial consistency to be developed while upon the observation that most (but not all) improvement occurs
a .oiding labelling degradation. Based upon decreasing the at this stage. These suffer through being non-optimal or by their
neighbourhood influence with iteration count, it permits an excessive computational demands.
assessment a priori of the optimum iteration at which the process
should be terminated Results are presented based on modelled Here a method to overcome label degradation is proposed in
data, and Landsat imagery, that demonstrate the value of the which the influence of neighbouring pixels is reduced with the
technique. iteration count. This is motivated by a consideration of how

information propagates with iteration count 151 and the extent of
KEYWORDS label correlation known to exist for particular data sources [6].

The diminishing neighbourhood effect is implemented by a
Classification, Relaxationj abelling, Neighbourweights. simple scheme for modifying the neighbour weights for each

iteration. This is readily implemented and has a theoretical
I. INTRODUCTION guarantee that the relaxation process will be bounded by the

standard and the noniterating processes.
Spatial information is a particularly important source of ancillary
data that can be exploited to enhance the accuracy of multispectral II. DIMINISHING NEIGHBOURHOOD EFFECT
classifications, since it can describe how compatible the labels
assigned to pixels in a given neighbourhood happen to be. This The updating rule for the standard relaxation algorithm is
has particular significance in regions containing cultural or
cultivated features in which the spatial properties are quite ()Qk(.
explicit. pk, +(%) = (I)%Q,;L

Ep" (X,))An iterative method that has been investigated widely for
developing spatial consistency in a spectrally derived thematic k
map is probabilistic relaxation labelling [1,21. This requires each with a neighbourhood function Qk(X) defined as
pixel in an image to be described by a probability vector which
indicates the relative likelihoods of the various possible labels Q(
being the correct one for the pixel. Normally this vector is Q ) dI (U6 X (2)
determined at the penultimate stage of maximum likelihood
estimation, just prior to the maximum selection step. The label
probability vector for each pixel is then updated iteratively in the in which pi is the label probability vector for the ith pixel, J
relaxation process by incorporating information from near denotes the set of neighbouring pixels about and including the
neighbouring pixels. The link to the neighbours is via a set of centre pixel i and pj(XIX') denotes the measure of compatibility
compatibility coefficients, that describe the likely mutual of pixel i being labelled X and pixel j being labelled V. The
labellings on a pair of pixels, and a set of neighbour weights that
express the relative importances of the neighbours. The p,,(%.X')s are appropriately called the compatibility coefficients.
compatibility coefficients are derived either from a known spatial Peleg [71 has recommended a different set of compatibility
model for the region in question or are estimated from training coefficients based upon label probabilities conditional upon
data. neighbourhood measurement vectors. The neighbour weights,

which are denoted by dij in (2), represent the relative amount of
Labelling accurac" in a relaxation pro,.ess has been observed to influence in the updating prot.ess ,oming from the correspunding
improve during early iterations and then degrade [31, sometimes member of the neighbourhood.
leading to a poorer result than the initial labelling if the iterations
are not terminated Unfortunately, in a practical exercise, the Based upon Haralick's [51 interpretation that the relaxation
point of termination Ns not known Consideration must be given proess expands the effective contributing ,ontext vah iterationls.
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and that the process starts to degrade at 4 or 5 iterations, there estimates derived from spectral information and ground cover
appear to be two ways to minimise the degradation effect at high statistics, while the experiment; sn model data give better insight
iterations. The simplest approach would be to stop the process at into the effect of the algorithm on field geometry.
iteration 4 or 5. A better approach is to decrease the
neighbourhood influence with iterations, by decreasing the In all experiments, dii(l) was chosen to be 0 and Peleg's
neighbourhood weights for neighbouring pixels according to coefficients [7] were used. The initial labelling for the model data
iteration count such that these converge to zero, while the set is depicted in Fig. lb, showing the initial classification error
neighbour weight for the centre pixel should converge to unity. to be 21 out of the map of 100 pixels. The error was reduced to 7

after one iteration of the relaxation process. The labelling after 1
III. A MODIFICATION SCHEME iteration is shown in Fig Ic. The full set of experimental results

for different values of ax are tabulated in Table 1. Wherein it is
Suppose we choose the neighbour weights, dij, in the standard seen that the optimal value for a is 0.5; the corresponding
relaxation algorithm [1] to be decreasing functions of iteration labelling is shown in Fig. Id.
count, k, in the manner

For the Landsat MSS image in Fig. 2a, a careful
d1,(k)=d,(I)exp -atk-) photointerpretation was carried out using the four muitispectral

bands. This was used as a reference map for the experiment.
The image was segmented into seven classes as in Fig. 2b.

so that Means and covariance matrices for normal class density
dh(k)=I-FZdU(k) distributions were computed by extracting training areas

J6 corresponding to each ground cover type from the reference map.
The normal probability distribution functions were then used to

in which dj(I) =(1 - dii(l))AJl and Ill is the number of compute the initial probability estimates for the relaxation
elements in J process. The labelling based on those initial estimates had an

accuracy of 65.6% which was improved to 72.2% by the
Here dii(k) denotes the value of d, at iteration k. This choice for controlled relaxation process. The reference map was also used
dij(k) has the following desirable properties: to tabulate the joint statistics from which Peleg's coefficients were

computed.
I. as k -4 -; dii - 1, dij - 0 The experimental results are summarized in Table 2 and the final
2. dij(k+l) < dij(k) for all k > I labelling for the optimal a of 2.0 is depicted in Fig. 2.
3. standard relaxation is a special case given by a 0
4. non-iterating relaxation is a limiting case for a --> V. CONCLUDING REMARKS

Equal weights for neighbouring pixels have been specified here From the experiments performed with the modification scheme
because this is generally the case and has been implemented in proposed, a proper choice of a will achieve and substain a
our experiments. minimum error level. Although the method of determining the

The proposed neighbour weight functions depend on a rate optimum value of c is yet to be derived, the result from the
parameter, c, that determines how quickly the neighbourhood Landsat image suggests that a range of a will give animprovement to the algorithm.
effects are diminished. With a small, the algorithm is allowed to
iterate relatively freely and at the limit, standard relaxation results. REFERENCES
With a large, the converse applies and at the limit, the algorithm
becomes noniterating. Consequently, relaxation with the 1. Rosenfeld, A., Hummel, R.A., & Zucker, S.W., "Scene
modified scheme proposed will have performance bounded by Labelling by Relaxation Operations", IEEE Trans. Systems,
those of the standard algorithm and the noniterating version. Man, and Cybernetics, Vol. SMC-6, pp420-433, 1976.

A':hnugh there is no explicit stopping criterion for relaxation with 2. Yamamoto, H., "Some experiments on LANDSAT Pixel
the proposed modification scheme, we have chosen to terminate Classification using Relaxation Operators", Computer
the process when the dii's become negligible (<10- 7) as the Graphics and Image Processing, Vol. 13, pp3l-45, 1980.
process iterates. This allows the maximum number of iterations 3. Richards, J.A., Landgrebe, D.A., and Swain, P.H., "Onthe Accuracy of Pixel Relaxation Labelling", IEEE Trans.required for each combination ofra and di(1) to be predicted. Systems, Man, and Cybernetics, Vol. SMC- 11, pp303-
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TABLE I
Error at each iteration of the algorithm with different values I WWWWWWWWW I 1WWWWWWWWWW

ofafrtheodedataset!WWWWWWWWW I WWWWWWWWWof a for the model data set
Iwwwwwww I IWWWWWWwITERATION COUNT IwwWWWWW jiWWWWWWWW

a 2 3 4 5 6 7 8 9 10 13 14 15 30 iw ww IWWW w
I wwwww wwww W W I

0.0 3 6 6 7 10 10 12 12 12 12 12 12 17 www Oww w I
0.1 3 5 5 6 7 7 7 8 8 8 8 8 WW W WWW wwl

i I ,.ww w WWI
0' 4 4 5 5 5 5 5 5 5 5 5 5
0.3 5 4 5 5 5 5 4 4 4 4 4 (a) (b)

0.4 5 4 4 4 4 5 5 5 5 5 5 iWWWWWWWWW I ;WWWWWWWWW
0.5 5 3 3 3 3 3 3 3 3 3 IWWWWWWWWW I !WWWWWWWWW IIwwwwwww I WWWWWWw I
0.6 5 4 3 3 3 3 3 3 3 Iwwwwwww I Iwwwwwww

0.7 5 5 4 4 4 4 4 4 4 !wwwwwww lwwwwwww I
1.0 5 5 5 5 5 5 5 55 l w 1 wwwww
2.0 7 6 6 6 6 6 6 66 I Ww i ww I

I ww I ww I
TABLE2 i w-w wI w I

Summary of the experimental results for the Landsat MSS data (c) (d)
OPTIMAL RESULT FINAL RESULT Fig. 1 (a) Ground truth for model data.

TIMAL E. Uitcr FINL E. tr (b) Initial labelling for model data;pixels which have equal
S % acc. iter 0/% ace, inter initial probability estimates for both classes are

0.0 72.2 4 70.6 32 denoted as "0".
1.0 72.2 4 71.4 17 (c) Labelling after I iteration for model data.
1.8 72.2 4 72.1 10 (d) Optimal labelling for model data cc = 0.5 at iteration 3.
2.0 72.2 4 72.2 9
2.2 72.2 4 72.2 8
2.5 72.2 5 72.2 7 ........

3.0 722 . ... . i I M1111 h. . . .. ............ ..
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SPECTRAL MATCHING IN SUPERVISED CLASSIFICATION OF TERRAIN FEATURES

Zhenkui Ma and Charles E. Olson, Jr.

School of Natural Resources
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Ann Arbor, MI 48109-1115, USA

ABSTRACT ling designs for obtaining statistics to train a super-
vised classifier (Chuvieco and Congalton, 1988.) We

A classification algorithm has been developed which also developed a data set to evaluate accuracy of a
permits use of spectral patterns in the classification classified map (Hay, 1979), for when a training set
process. Based on a correlation decision rule, the does not truly represent a population, classification
classigaer assigns an unknown pixel to the classifica- performance may be seriously limited (Hixson et al.,
tion category having the most similar spectral pattern 1979). A classification rule with as few limitations
-- the "Nearest Spectrum." The Nearest Spectrum clas- as possible was desired for developing a new classifi-
sifier can be used as either a parametric or non-para- cation algorithm.
metric classification algorithm with respect to the
training information used. It is free of statisticsl
assumptions and sampling limitations due to the nature THE NEAREST SPECTRUM CLASSIFIER
of the classifier.

Classifier, Spectral Matching, Correlation Landsat data is a collection of multispectral records
of energy upwelling from terrain surfaces. Each

terrain feature is represented by its own spectral

INTRODUCTION distribution, or spectral signature. For most para-
metric classification algorithms, a large sample size

Supervised classification of Thematic Mapper data uses is required to obtain an unbiased estimate of popula-

statistical parameters calculated from samples of each tion parameters. A large sample size is not always

target class to assign pixels to the most similar available due to lack of reference data, high cost of

class. The advantages of supervised classification sampling, or other factors. When there are sufficient

are quick outputs, an immediately interpretable clas- laboratory measurements, or previous survey information

sified map, and target oriented data processing. for the area of concern, applicatior of a correlation

Disadvantages of supervised classification include the decision rule can help identify existing terrainfeatures in the study area. The correlation decision
need for sufficiently large data sets to permit un-

biased estimation of population parameters, and diffi- rule may be described as follows:

culties in meeting the requirements of data distribu- If the n-dimensional vector for a single
tion and statistical assumptions (James, 1985). Many pixel of multispectral data is sufficiently
supervised classifiers are used in remote sensing data correlated with the corresponding n-dimensional
classification while ignoring these restrictions, vector of an identified cover class, the pixel
Assignment of pixels to clusters, or cover type cate- is assumed to belong to this class. The
gories, has been the primary focus of land cover/use criterion for "suffisiently" may be varied to
gocialists (Chuvieco and Congalton, 1988), and meet user needs, within the range of 0.000 to

startegies have been developed to improve existing 1.000. If the n-dimensional vector meets the

methods (Wharton and Turner, 1981). Using supervised the pixel is assigned to the class with the
or unsupervised r.lassification algorithms for classi- hhe crelation.
fication of remote sensor data requires a decision highest correlation.

rule for grouping data into clusters. Bayes' rule is This correlation decison rule makes maximum use of the
widely applied for probability related supervised multispectral information for each target class. A
classification algorithms, to minimize the probability classifier employing this decision rule, called Nearest
of mis-classification (Swain and Davis, 1978). Spectrum, was developed and tested under the following
Euclidian distance is used in some supervised classi- conditions:
fication algorithms and also in some unsupervised
clustering algorithms. Many types of classification 1. with current training data used to train

the classifier.
algorithms have been derived applying Bayes' rule or
Euclidean distance (Skidmore and Turner, 1988), but 2. with previous information used to train
none satisfy all needs. Our search for a better the classifier.
classifier included comparisons of several available 3. with one pixel used to train the classifier.classification procedures (Justice and Townshend, 1982;
Tom and Miller, 1984), and a search for better samp-
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Data Description classification results.

TM data for two different sites were selected for test- Figure 2-a is a result from the Nearest Spectrum clas-
ing the reliability of the new classification algor- sifier using the mean vector of the training sets for
ithm. One was used for qualitative analysis of clas- only the penguin rookery. Only pixels having a corre-
sification results since reference data were not lation coefficient between their vector and the group
available. The other was used for quantitative analy- mean vector larger than 0.950 were classified as
sis of classification results using an enumerated rookery. Two jenguin rookeries were classified with-
reference data set. out any obvious commission errors, but some omission

Study area one is 3.6 km north/south and 3.24 km east' errors resulted from the high value placed on the cor-

west, on Ross Island's Cape Crozier, Antarctica. The relation criterion.

TM data used was from the 26 January 1985 acquisition The value of the correlation criterion can be varied
for Path 055, Row 115. Figure 1-a is a feature plot to reflect the relative importance of ommission and
for the study area, including two penguin rookeries commission errors. Figures 2-b and 2-c are results
(labelled R), based on a "manual" interpretation of a from the Nearest Spectrum classifier using training
3-band color composite prepared by H, R. Schwaller. sets for penguin rookery only, with criterion values
Four land features - Rookery, Snow, Basalt, and Tuff - of 0.900 and 0.850, respectively. The result obtained
were identifiable. Snow, Basalt and Tuff have been at 0.900 shows two rookeries identified with very few
grouped as "Land" on the plot for they were not targets commission errors, a result similar to that in Figure
of interest. Clouds (labelled C) and Sea Ice (labelled 1-d from the Gaussian Maximum Liklihood classifier.
I) were also identifiable. While the boundaries of the The great advantage of the Nearest Spectrum classifier
rookeries may not be precise, their locations were is its simplicity of training set selection and quick
correctly identified from the false-color compositeand verified during ground investigation. target detection. Figure 2-d shows the result from

the Nearest Spectrum classifier with only one pixel

Study area two is a rectangular region 2.2 km north/ used as a training set, and the 0.950 criterion. This
south and 3.6 km east/west, in Leelanau County, MI. one training pixel was randomly selected from within
The TM data used were from the 11 July 1984 acquisi- the rookery and used for calculation of correlation
tion for Path 022, Row 029. Reference data for this coefficients with other pixels. Any other pixel whose
site includes nine cover types enumerated from aerial correlation with the training pixel was less than 0.950
photographs, a TM color composite, and field checks, was classified as non-rookery. A comparison of Figure
These nine cover types are Water, Wetland, Conifers, 2-a using mean values from larger training sets with
Broadleaved Forest, Mixed Forest, Agriculture, Range- Figure 2-d using single pixel training sets, both from
land, Urban and Gravel Pit. A site specific accuracy the Nearest Spectrum classifier with a 0.950 criterion,
obtained through pixel by pixel enumeration of these show similar classification results. In those case,
nine cover types was used to evaluate classifiaction where large training sets cannot be identified, single
results, pixels can be used as trainin4 sets with little loss

in accuracy.
Results and Discussion Varying the level of the correlation criterion permits

Results of each of the three sets of the Nearest the user to balance omission and commirsion errors. A
Spectrum classifier have been compared with results large value of the criterion tends to reduce commission
obtained with two other classifiers: a Nearest Mean errors but increase omission errors, while a small
classifier and a Gausbian Maximum Liklihood classifier, value of the criterion tends to increase commission

errors and reduce omission errors. Careful selection
Case One of the correlation criterion is essential in achieving

Spectral separation of penguin rookeries from back- desired classification resulti when using training

ground materials results from the guano deposits in information for only one target.

and around the penguin colonies. Deposits of guano Since the Nearest Spectrum classifier makes maximum
and related debris made a unique organic soil which is use of multispectral information, it has several
distinguishable from surrounding areas in satellite advantages for target detection. Figures 1-b, 1-c,
images. and l-d show the Nearest Spectrum classifier to be

Figure 1-b is a result from the Nearest Spectrum clas- superior to all others tested for detecting penguin

sifier using conventional training sets, with only rookeries.

pixels classified as rookery shown on the plot. Some
commission errors resulted from pixels of cloud clas-
sified as rookery. Two penguin rookeries were identi- The second test was conducted for part of the Sleeping
fied at a criterion of 0.000 (no minimum correlation Bear Dunes Test Site in Leelanau County, MI, for which
requirement) for all targets. enumerated reference data area available. All nine

Figure 1-c is a result from the Nearest Mean classifier cover types in the reference data were considered of

using the same training sets, with all shaded areas equal importance. Site specific accuracy was obtained
pixels classified as rookery. The number of commission by comparing the classified map with the reference dataerrors is high, with many pixels of cloud and non- pixel by pixel. Classification accuracies are shown

rookery land features classified as rookery, in Table 1.

Figure l-d is a result from the Gaussian Maximum Likli- Column I shows results from the Nedaeri Spectruk clas-
hood classifier using the same training sets. Although sifier using teaming information from one random

the two penguin rookeries were identified, the number pixel for each target, except for Wetland and Mixed
Forest whose spectral patterns were very close to thoseof commission errors is very high. Not only have some

pixels of cloud and other land features been classified for Conifer and Broadleaved Forest. Overall accuracy

as rookery, but also pixels on the edge of the sea ice was 80.1% with a Kappa coefficient of 66.0
were classified as rookery. The accuracy of penguin Results in Column 2 are from the test using previous
rookery classification may appear high due to the many training information derived from an October 1982 TM
commission errors, but these reduce confidence in the data set for the same area. Overall accuracy was



640

76.6% with a Kappa coefficient of 61.6. Accuracy in tion. When the number of channels is larger than 7
classifying Water and Broadleaved Forest were parti- (the number of TM spectral channels is currently 7, but
cularly good. Without any current training data to various data transformations are often used to create
modify previoLs training information, accuracy for "new" data channels), the Gaussian Maximum Liklihood
Water was 98.5% and for Broadleaved Forest 92.4%. classifier is ineffective due to a singularity of

Results in Column 3 were obtained with conventional variance matrices, and the Nearest Mean classifier is

sampling data (for 1984) as training information for disadvantaged by colinearity between multispectral

each target and a 0.000 correlation criterion. An channels. The Nearest Spectrum classifier can accomo-
overall classification accuracy of 76.9% and a Kappa date many spectral channels, and results tend to im-
coefficient of 62.2 were obtained prove as the number of channels increases. Also, the

Nearest Spectrum classifier is free of limitations

If different criteria were used for each target before based on size of training sets and is based on no
correlation coefficients of all targets with an unknown statistical assumptions relating to estimation of
pixel were compared, the Nearest Spectrum classifier population parameters.
would assign ,." unknown pixel to a class with unequal
weights for each target. Results in Column 4 were from Conclusion
the Nearest Spectrum classifier with different criteria The Nearest Spectrum classifier overcomes several
for each target (0.998 for Wetland and Mixed Forest,
0.000 for all others). Using the same conventional difficulties in selection of training sets for a

training data as before, an overall classification supervised classification of multispectral data.

accuracy of 80.5% and a 66.9 Kappa coefficient were Either previous measurements or knowledge of current

obtained. In order to increase classification accuracy, cover type can be used as input to train the classi-
it is necessary to assign a higher criterion to classes fier. It is free of statistical assumptions and has
with fewer pixels thereby preventing large commission fewer limitations regarding training data. Thus, the
errors for those classes. Nearest Spectrum is a simple, efficient and relatively

accurate supervised classification algorithm.
Columns 5 and 6 show classification results from the
Nearest Mean and Gaussian Maximum Liklihood classifiers Literature Cited
respectivey. Using the same conventional training data
as with the Nearest Spectrum classifier, the Nearest Chuvieco E. and R. G. Congalton, 1988. Using cluster

Mean classifier yielded a 75.4% overall classification analysis to improve the selection of training

accuracy with a 61.6 Kappa coefficient, while tlhe statistics in classifying remotely sensed data.

Gaussian Maximum Liklihood classifier yielded a 77.0% Photogrammetric Engineering and Remote Sensing,

overall accuracy and a 65.2 Kappa coefficient. Vol. 54(9): 1275-1281.

Comparing classification results obtained for both Hay, A. M., 1979. Sampling designs to test land-use

overall classification accuracy and Kappa coefficient map accuracy. Photogrammertic Engireering and

from the Nearest Spectrum, Nearest Mean and Gaussian Remote Sensing, Vol. 45(4): 529-533.

Maximum Liklihood classifiers (bottom of Table 1: Hixson, M., D. Scholz, N. Fuhs and T. Akiyama, 1980.
Columns 3 to 6) indicates that when the same training Evaluation of several schemes for classification of
information is used, the Nearest Spectrum classifier remotely sensed data. Photogramnetric Engineering
gave better results than the Nearest Mean classifier and Remote Sensing, Vol. 46(12): 1547-1553.
and at least as good results as the Gaussian Maximum James, M., 1985. Classificrtion Algorithm. John
Liklihood classifier. Computational costs of the Wle s, I., New It or ithNs.2John
Nearest Spectrum Llaqsifier are close to those for Wiley & Sons, Inc., New 'ork, NY, 209 pp.
the Nearest Mean classifier, and lower than those for Justice, C. and J. Townshend, 1982. A comparison of
the Gaussian Maximum Liklihood classifier, supervised and unsupervised classification proce-

dures on Landsat MSS data for an area of complex
Discussion surface conditions in Basilicata, Southern Italy.

The Nearest Spectrum classifier offers an approach to Remote Sensing of Environment, Vol. 12: 407-420.

supervised classification of multispectral data which Skidmore, A. K. and B. J. Turner, 1988. Forest mapping
differs from the Nearest Mean and Gaussian Maximum accrracies are improved using a supervised non-
Liklihood classifiers. It assigns an unknown pixel to parametric classifier with SPOT data. Photogram-
the classification category having the most similar metric Engineering and Remote Sensing, Vol. 54(10):
spectral pattern -- the "Nearest Spectrum." Since the 1415-1421.
Nearest Spectrum classifier uses spectral patterns to Swain, P. H. and S. M. Davis, 1978. Remote Sensing:
classify unknown pixels, data with large spectral The Quan Apprach. 19 aH. Inc New
dimensions (many spectral channels) are desired. Data The Quantitative Approach. McGraw-Hill, Inc. Mew
sets with few spectral dimensions do not provide as York, NY, 396 pp.
good classification accuracy unless the spectral Tom, C. H. and L. D. Miller, 1984. An automated land-
patterns of the targets are very different in their use mapping comparison of the Bayesian Maximum
smaller dimensional space. Another advantage of the Liklihood and Linear Discriminant Analysis algor-
Nearest Spectrum classifier is its ability to classify ithms. Photogranmeric Engineering and Remote
unknown pixels without being biased by the size of Sensing, Vol. 50(2): 193-207.
each cover type. If a target with very few pixels has
a different spectral pattern from others, the target Wharton, S. W. and B. J. Turner, 1981f ICAP: An inter-
can be accurately classified. active cluster analysis procedure for analyzing

remotely sensed data. Ifemote Seno~ng of Environ-

The Nearest Spectrum classification algoritLhm should be ment, Vol. 11: 279-293.
an important addition to the currect array of classi-
fiers. It performs better with limited training infor-
mation, has lower computational costs, and high clas-
sification accuracy. The calculation of correlation
coefficients is much faster and easier than calculating
density functions for a multivariate normal distribu-
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Figure 1. Comparison of classification results with Figure 2. Results from the Nearest Spectrum classi-

different classifiers. fier for one target class with different
correlation criteria. (a), (b) and (c)

C C cloud I sea ice based on conventional training sets; (d)
R - rookery with one pixel used as a training set.

(b) Nearest Spectrum classifier (a) Correlation criterion = 0.950
(c) Nearest Mean classifier (b) Correlation criterion = 0.900
(d) Gaussian Maximum Liklihood classifier (c) Correlation criterion - 0.850

(d) Correlation criterion - 0.950

Table 1. Summary of Classification Results Using Different Classifiers

Accuracy of classification (%)
Number

Category of Nearest Spectrum Nearest Mean Gaussian
Pixels --

1 2 3 4 5 6

Water 721 99.4 98.5 99.6 99.6 99.0 94.0

Wetland 50 0.0 22.0 26.0 6 0 40.0 64.0

Conifer 567 60.8 46.0 53.1 73 4 52.9 61.7

Broadleaf 4998 96.1 92.4 92.1 95.7 87.8 81.9

Mixed Forests 76 0 0 68.4 65.8 22.4 69.7 27.6

Agriculture 307 65 1 35.2 31.3 45.9 43.6 76.9

Rangeland 926 36 7 31.0 34.4 34.4 38.1 55.9

Urban 513 28.5 40.2 35.1 35.1 38.2 70.4

Gravel Pit 27 222 48.1 I 44.4 44 4 48 1 51".9

Overall 8185 80.1 76 6 76.9 80.5 75.4 77.0

Kappa 66.0 61.6 62.2 66 9 61.6 65.2

1: one random pixel within each class. 2: previous training information
3: current training Information. 4: different criteria setting for each class.
5: current training information 6 current training Information
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IMPROVED CLASSIFICATION USING
IMAGERY FROM MULTIPLE SATELLITES

David S. Kauffman and Brian C. Robertson

MacDonald Dettwiler & Associates Ltd.

13800 Commerce Parkway, Richmond, B.C.

Canada V6V 2J3

ABSTRACT 1 REUSING CLASSIFICATION
INFORMATION

The classification of surface cover types based on satellite.observed spectral
properties is one of the primary applications of remotely sensed data, and
has been a basic topic of interest since the launch of the first LANDSAT The goal of classifying multispectral imagery is straightforward: to

satellite. Identifying forest types, agricultural components, geological de. map the digital pixel values to ground reflectance values. Despite its
posits, water sources and other environmental factors in an inexpensive and apparent simplicity, this digital-number-to-ground- reflectance trans-
repeatable manner is crucial to the acceptance of remote sensing by the formation is not a single function but is in fact the culmination of a
world community. Unfortunately, limitations of sensor *esolution, spectral complex set of links in the remote sensing processing chain. Estab-
density and downlink bandwidth have restricted the amount of information lishing the weakest link, strengthening it, then reevaluating the chain
received at te ground station %nd hampered automated image classification is the ongoing process the remote sensing community is engaged in
algorithms. as we pursue the goal of quantitative remote sensing.

A major obstacle to the improvement of classification reliability from satel-
lite images has been the limitation of analysing only a single multispectral One measure of how well a system performs this DN - reflectance
scene it. o.der to train and perform the ciassification. The reason for this mapping is the reusability of classification training sets. Despite the
limit is not cost of imagery, since the amount of time spent on acquiring fact that the acquisition and cataloging of ground cover is an ex-
ground truth, training the classifier and evaluating results is much higher. pensive and time consuming activity, most training sets expressed in
Rather, the inability to quantitatively compare data acquired at different terms of spectral signatures cannot be reused on the sasne scene at
times (inultitemporal) or from different imaging sensors (multispectral) in any other time. Using "signature extension", MacDonald Dettwiler
either the geometric or radiometric domains has been the main impediment has utilized consistent approaches to geometric and radionsetric cor-
to using these additional information sources. rection to classify a SPOT MLA scene from the training set created

In order to perform analysis of multisensor and multitemporal imagery, for a Landsat TM scene.
research at MacDonald Dettwiler has focussed on the physical processes
involved at each stage of the image acquisition and processing phase. Raw
data from different satellites is geometrically registered and radiometrically ) QUANTITATIVE REMOTE SENSING
calibrated to allow the overlay and subsequent quantitative comparison of
the observed regions on the earth's surface. By carefully maintaining image
integrity through the processing chain, the resulting output image pixels The notion of quantitative remote sensing implies the assessment of
accurately represent the reflectance of the ground at map grid positions. a physical quantity and error linmits on each step in the processing

This paper explores the stages required for quantitative remote sensing using chain. Both radiometric and geometric fidelity are required in order
techniques of spacecraft modelling, sensor calibration, low-error resampling to establish both the ground reflectance at a point on the earth, as
and atmosphtric correct-on. Results of the pro.es are illus'ra'ed or: two w-l1 as its lcct:o: tj some degree o atcuraci.
independent images taken from the LANDSAT-5 TM sensor and SPOT
Mr.A ntor eever day namret H un The steps required to meet the stringent test of signature extension
between the corrected spectral signatures allowed taining . one scene are the following:
to be used to classify the other, in spite of different sensor ch acteristics I. Absolute Sensor Calibration
and weather conditions under which the images were acquired.

2. Precision Spacecraft Modelling

3. Atmospheric Modelling
Keywords: Classification, Geometric Registration, Resampling, Atmospheric

Correction 4. Information-preserving Digital Resampling



643

3 SENSOR CALIBRATION Landsat TM SPOT MLA
Date Sept 5, 1987 Sept 17, 1987

Sensor calibration establishes the relationship between radiant energy Time 18:27:58 GMT 19:15:00 GMT

impinging upon each imaging element of the sensor and the measured Sun Zenith 47.00 47.70

and quantized value transmitted by the satellite. Sun Azimuth 143.80 162.30
View Zenith 1.80 0.90

For the Landsat TM sensor, pre-flight measurements were made to Visibility 20-30 miles 12-15 miles
estimate the radiometric characteristics of the onboard lamps with
an uncertainty of about 5% [Barker 85]. This information is sup- Table 1: Image acquisition conditions for the Landsat TM and SPOT
plemented by in.flight calibration data obtained by observing the MLA scenes. Meteorological visibility was obtalned from the Pacific
calibration lamps after each swath. All this data has been incorpo- M l ce. het o si ironed frvice
rated into the absolute calibration step allowing accurate retrieval of Regional Ofce of the Atmospheric Environment Service.
measured radiance.

The SPOT satellite's CCD array have gains and dark current values
that vary with time [CNES 85]. CNES updates these values several
times a year providing up to date calibration information for ground As remotely-sensed imagery becomes widely used for quantitative

processing stations, analysis, machine analysis of resampled imagery has become com-
monplace. It is important that images that have passed through

Another form of calibration is from the White Sands, Nevada test rigorous modelling and correction stages not be compromised by dis-
area, where Dr. P. N. Slater has worked on simultaneous acquisition tortions introduced by the resanpling operation.
of radiance data while the satellite passes over, enabling the assess-
ment of absolute calibration [Slater 87].

The end result of the absolute calibration phase is known as apparent 6 ATMOSPHERIC CORRECTION
radiance.

Atmospheric modelling and correction is the final phase before sig-
nature extension can be achieved. Although the previous stages es-

4 SPACECRAFT MODELLING tablish and preserve the apparent radiance, estimating the actual
reflectance of the surface still requires solar and atmospheric models.

Radiometric accuracy is meaningless without the association of the MacDonald Dettwiler's work in atmospheric modelling has been de-
spectral signature with a location on the earth's surface. MacDonald scribed in (Robertson 89]. The analytir atmospheric model corrects
Dettwiler has used modelling of the physical imaging process since the for the effects due to sun position, gaseous absorption, radiation
early stages of the Landsat-IV program and now include Landsat-V, backscatter, direct and diffuse upward transmittance, and direct and
SPOT, and the Japanese MOS-1 (Erickson 89] satellite models. The diffuse downward transmittance.
specialization of modelling into

Upon completion of the atmospheric correction stage, the data has
* sensor model, been converted from apparent radiance to corrected reflectance, that

" satellite model, is an accurate estimate of the spectral reflectance properties of the
surface integrated over a region on the ground.

" earth model, and

" map model 7 SIGNATURE EXTENSION

have allowed the expansion of satellite types and enhancement of
modelling to include long sections of the orbit track to a high degree The high degree of spectral overlap between the SPOT HRV multi-

using few control points [Sharpe 88]. spectral bands and Landsat TM bands 2, 3 and 4 makes signature
extension possible. Even so, care must be taken to account for the
differences in the spectral response of the two sensors. Since this in-
formation is integrated in the calibration phase described above, the

RESAMPLING reflectance data generated by these procedures are directly compara-
5 DIGITAL Rble.

Resampling is a complex, and sometimes misunderstood digital signal Two scenes were acquired for the signature extension test; a Landsat

processing task in remote sensing. Done incorrectly, it can introduce TM image acquired September 5th, 1987, and a SPOT MLA image

artifacts and geometric distortion. We distinguish a resampler from from September 17th. The acquisition dates were near enough in

an interpolator by the following criterion: A resampling operation time that the ground cover was effectively unchanged between the

preserves the mean and variance of the original sampled signal, while two images, yet significant differences in the atmospheric conditions

an interpolator is simply some method of establishing intermediate enabled the assessment of the atmospheric modelling and correction
- wm.ees-between sampled points. By this definition, .ubic co~xvolu- procedures. Table 1 shows the conditions under which the images

tion is an interpolator, but not a resampler. A resampler is built on were acquired.
an undcrlying nodel dthL -- ' ... cq led and !an.pled, To as.e!s the ability to extend pectral signatures bet en the two
and reconstructs this underlying data prior to deriving a new set of datasets, rectangular regions of uniform appearance were selected
sampled points. Wornell et. al., [Wornell 89] show that in order to from the geocoded imagery. Ali sites cover the same ground area,
preserve the radiometric integrity of the original imagery to within hence there were four times as many SPOT pixels at a geocoded 12.5
1%, it is necessary to use at least an 8-point resampling kernel. Fur- metre resolution than TM pixels at a geocoded 25 metre resolution.
ther, the resampling kernel should be derived such as to minimize the Figure 1 shows a graph of the raw digital nunbers at the test sites.
RMS (root-ssean-square) difference between the original and resam- Regression analysis shows that there is a 0.98 correlation between
pled image. each band pair, which indicates the sites chosen truly were stable
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TM vs MLA Raw Digital Numbers Apparent and Corrected Reflectance
For Homogenous Sites in Vancouver Datosets For Homogeneous Areas In Vancouver Datasets
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Figure 1: Comparison of the raw digital numbers at 24 test sites in Figure 2: Comparison of apparent and corrected reflectance at the 24
the TM and MLA imagery of Vancouver. While there is a strong test sites in TM band 4 and MLA Band 3 imagery. Notice that the
linear relationship, no absolute comparisons may be made between corrected TM and MLA reflectance values ma) be directly compare'l
the TM and MLA data as there is no way of relating the raw DNs to as they are represented on the same scle, and the line fit through
surface properties. Time varying sensor properties and environmen- the data has a slope close to the one and a near-zero intercept.
tal conditions mean the slope and intercept of the line relating the
TM-MLA band pairs changes from scene to scene.

over the 12 day period. The fact that the slopes and intercepts of
lines fit through the data are different in each band, and far different References
than an ideal linear relation with a slope of one and a zero intercept
highlights the problems associated with the quantitative comparison [Barker 85] J. L. Barker, D. L. Ball, K. C. Leung, and J. A.
of multitemporal multisensor datasets. Walker. Prelaunch absolute radiometric calibration

of the reflective bands on the Landsat-4 photoflight
Figure 2 shows the apparent and coriected reflectance of the test Thematic Mapper. In Landsat.4 Science Charac-
sites for the TM band 4 and MLA band 3 data. The relationship be- teri:aton Early Results, pages 11-277-372, Goddard
tween the corrected reflectance values is close to the ideal relationship Space Flight Center, 1985.
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effects are removed, such as calibration and normalization of spec- [CNES 85] CNES. Spot to direct receiving staton interface docu-
tral response, and by applying the appropriate atmospheric model ment. Technical Report S-IF-O/E-10.CN, Centr Na-
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differences, about 6 TM digital values, are well within the absolute [Erickson 89] Arvon Erickson, Brian Robertson and Kelly Wiebe.
calibration accuracies quoted for the TM and MLA sensors. Geometric and radiosietric correction of MOS.1 ims-

agery in a Canadian processing system. In IGARSS
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to relative operators such as histogram equalization. Instead, each mote Sensing, July 1989.
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CLASSIFICATION OF SATELLITE IMAGES USING
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Abstract

The classification accuracy obtained from the use of the spatial information normally
the passification of satellite images using involves the simultaneous consideration of
pixel by pixel conventional methods could be several pixels during all the computational
improved if the contextual information is process.
considered jointly with the spectral The results of correct classification
information in the same strategy of obtained from the classification of satellite
classification. A computer program has been images by conventional methods can be
developed to implement a contextual improved if the spatial information is
classifier algorithm. The accuracy improvement considered jointly with the spectral
was evaluated and tested in two pilot zones information in the same strategy of
of Central Spain. classification (Swain at at,1979).

I.- INTRODUCTION

The digital images coming from the earth 2.- SPATIAL INFORMATION AND CONTEXTUAL

observation satellites (Landsat TM and MSS,

SPOT, NOAA, MOSS), always contain three types The spatial information contained ir the
of information: satellite images can be subdivided into two

Firstly, a spectral information resulting types: texture and context.

from the interaction between the According to Gurney and Townshend (1983)
electromagnetic energy and the materials that texture refers to a description of the
can be found on the earth surface, spatial variability of tones within part of

Secondly, a temporal information derived a scene.

of the satellite orbits repetivity that Whereas texture refers to the spatial
allows to study the evolution of the spectral variation within a contiguous group of pixels
signatures of the surfaces and makes it the context of a pixel (or a group of pixels)
possible to monitor their temporal changes. refers to its spatial relationships with

Finally, there is a spatial information, pixels in the remainder of the scene. Thus,
that represents the spatial organization of contextual classification of any pixel can,
pixesthat epre e ptiae onain of pontentially at least, involve the use of any
pixels that make up the image obtained by the other pixel or group if pixels from troughout

the whole scene (Gurney and Townshend, 1983).
Traditionally the first two types of We can briefly define the contextual

information have been the most frequently classifier as those image classification
used in the application of different techniques that consider simultaneously the
techniques and image processing methodologies, spectral and spatial characteristics of the
specially whem the objetive has been to images to achieve more accurate classificat

classify the remote sensing images by rests.

supervised or not supervised procedures. results.

However, the spatial information has been 3.- METHODOLOGY
less employed and the mayority of classifiers One intuitive way of incorporating spatial
develo-ed have been exclusively based on the info raLion into the classiffication strategy
application of one pixel by pixel strategy is to hypothesize that the ground cover type
that does not take into account the possible of given pixel is not independent of the
relations or similarities that may exist ground cover types of its neighbouring pixels.
among one pixel and their neighbours.

The main reason for not using the spatial Is this way, is more likely that a wheat

information is that the spectral information parcel grows in the neighbourhood of a barley

can be easily analysed pixel by pixel whereas parcel that in the middle of a high density
urban area.
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From a statistical classification standpoat program CONTEXT written in FORTRAN lenguage
we may-have a better chance of correctly and implemented in a CDC CYBER 180 computer.
classifying a given pixel if we consider notonly the spectral data associates with the This program was applied in several pilot
poxel itself but as well the spectral data zones with different agricultural landscapes
pixe itsundovelf b asswe oith spetral s dain the Toledo province (Central Spain). The
and ground cover classes of its neighbours, pilot zones were previously classified using

The methodology adopted to accomplish this a Landsat-4 MSS image and a pixel by pixel
research proyect was proposed by Swain et atL, supervised procedure (GonzAlez et aL, 1988).
(1979) and Siegel et at,(1980) and can besummarized in the following way: Figure 1 represents the classificationresults obtained in the pilot zone of

The image data to be classified are assumed Cazalegas reservoir following a pixel by pixel
to be a two dimensional I by J array of supervised classification procedure Fig.1 A
multivariate pixels. and a contextual classifier Fig.1 B.
Wi will consider as the p-array the pixel In order to analyze the homogeneity effect

that must be classified and the p-l neighbour produced by the contextual classifier we have
pixels. defined two indices to measure the
In our case p=3 and when we try to classify homogeneity of a zone.

the pixel (i,j) we also consider the pixels Diversity index ID:
(i~j-1) and (i,j+l). Associated with the pixel ID=CD/CP
at "row i" and "column j" is the multivariate
measurement n-vector xi.c Rn and the true where
class of the pixel CD=number of different combinations present

uj = cl''''c in image composed by three pixels.
The measurements have class-conditionAl CP=theoretical number of possible different

densities f(xlI), k=1,2,... c and are assued combinations.
to be class = conditionaliy independent.

In our case as we have 13 different classesWhen context is ingnored the classification of ground cover CP=13**3=2}7.
of the pixel in the (i,j) position depends
only on the measurement vector of the pixel Homogeneity index IH. [ G(i,i,i)
to be classified. IH i

As we want to incorporate some NP
neighbourhood information in the decision where
process, let x be a p-vector of measurement G(i,i,i)=number of pixels with pure context
vectors assocrAied with pixel (i,j) to be in each class.
classified and let 0 j be the correspondifig NP= number of pixels in the scene.
p-vector of actual classes. ID IH

As indicated by Siegel et at,(1980), for Classification 15 28

each pixel, for each class in n a pixel by pixel 0.1520 32.8 %
discriminant function g is calculated. The
pixel is assigned to the class for wich g is Contextual 0.0864 47.5 %
greater. classifier

The expresion of g for pixel (i,j) being in IH=Homogeneity Indexclass kis: I:ooeet ne
Table 1. Results for ID and IH in the Cazale-

gk(xij)= n p[ 1 f(x1,I)] GP(.ij) gas reservoir pilot zone
ij From Table 1 we can deduce that the
ij k  application of the contextual classifier

decreases the diversity (43.15%) and increaseswhere: the homogeneity (44.81%) in the classification

x a xij is the measurement vector from obtained.
the lth pixel in the p-array (for Another way of analyzing the utility of the
pixel (i,j)) contextual classifier is to generate a

e liJ is the class of the lth pixel in simulated image from the original
the p-array (for pixel (i,j)) classification and then classify this

simulated image following the pixel by pixelf(x le ) is the class-conditional density and contextual classifier procedures. After
of x given that the lth pixel is calculating the percentage of coincidence of
fromclass 0, these two classifications with the original

GP(6 ) = GP(0, 6,...,e ) is the a p'io'.Li classification we can evaluate the accuracy
-ij probability ofP observing the improvement resulting from the use of the

p-array olU2,...6 p contextual classifier.

Gp  is refered to as the contex In the case of Cazalegas reservoir pilot
distribution and can be evaluated zone these percentages were 48.26 and 50.15
from a previous classification of for the pixel by pixel, and contextual
the scene classifier procedures respectively.

4.- APPLICATION AND RESULTS In this particular case it seems that the
To apply practically the methodology context strategy is not very significant.
prevously eposed wehve develod tThis is probably due to the existingpreviously exposed we have developed the interaction between the environment and the
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case) is not sufficient to produce a high Classification 0.0605 54.0 %
spatial autocorrelation in the image that pixel by pixel
allows to the contextual classifier to exploit
this circunstance in a suitable way. Contextual0.25 76%

Another example (olive trees plantation) is classifier00257.%
showed in Fig.2 ID=Diversity Index

0000JA0D00)000D)0~ 00000~ TbleIH=Homogeneity Index
0006/600000 a oUA/ tTal 2. Resultr- for ID and IH in the olive

........... oo 1ooo0, trees pilot zone.

can~ wog~noo,. As we can see in Table 2 the olive trees
0090Dammm ODU u "? Muno301zone is less diverse that the Cazalegas

Wpgg ' .2u OD reservoir pilot zone. The application of the
an. on01 el e 000 .......0. contextual classifier in the olive trees pilot

cc . fMld00
zone procedure a decrease in the ID index of

....0000 OEM "on-00 59.50% and an increase in the IH index of
Dan ... no Damon U X

0  30.*74%.
000AD /0 a 0 Z/6//lD0000000000 /on 0 a ~ Coa1.0 After the application of the contextual
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Dam00000l06D 00000a 006/ of coincidence of the pixel by pixel
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U00000 n00ca/&O000000009
600000000 00000 R-000 0000 000 of the simulated image with the original~~g~L; n000  0000 = classification were 12.14 and 70.36
nanoooo 00600000/UDU0) respectively.
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.00a060,000400 classification of the simulated image by the
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Fig.2 B is very small.
Fi4g.2: Classification results obtained in a Secondly, we can also observe that in spite

olive trees pilot zone following a of the deficient radiometric simulation, the
pixel by pixel supervised classificaticn classification results can be substantially
procedure (fig.2 A) and a contextual improved if we use the contextual classifier.
classifier (fig. 2 B).
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In this case, the percentage of coincidence The use of the contextual classifier was
was improved from 12.14 to 70.36. In other specially interesting for the classification
words, the percentage of correct of olive trees homogeneous zones.
classification was increased by 58.22 if we The contextual classifiers normally requir,
use the contextual classifier versus the pixel large amounts of computation time and this
by pixel classifier. circunstance can be a serious inconvenient

The previous considerations are showed in if we try to use them over large areas.
Figure 3. A possible explanation for these
results could be that as the surface of the Finally, this kind of classifiers allows
olive tree plantations is normally bigger than a better description of the context in a
the spatial resolution size of the MSS sensor, scene and can be very useful for the
we can expect the existence of a high spatial classification of high resolution data as it
autocorrelation among the different is the case with satellite images coming from
neighbouring pixels and, in these the TM and HRV sensors.
circunstances it can be very interesting to
incorporate the context information at the REFERENCES
classification strategy. Gonzalez,F., Cuevas,J., and Moro,J.,1988.
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5.- CONCLUSIONS
The use of contextual classifiers produce

classification results more homogeneous that
those obtained when a pixel by pixel
classification procedure are employed.

This fact was observed in different
landscapes of Central Spain. The adoption of
a strategy that considers in the
classification process the spatial information
contained in the digital images, improves the
percentages of correct classification,
specially if the images have a high spatial
autocorrelation derived from the interaction
between the type of lanscape in the image and
the spatial resolution of the sensor.
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OF PRIMITIVE REGIONS WITH NEARLY UNIFORM COLOR
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ABSTRACT boundary points of partially enclosed regions. The
small enclosed regions with nearly uniform color will

This paper describes how the SPOT image is be referred to as the primitive regions. Then, spectral
classified by spectral and spatial features of small and spatial features such as the average grey level in
regions (primitive regions) with nearly constant color, each spectral band (AL), normalized vegetation index

At first, the SPOT image is segmented into the (NVI), variance of brightness (VB), area (A) and form
primitive regions using an edge-based segmentation factor (F) are computed for the primitive regions
technique. Next, spectral and spatial properties such corresponding to various land cover types (rice field,
as average grey level in each spectral band (AL), urban area, residential area, bare soil such as
normalized vegetation index (NVI), variance of playground, forest, highway and river). Finally, all
brightness (VB) and form factor (F) are extracted for the primitive regions are classified by the spectral
each primitive region. Then, the statistical quantities and spatial features of primitive regions described
for AL, NVI, VB and F are computed for the classes above.
corresponding to typical land cover types in the study
site. Finally, all the regions are classified by using 2. REGION EXTRACTION METHOD
the estimated class statistics. Consequently, it is
found that the present method yields better The region extraction methods using edge-based
classification results than those obtained from the segmentation techniques have not been successful
classification using only multispectral features. because there aze small gaps in the extracted edge

points. The method used here is a slight extension of
Keywords: Classification of SPOT Image, Spectral and that described in Ref.l (Egawa, 1988), and is such a
Spatial Feature, Region Segmentation, Color Edges, segmentation method that the regions are correctly
Primitive Region. separated, despite of small gaps in edge points.

We use the image of Fig.l to illustrate the method
described in the present study. (Fig.l is actually the
false color image of SPOT data taken on Aug. 20, 1986

1. INTRODUCTION in which the XSl channel is assigned to Blue, XS2 to
Green, and XS3 to Red.) In Fig.l, the bright regions in

The statistical methods based on multispectral the central portion of the image represent the urban
classifiers are still widely used in the field of and suburban area. The dark regions in the left-hand
remote sensing. However, in the statistical side of the image represent the agricultural land. The
classification analysis of high resolution satellite woodland is located at the lower right portion.
images such as Landsat TM and SPOT images, it is
difficult to recognize complex surface patterns 2.1 Detection of color edges
reliably. This is because spatial features that
characterize the desired objects and structures are not Although it is difficult to detect color edges from
taken into account. In fact, the color composite images multispectral images, we consider that the color edges
of such high resolution satellite data visually give us appears at the portions where the brightness steeply
many details about scene structures. The substantial changes in the image (Nevatia, 1982). Therefore, the
improvements in classification performance of high Sobel operator approximated by the absolute-value
resolution satellite images will require new operator was applied to produce edge magnitudes at
techniques. every pixel in each spectral image. Then, the color

ir. als pper a decribe ho theSPOT4-11-g-cin ege mgnitude M a-t a pixel-' was defined as follows:
classified by spectral and spatial features of small 3
regions with nearly constant color. The present method M.iZIW(i)xG(i) (1)
is based on the assumption that color edge points are
very important features in the analysis of the complex where w(i) and G(i) are the weighting function and the
natural scene. The color edge points generated from edge magnitude in spectral band i, respectively. For
three spectral images separate the regions of different simplicity, we chose as w(i)=i/6.
color, but there are small gaps in edge points. In the After the values of M have been computed at all the
present study the completely enclosed regions are pixels of the image, the resulting edge magnitude data
extracted by using isograms of equal distances from the are thresholded at an appropriate value to produce
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sharp ridges. The threshold T was selected at the We use the spectral and spatial features of
median value between the average color edge magnitude primitive regions to classify all the regions in SPOT
and the color edge magnitude corresponding to the image. The following properties for each primitive
highest peak in the histogram generated from all values region were extracted:
of M. Then, we performed the following operation to (A) Spectral properties
leave only the real edge points, a) average grey level in each spectral band (AL)
If the color edge magnitude M at a given point (i,j) is b) normalized vegetation index (NVI)
greater than T, then the magnitudes of its two (B! Spatial properties
neighbors are examined in vertical, horizontal and two c) area (number of pixels: A)
diagonal directions. If M is greater than each value of d) size (maximum distance: D)
two neighbors in one or more direction of the four, e) form factor (F)
that point is determined to be the real edge point, and (C) Texture measure
the value 1 is assigned to the corresponding point of f) variance of brigtness (VB)
another array, EG(i,j). Otherwise, the value of 0 is The NVI is defined as (XS3-XS2)/(XS3+XS2), where XS2
set to EG(i,j). and XS3 are average grey levels of a primitive region
Fig.2 shows the thinned color edges. In Fig.2, the in band 2 and band 3, respectively. D is the maximum
isolated edges that consist of one or two edge points value of isograms of equal distances in each region.
are eliminated. The form factor F is defined as A/D**2, and becomes

nearly equal to unity for the square shape regions. For
2.2 Extraction of primitive regions elongated structures we have large values of F.

Property f) is considered to be the texture measure of
The thinned edge points do not form the completely a primitive region because VB provides the low value

enclosed regions since there may be small gaps in edge fo .omogeneous regions and the high value for highly
points. textured regions. Here, the brightness is defined as

In the present study we extract small enclosed the value of second principal component, because the
regions in the similar way that Harms, et al. (1986) components of its eigenvector yield all the positive
have used the distance- transform algorithm (Rosenfeld, values in the principal ccmponent analysis of the
1976) for the blood cell analysis. The work described present study site.
here differs fL-n that described in Ref.3 (Harms, 1986)
by the method of separating regions. 3.2 Classification method
The following operations were performed in extracting
primitive regions (small enclosed regions) : The classification method used here is as follows:
(1) In the array EG, all edge points are set to 0 and (1) The regions with 100(1- )% confidence are
others to 0, and then each pixel is expanded to a 2x2 constructed in a three dimensional feature space by
pixels in order that small regions are not absorbed to using the statistical quantities for values of AL alone
the regions that surround them. in c~asses corresponding to typical land cover types.
(2) Isograms of equal distances fran edge points are Since the decision is made by comparing the squared
constructed, and local isogram maxima whose values are cistances (Mahalanobis distances) to each class center,
greater than 1 are found. They are regarded as the %e can expect that a sample point belongs to the class
nuclei of primitive regions. k if MD(k) < X',(3), where MD(k) is the Mahalanobis
(3) Each necleus is labelled and expanded to separate distance between that point and the center of class k,
the enclosed regions. and ? (3) is a X variate with 3 degrees of freedom.
After steps (1) through (3) have been applied to every In this study(=0.l is used.
point of the array EG, Lhe edge pixel is merged to its (2) If a sample point is assigned to the overlap
adjacent egions. However, it is likely that ohly the domains among classes, then the values of NVI, VB, D
edge points form a new region for the thin elongated and F are used to decide to which class that point
structures such as road and small river. Therefore, we belongs. In this case, we also use the class statistics
used the color contrast between the edge point and its for NVl, VB, D and F to evaluate the Mahalanobis
adjacent regions to determine the edge pixels to be distances fran the sample point to each center of the
merged. The color contrast C is defined as follow: overlapping classes. The sample point is finally

3 assigned to the class that minimizes the Mahalanobis
C =.EI (j)-Y(j)I (2) distances.

-= 1 It should be noticed that the properties of primitive
where I(j) and 1(j) are the grey level of the edge regions: NVI, VB, D and F are used to discriminate the
pixel and the average grey level of its adjacent regions with almost the same spectral pattern.
primitive region in band j, respectively. The values of
C are computed for all primitive regions that are 3.3 Classification results
adjacent to an edge pixel, and the primitive region
with minimum contrast Cmin is found. If Omin is less A wide variety of land cover types is present in the
than T, where T is the threshold value described in the study site. The legend of the major land cover types
previous section, then the edge pixel is merged to the for the image under consideration is listed in Table 2.
region with minimum contrast. In order to estimate classification accuracies, the

The size and number of primitive regions after 1180 pixels were randomly selected from the whole image
merging edge points are summarized in Table 1. We can (512x512 pixels area). At each of these points, the
scc fra, T 1t arc l 18.i. in thc ina covcr t z-a n ... lc. 2w,.- -,st cby
segmented image which consists of 262144 pixels. Fig.3 the interpretation of 1:25,000 land use maps, aerial
shows the final results obtained from our region photographs and the ground truth data provided by the
extraction method. (Actually, Fig.3 is the color joint work of Geographical Survey Institute (GSI) and
composite image.) Ishikawa Research Laboratory for Public Health and

Environment (IRLPHE) (Ueno,et al., 1985). The 560
3. CLASSIFICATION OF SPOT IMAGE points were also selected from this dataset to obtain

the statistical quantities for each of the classes
3.1 Properties of primitive regions corresponding to cover types specified above.
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To compare with the results of the multispectral
pattern classification (the classification using
multispectral dato of each pixel) and those of the
region-based classifJation, we classified the whole
image in the study site in terms of only spectral
values of primitive regions, i.e., the values of AL. We
used a simple decision rule. In other words, a sample
point of interest is classified into the class which
minimizes the Mahalanobis distance between the sample
point and the class mean. The classification results
are sumnarized in Table 3 and 4. In Table 3 the

accuracy of the classification using multispectral A
features of each pixel is shown, whereas the accuracy
of the classification using the AL-values of primitive
regions is listed in Table 4. In Table 3 and 4, the
classification accuracy of a given land cover type is 4#4
defined as the ratio of the number of pixels
corresponding to the cover type as classified on the
SPOT image to that belonging to the cover type as
predetermined on the ground truth data. The
multispectral pattern classification yields the 4'
accuracy of 82 % for all the cover types listed in Fig.1 Original 3POT image in the study area
Table 3. On the other hand, the classification using
spectral data of primitive regions yields the accuracy
of 86 %, an improvement over the accuracy of the
multispectral pattern classification.

Now, we present rhe classification results using
both spectral and spatial features of primitive
regions. The classification method described in the
prevous section was applied to the whole image in the
study area. The results are shown in Table 5. The
classification yields the accuracy of 89% for all land
cover types. This indicates that the classification
method using both spectral and spatial featues of
primitive regions significantly improves the
classification accuracy.

4. CONLUSIONS

The SPOT image was segmented into small regions with
nearly constant color using an edge-based segmentation
technique. The segmented small regions were classified
by spectral and spatial features of than.
Consequently, it is found that the classification
method significantly improves the accuracy in
classification peformance, in comparison with the
results obtained from the classification method using Fig.2 Thinned edge image
only multispectral features.
Thus, the region segmentation using color edge points
can be a powerful and effective aid to improve the
classification accuracy.
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Table 1 The size and the number of primitive Table 2 Legend of land] cover types in the study
regions after merging edge ponits site

Size I

(Number of pixels) N umber of primitive region class number cover types

1 5 3 2 11 (2 2. 2%) 1 urban area

6 I 0 4 3 4 6 (30. 0 96) 2 agilcultural land (rice field)

I 1 1 5 2 5 1 1 (1 7. 396) 3 residential area (thickly housed area)

1 6 2 0 1 3 8 7 9. 6 ) 4 playground

2 1 2 5 8 0 6 ( 5. 6 ) 5 forest

2 6 3 0 5 2 4 ( 3. 6) 6 highway

3 1 3 5 3 2 7 ( 2.3%) 7 river

36 4 0 243 ( 1.796)
4 1 -45 1 8 2 ( 1.3%)

46- 944 ( 6.5%)

Total number

14481

Table 3 Accuracy(%) of classification using Table 4 Accuracy(%) of classification using
multispectral data of each pixel only AL-values of primitive regions

I H I 1V V VI V1 I I I I 1V V VI V

1 64.1 0.5 6.0 0.5 0.0 23.1 5.0 1 62.4 0.0 2.9 0.0 0.0 20.9 S.0

2 0.0 100.0 0.0 0.0 0.0 0.0 0.0 2 0.0 100.0 0.0 0.0 0.0 0.0 0.0
3 9.0 4.1 72.4 0.0 1.1 10.4 3.0 3 9.3 6.0 61.3 0.0 0.0 17.1 0.4

4 0.0 0.0 0.0 100.6 0.0 0.0 0.0 4 1.3 0.0 0.0 98.1 0.0 0.0 0.0
5 0.0 0.0 0.0 0.0 100.0 0.0 0.0 5 0.0 0.6 0.6 0.0 91.1 0.0 0.0
6 42.7 0.0 16.9 0.0 0.0 40.3 0.0 6 40.0 0.0 ?.1 0.0 0.0 44.9 0.0
7 0.0 0.0 1.0 0.0 0.0 0.0 99.0 7 0.0 0.0 7.0 0.0 0.0 0.0 ?3.0

Table 5 Accuracy(%) of classification using
both spectral and spatial features In Table 3, 4 and S, No. I to 7 represents the class number
of primitive regions of the cover tyro as determined on the ground truth, and

I H ]II 1V V VI W No. I - V1 represents the class number of cover type as
____________________________________-classified on the SPOT image.

1 66.9 0.0 2.9 0.8 0.0 24.4 5.0

2 0.3 100.0 0.0 0.0 0.0 0.0 0.0

3 9.3 6.0 70.8 0.0 0.0 13.9 0.4

4 1.3 0.0 0.0 98.7 0.0 0.0 0.0
5 0.0 0.6 0.6 0.0 98.0 0.0 0.0
6 40.2 0.0 1.1 0.0 6.0 52.0 0.0
7 0.0 0.0 1.0 0.0 0.0 0.0 73.0
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ABSTRACT in the Landsat image, and also not mapped during aerial
photointerpretation. Texture features may resolve potential class

Spatial co-occurrence matrices are computed for a SPOT HRV confusions and result in a higher mapping accuracy from SPOT
multispectral image of a moderate relief environment in eastern imagery. Another way to consider this is as follows: High
Canada. The texture features entropy and inverse difference resolution image tone may be inherently more representative, but
moment are used with the spectral data in land-cover should be analysed with some reference to the context in which
classification, and substantive increases in accuracy are noted, it occurs.
These range from 10% for exposed bedrock to over 40% in
forest and wetland classes. The average classification accuracies STUDY AREA AND METHODOLOGY
are increased from 51.1% (spectral data alone) to 86.7%
(spectral data plus entropy measured in band 2 and inverse Tie study area in Gros Mome National Park is on the west coast
difference moment in band 3). Classes which are homogeneous of the island of Newfoundland in eastern Canada. The area
on the ground are characterized adequately by spectral tone contains boreal vegetation, but in the high elevations (above 600
alone; but classes which contain distinct vegetation patterns or metres a.s.l.) some tundra and northern species prevail. The
are strongly related to structure are significantly improved using maximum telief in the subarea selected for this study is
spectral texture. approximately 50 metres. The SPOT image was acquired on 17

August 1988 with a viewing angle of 20.24 degrees west, solar
Keywords: Spatial Co-occurrence, Entropy, Classification elevation 52.9 degrees, solar azimuth 164.7 degrees, and is

cloud-free.
INTRODUCTION

A class structure derived primarily through aerial
Spectral response patterns can be interpreted for textural features photointerlretation, field work and land systems analysis was
(e.g. Haralick et at., 1973; Irons and Petersen, 1981; Gougeon used to drive the image analysis. The spatial co-occurrence
and Wong, 1987) which are important in classification (e.g. matrices were analyzed for entropy and inverse difference
Shih and Schowengerdt, 1983) and image transformations (e.g. moments in four orientations in all three SPOT bands using 3x3
Townshend, 1981). One commonly applied procedure uses and 5x5 windows; but these proved unstable, probably because
image gray-level spatial dependency or co-occurrence. The a texture measure on this scale may be related only to the chance
image data are viewed as an instance of a random process and location of the window (see Townshend, 1981: p. 79). A
parameters of that process are estimated using summary statistics 21x21 image window was used corresponding to 420x420
such as entropy derived from directional co-occurrence matrices. metres on the ground; this decision was based partly on our
A program (Franklin and Peddle, 1987) to accomplish this has earlier success in mapping similar classes with texture from 3x3
been written for application to a wide range of digital data and 5x5 MSS windows (Franklin and Peddle, 1989).
including elevation models, aeromagnetic survey data, digitized Discriminant functions were generated for each class with
aerial photography, synthetic aperture radar imagery, and (i) SPOTHRV data alone, (ii) texture alone, and (iii) SPOT HRV
satellite spectral response patterns. In each application, the data plus entropy of band 2 in the right diagonal orientation and
rationale for using image texture is based on an understanding of inverse difference moment of band 3 in the left diagonal
the physical variable involved; for example, in processing a orientation. Since no independent test areas were available in
DEM for texture, a variable that approximates terrain relief or support of this analysis, training data were divided randomly
roughness is generated from elevation spatial co-occurrence, into two equal sets of 100 pixels per class for training and

testing.
In this paper we report on a study of SPOT HRV multispectral
image texture for mapping and analysis of vegetation RESULTS OF THE ANALYSIS
comunities in Gros Morne National a"U.. An carcr study
(Franklin and Peddle, 1989) showed the value of image texture Table I contains a summary of the classification results derived
in analysis of this area from Landsat MSS data. With SPOT using the various discriminant functions. The overall
imagery, our initial interpretation was that the spectral response classification accuracy using the SPOT HRV data alone was
would be more representative of true ground conditions and less 51.1%. The SPOT HRV entropy and IDM measures together
a function of a composite of ground conditions (see for example, were 48.9% correct and a combined spectral/textural data set
Connors et a[., 1987; Jones et al., 1988). The high resolution was 86.7% correct. These results must be interpreted cautiously
image may contain within class variability that was suppressed since it is known that classification accuracies derived in this
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way will overestimate accuracy. However, the general trend is ACKNOWLEDGEMENTS
clearly defined and readily interpreted: overall, those classes that
are homogeneous on the ground are accurately characterized The authors gratefully acknowledge the support of Parks
with spectral tone alone, but those classes that are not spectrally Canada, NORDCO Limited, the Natural Sciences and
distinct, that contain unique variability related to vegetation Engineering Research Council of Canada and the University of
patterns or are related strongly to structural features such as Calgary. SPOT imagery are copywrte (SPOT Corp., CNES,
topography, are improved significantly using image texture. 1988).

For example, class 2 (Heath) which is spatially heterogeneous is REFERENCES
poorly defined using spectral data alone (32%). Texture alone
shows 58% accuracy, and the combination of spectral and 1. Connors, K. W., Gardner, T. W., and Petersen, G. W.,
textural information increases this to 78%. Class 3 (Exposed 1987, Classification of geomorphic features and landscape
Bedrock), on the other hand, illustrates a spectrally distinct class stability in northwestern New Mexico using simulated
that is not textural. The spectral data alone yield 71% acccuracy SPOT imagery: Remote Sensing Environ., 22: 187-207.
and texture features improve this only an additional 10%; texture
alone results are just 18% correct. The Wetland class (class 7) 2. Franklin, S. E., and Peddle, D. R., 1987, Texture analysis
shows the opposite effect where texture is a poor discriminator of digital image data using spatial co-occurrence: Computers
alone, but together with the spectral data shows a substantive & Geosciences, 13(3): 293-311.
overall increase. Finally, class 5 (Deciduous Forest) illustrates a
textural class that is very accurate when analyzed with texture 3. Franklin, S. E. and Peddle, D. R., 1989, Spectral texture
alone (95%) compared to spectral tone alone (44%) or the for improved class discrimination in complex terrain: Int. J.
combined function (92%). This is a relatively small class that Remote Sensing (Remote Sensing Letters), in press.
occurs in topographically unique conditions only at relatively
high elevations in this part of the Park. 4. Gougeon, F. and Wong, A., 1987, Spectral and textural

segmentation of multispectral aerial images: Proc., lOth
The final classification product is shown in Figure 1. This was Can. Symp. Remote Sensing, Edmonton, 291-300.
produced using a maximum likelihood technique on the spectral
and textural data on an ARIES-Ill system at NORDCO Limited 5. Haralick, R. M., Shanmugam, K., and Dinstein, I., 1973,
(original plotted in colour) and, when compared to the results of Texture features for image classification: IEEE Trans.
aerial photointerpretation, the field data and the Park Biophysical Systems, Man, Cybernetics., 3(2): 610-621.
Inventory, is an excellent approximation of the spatialarrangement and internal homogeneity of the classes. 6. Irons, J. R. and Petersen, G. W., 1981, Texture tranforms

of remote sensing data: Remote Sensing Environ., 11(5):

CONCLUSION 359-370.

Texture features of high resolution satellite imagery contain 7. Jones, A. R., Settle, J. J., and Wyatt, B. K., 1988, Use of
information that may be used to increase land-cover digital terrain data in the interpretation of SPOT-I HRV
classification accuracy. In this paper, we illustrate the multispectral imagery: Int. J. Remote Sensing, 9(4): 669-
improvements possible wlien SPOT HRV multispectral imagery 682.
of a moderate relief, boreal terrain in eastern Canada are
augmented with entropy and inverse difterence moments derived 8. Shih, E. and Schowengerdt, R. A., 1983, Classification of
from directional spatial co-occurrence matrices compiled over arid geomorphic surfaces using Landsat spectral and
21x21 pixel windows at original image resolution. The overall textural features: Plotog. Eng. Remote Sensing, 50(1): 83.
improvements are significant: from 51.1% accuracy to 86.7% 91.
accuracy for seven classes including the dominant vegetation
communities. This study complements our earlier analysis of 9. Townshend, J. R. G., ed., 1981, Terrain analysis and
the impact of spectral texture on Landsat MSS classification of remote sensing, George Allen & Unwin: London. 232p,
this area, and confirms the importance of image texture for
separation and analysis of classes in this environment.

Table 1: Classification Accuracy by Class

Function 1 2 3 4 5 6 7 X

SPOT Alone 47 32 71 66 44 47 51 51.1

Texture Alone 38 58 18 74 95 50 9 48.9

SPOTandTexture 87 78 81 96 92 77 96 86.7

Note

Classes 1 - 7 are described in figure 1
SPOT Alone = Bands 1,2, and 3

Texture Alone = Entropy and Inverse Difference Moment
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Figure 1: Supervised Classification

1. Balsam Fir Forest 2. Heath 3. Exposed Bedrock
4. Black Spruce Forest 5. Deciduous Forest 6. Mixed Forest
7. Wetland

0 12k.



656

INTEGRATION OF CONTEXT CLASSIFIERS WITH GIS

D.J.Booth, T.R.E.Chidley and W.G.Collins

Remote Sensing Unit
Dept. of Civil Engineering

Aston University
Aston Triangle

Birmingham
B4 7ET

United Kingdom

ABSTRACT A similar, but more specifically targeted,
contextual reclassification algorithm is that

The paper discusses the various contextual of small area replacement (Letts, 1979). In
reclassification algorithms which have been this method, contiguous areas containing less
applied to remotely sensed data. These are than a specified threshold number of pixels
applir3 to Landsat TM data, and compared in are 'declassified', and subsequently
terms of their speed and their degree of reclassified according to their neighbouring
enhancement. The possibilities of GIS for pixels (those still classified). This
designing fast and efficient per-field reclassification can be on the basis of
classification algorithms are examined. 'nearest classified neighbour', or 'modal

class of n nearest classified neighbours'.
INTRODUCTION

A variation on this technique is to try to
One of the most important tasks of identify noise and boundary pixels on the
Geographical Information Systems and Remote original imagery. This is achieved by first
Sensing is ts produce working maps as output. passing a suitable edge detector over the
Of necessity, these must be generalised from image (eg Roberts, Sobell or Laplacian high
the classified output to be readily legible pass filters), thresholding this to separate
at the output scale. An added advantage of the image into edges/non-edges, declassifying
this generalisation is that, particularly in the pixels identified as edges, then applying
the case of remotely sensed data, the overall one of the above reclassification algorithms
accuracy of the final product is often to the declassified image. The thresholding
enhanced by the removal of mis-classified may be done by trial and error, or some
areas, caused by noisy data. automatic solution can be applied.

This paper looks at Contextual Another technique is that of Relaxation
reclassification techniques based on Labelling, where the image is reclassified
classified remotely sensed data and suggests according to the probabilites of a pixel and
that the advent of digital maps and GIS could its neighbours belonging to each class
provide a simple and effective answer to the (DiZenzo et al, 1987a, 1987b, Mohn et al,
problem of designing a per-field 1987, Smith et al, 1981, Kittler and
classification algorithm, whilst avoiding the Illingworth, 1985). This probabilistic
necessity of regionalisation algorithms, relaxation is an extension of thp maximum

likelihood classification algorithm to cover
CONTEXTUAL RECLASSIFICATION a neighbourhood, rather than single pixels.

Because the algorithm is extremely slow to
Contextual reclassification is the process implement for large neighbourhoods, attention
whereby a pixel's class is modified according has focussed .. iterative implementation over
to its neighbours. The simplest form of small neighLtu.hoods, best results being
contextual reclassification is the use of a achieved after several iterations.
mode filter on a classified image (Rothery, To try to overcome the time problems caused
1982). In this case small areas tend to be by probabilistic relaxation, non-
replaced by the regionally dominant class, probabilistic methods have been investigated,
effectively removing the pixels which have for example modifying the minimum distance
been incorrectly classified due to noise classifier in a similar manner to the maximum
and/or edge effects in the original image, likelihood algorithm above, but classifying
This tendency to remove small areas results according to distances to means, rather than
in some correctly assified pixels (those probabilities. Another alternative is to use.
representing small reas on the ground) also ranked classes for each pixel, since rank
being removed; a picuess akin to cartographic order of classes can be calculated rather
generalisation. .aster than the actual probabilities using an
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equation derived from the ML probability Fig. 1. Tally Matrix
estimate (Mather, 1985).

neighbour class
The image can be contextually reclassified 1 2 3 4
using Markov chain theory to model the pixel class 1 198 12 1 0
spatial autocorrelation of the class map 2 12 200 25 3
(Kittler and Foglein, 1984). This is possible 3 1 25 109 0
using the image itself, however, research 4 0 3 0 97
suggests that it is more effective to
estimate the transition probability matrix Multiplying the transition probability matrix
from field data, rather than the 'noisy' by itself gives the probabilities of changes
classified image. This method also has the from one class to another after two 'moves',
added advantage of estimating the distance in other words the probabilities for pixels
beyond which a pixel has no influence on its of one class lying two pixels away from
neighbours (the order of the chain). This pixels of another class. Continued
distance could be used to set the size of multiplication gives probabilities for three
mode filter window to be used, since the pixels distance and so on. Eventually, at the
process of Markov relaxation is rather slow. limits of autocorrelation, the chain

'converges', and there is an equalA contextual reclassifier, bearing some probability of aiy class occurring at this
resemblance to textural classifiers, has been distance from a pixel. This distance is the
suggested by Wharton (1982). The so-called order of the chain.
CONAN algorithm works by first creating a new
'frequency of occurrence' image, the bands of Once these transition probabilities have been
which have values according to each class' calculated it is a simple (although slow)
frequency of occurrence over an n by n procedure to examine all pixels within this
window. The classifier is then 'retrained', distance (order of the chain) from a central
using the same areas, on this new image, and pixel, sum the probabilities for each class
the classification rerun on this. The result and assign the central pixel to the class
is an extremely efficient and relatively fast with the highest probability. This represents
contextual reclassification, a distance decaying contextual

reclassification algorithm, and initialThe final contextual reclassification experiments have been very promising.
algorithm, and the most important in terms of
integration with GIS, is the per-field EXPERIMENTAL PROCEDURE
classifier. This has long been considered
desirable (Allan, 1986), but the non-trivial Most of the above enhencements have been
task of extracting regions from remotely carried out on classified Landsat TM imagery
sensed imagery has precluded its widespread of the UK Derbyshire Peak District
use. The development of digital mapping and (26.04.84), geometrically corrected to UK
GIS now enables field boundaries to be Ordnance Survey map grid with 25m square
extracted from maps, and classification to pixels for conveniance. Ten cover classes
take place on a field by field basis. This were defined as broadly representative of the
classification can either be of a modal basis area. The authors would like to point out
(the field's modal class is returned to every that the object of the experiment was to
pixel within the field), or on a statistical compare relative accuracies of the algorithms
basis (the overall most probable class is and that the data presented here should only
assigned to every pixel in the field), be used for this purpose. For this reason,

accuracies and timings are given relative to
METHODOLOGY those for the lowest raw classification

accuracy, thus an accuracy of 1.4 representsThe algorithms used are all well documented 1.4 times more accurate than the box
in the literature cited, with the exception classified image, and a time of 1.7, 1.7
of Markov relaxation. In order to save space times longer to produce the classification
the reader is referred to these papers, and compared to this. All algorithms were run on
only a short explanation of the Markov a DEC vax 8650, timings being 'charged CPU
relaxation procedure is given here: time'. Accuracies were normalised from

contingency tables drawn up using differentMarkov chains are a method of modelling data to that used to train the classifiers.
processes where the next 'event' or 'state'
is dependent on the previous event or state, RESULTS
hence the term chain. If 'state' is replaced
by 'class', and 'next state' by 'adjacent The table below shows the relative speeds and
class', the relevance to contextual accuracies of the algorithms, applied to
reclassification is evident: the chain can be supervised box and maximum likelihood
used to determine the probabilities of each classifiers. The timings for the contextual
class occurring adjacent to each other class, enhancements are those for classifier plus

enhancement.
These probabilities are represented by the

Transition Probability Matrix, which can be
derived by normalising a tally matrix with
entries for sample pixels and their
neighbours, an example of which is shown
below:
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Table 1. Results. decrease in accuracy obtained when the Markov
transition probability matrix was estimated

Algorithm Normalised Time from the image itself). The increases in
Accuracy accuracy obtained by the more complex methodq

are only slightly higher than those obtained
Box classifier by mode filtering and small area replacement.

This difference may or may not be regarded as
alone 1.00 1.00 significant, depending on the work being
3*3 mode 1.04 3.11 undertaken by an operator.
9*9 mode 1.07 3.87
SAR 4 1.32 1.54 Contextual enhancement also has the added
SAR 8 1.38 1.54 advantage of generalising output for map
Edge 1.33 3.47 production at any given scale. This will be
CONAN 1.28 4.97 of particular use in the field of GIS where
Markov (a) 1.37 58.66 such documents need to be produced on a
Markov (b) 1.37 58.66 routine basis. The advent of GIS may also

enable practical per-field classifiers to be
Maximum Likelihood designed without the constraints of first

having to perform non-trivial region
alone 1.39 48.94 extraction from imagery.
3*3 mode 1.43 51.05
9*9 mode 1.45 51.80 REFERENCES
SAR 4 1.40 49.48
SAR 8 1.40 49.48 Allan,J.A. (1986) 'How Few Data do we Need:
Edge 1.39 51.41 Some Radical Thoughts on Renewable Natural
CONAN 1.45 52.91 Resources Surveys' Proc. Symposium on Remote
Markov (a) 1.14 106.60 Sensing for Resources Development and
Markov (b) 1.46 106.60 Environmental Management, Esnschede.

Explanation: Kittler,J and Foglein,J (1984) 'Contextual
SAR 4: Small area replacement; areas Classification of Multispectral Pixel Data'
containing less than 4 pixels reclassified by Image and Vision Computing, Vol.2 No.1.
nearest neighbour.
SAR 8: Small area replacement; areas Kittler,J and Illingworth,J (1985)
containing less than 8 pixels reclassified by 'Relaxation Labelling Algorithms-a Review'
nearest neighbour. Image and Vision Computing, Vol.3 No.4.
Edge: Roberts edge detector, automatically
thresholded to identify areas to declassify. Letts,P.J. (1979) 'Small Area Replacement in
Reclassification by nearest neighbour. Digital Thematic Maps' Proc. 1979 Machine
CONAN: Wharton's CONAN algozithm, implemented Processing of Remotely Sensed Data Symposium.
over a 9 by 9 patch.
Markov (a): Markov relaxation. Transition Mather,P.M. (1985) 'A Computationally-
probability matrices calculated from Efficient Maximum Likelihood Classifier
classified image. Employing Prior Probabilities for Remotely
Markov (b): Markov relaxation. Transition Sensed Data' International Journal of Remote
probability matrices calculated from field Sensing, Vo.6 No.2.
data.

Mohn,E. Hjort,N.L. and Storvik,G.O. (1987)
DISCUSSION 'A Simulation Study of Some Contextual

Classification Methods for Remotely Sensed
The results should be taken as generally Data' IEEE Transactions on Geoscience and
indicative of the sort of accuracy Remote Sensing, Vol.GE-25 No.6.
improvements to be expected from using these
techniques, and the time penalties associated Rothery,D.A. (1982) 'Supervised Maximum-
with them. It should be noted, however, that Likelihood Classification and Post-
the authors are not professional programmers, Classification Filtering Using MSS Imagery
and whilst the algorithms operate for Lithological Mapping in the Oman
successfully, the attention of a professional Ophiolite' Proc. International Symposium on
would undoubtedly speed them up considerably. Remote Sensing of Environment, Second
In addition to this, the continued increase Thematic Conference, Remote Sensing for
in computer speed, combined with decreases in Exploration Geology, Fort Worth, Texas.
costs could well make these time constraints
academic in future. Smith,B.W. Siegel,H.J. and Swain,P.H. (1981)

'Contextual Classification on a CDC Flexibic
CONCLUSIONS Processor System' Proc. 1981 Machine

Processing of Remotely Sensed Data Symposium.
Contextual enhancement of classified remotely
sensed data can considerably improve Wharton,S.W. (1982) 'A Context-Based Land-Use
classification accuracy. Even simple Classification Algorithm for High-Resolution
techniques such as mode filtering can bring Remotely Sensed Data' Journal of Applied
about this improvement. To some extent the Photographic Engineering, Vol.8 No.1.
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Understanding the effects of air pollutants on natural ecosystems and
predicting the possible consequences of various levels of exposure is of major
biological concern. The area in the vicinity of the Sulphite pulp mill at Port Alice,
British Columbia provides an ideal setting for the examination of the effects of S02
on coniferous forests. Gaseous sulfur dioxide, when taken up by the needles, results
in the formation of bisulfite, a highly toxic compound that effects the functioning of
the cell wall and other cellular membranes. The pulp mill at Port Alice, which has
been active since 1918, is located on the eastern shore of Neroutsos Inlet on the
northern part of Vancouver Island. The forests in the immediate vicinity of the
mill show symptoms of chronic exposure, including chlorosis, a reduction in
photosynthetic biomass, mortality and a decrease in species diversity. While the
effects of S02 exposure on individual trees is readily apparent in the immediate
vicinity of the mill, the effect on the surrounding forests is difficult to quantify
using conventional forest inventory methods. Reflectance spectra and chlorophyll a
and b measurements were made a five sites, composed predominantly of western
hemlock, along the SO2 exposure gradient. The variance of all other site variables
was minimized. Trends were observed in the reflectance spectra that are attributable
to a decreased chlorophyll content and an increase in chloroplast damage at those
sites nearer to the pulp mill. The decrease in total chlorophyll concentration
resulted in a decrease in the depth of the chlorophyll absorption well. Chloroplast
damage resulted in a broadening of the chlorophyll absorption feature. This
broadening is commonly associated with increasing disorder of the chloroplast
membranes and is a result of damage associated with exposure of the membranes to
bisulfite. Thus, it is shown that data acquired using a high spectral resolution sensor
could be utilized to asses and map the extent of forest damage.

I
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Chlorophyll pigments are the means by which a plant uses solar radiation
to convert carbon dioxide and water into biochemical compounds that are
essential to its health and vitality. A dysfunctioning of the
photosynthetic process in response to environmentally related
physiological changes in a plant generally result in a reduction in
chlorophyll pigment content and an associated increase in plant
reflectance and fluorescence in the visible to near-infrared wavelength
region. The greatest spectral changes occur at wavelengths that
correspond to maximum pigment absorptance and fluorescence, and their
measurement could be used to assess the degree of physiological damage in
a plant and the level of environ:mental stress present. This would
establish an analytical basis for interpreting similar data acquired by
air- and spaceborne sensor systems from vegetation canopies.

Laboratory reflectance and fluorescence measurements were made of foliage
samples collected from a metal-stressed Norway spruce forest and their
chlorophyll-a, -b, and carotenoid contents determined. Forest soil
samples were also analysed as to their mineral content. Reflectance
measurements were made over the 400 - 900 nm wavelength region at a
spectral sampling interval of 2 rn. and over the 400 - 800 run region with
10 ns excitation pulse widths bet teen 337 and 700 nanometres for the
fluorescence measurements.

Correlations are strongest between needle pigment content and
fluorescence values at 740 m and reflectance values at around 675 nm and
760 m, but are much less strong at 440 nm and 525 rm for the former and
550 mm for the latter. Strong correlations were also obtained between
needle pigment contents and soil mineral content. Changes in the
position of the reflectance red edge were ambiguous, which is probably
due to the stability of the chlorophyll-a to chlorophyll-b ratio between
stressed and non-stressed needles. The potential to measure
concentrations and changes in canopy pigment (in particular chlorophyll)
concentrations by high resolution passive and active optical sensors is
good, but the use of the reflectance red edge as a indicator or measure
of canopy stress appears doubtful.
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ABSTRACT We can therefore use data at appropriate spectral wavelength and

A radiative transfer model for the bidirectional reflectance-distribution resolution to measure grain size and contaminants in the surface layer. The
function (BRDF) shows that snow is moderately anisotropic in the near- reflectance of snow is modeled as a multiple scattering problem, as first

infrared wavelengths. Although the directional-hemispherical albedo of proposed by Bohren and Barkstrom [2] and reviewed in detail by Warren

snow decreases as the grains become larger, the forward scattering also 1I]. The calculations of hemispherically integrated albedo match measured

increases, with the result that the illumination and viewing geometry must spectra [3], but the reflectance measurements were seldom accompanied by

be considered when interpreting physical propertie. of the surface layer of rigorous measurements of snow properties.
the snow pack from remote sensing data. Measurements of the BRDF and The scattering properties for an ice sphere of appropriate radius r can be
the transmittance for a variety of snow conditions were made throughout the calculated by the Mie equations [41, the complex angular momentum
winter and spring seasons with a SE-590 spectro-radiometer, for approximation [5], or, for larger grains, by geometric optics [6]. Then the
wavelengths from 0.38 to 1.11 pim. Coincident with these the surface grain radiative transfer equation [7] can be used to calculate the multiple
properties were analyzed by stereological methods. The sphere with the scattering and absorption of the incident radiation.
same surface-to-volume ratio as the ice grains is used as the equivalent dL ( = , ()
sphere. AT

INTRODUCTION L is radiance at optical depth r in direction 0, ; 4. is the azimuth; 0 is the
angle from zenith, and p =cosO. J is the source function; it results from

Our interest in the spectral reflectance and transmittance of snow, and scattering of both direct and diffuse radiation or, at thermal wavelengths,
their relationship to the snow's physical properties, stems from two reasons: emission.

1. We need to estimate the albedo of snow from satellite in order to The presence of liquid water in the snow should not by itself affect the
estimate the net solar radiation flux at the surface, given by the convolution reflectance. Except where meltwater ponds in depressions when melting
of the spectral distribution of the incoming radiation and the spectral albedo. snow overlies an impermeable substrate, liquid water content in snow rarely
The spectral albedo for direct and diffuse irradiance can be modeled f-om a exceeds 5 or 6%. This small amount of water does rot appreciably affect the
knowledge of the snow's physical properties [1). However, from satel!ite or bulk radiative transfer properties, except possibly in those wavelength
aircraft we can measure only a part of the spectral BRDF (bidirectional regions where the absorption coefficients are appreciably different. Instead,
reflectance-distribution function), at a few wavelengths and usually only one the changes in reflectance that occur in melting snow result from the
solar-viewing orientation. We therefore need to know the spectral BRDF of increased crystal sizes and from an effective size increase caused by the
snow as a function of its physical properties. We can use this BRDF as a two- to four-grain clusters that form in wet, unsaturated snow [8,91. These
boundary condition in an atmospheric radiation model, to predict the at. apparently behave optically as single grains, causing decreased reflectance
satellite radiance as a function of surface snow properties and the in near-infrared wavelengths. O'Brien and Munis [3] observed the spectral
atmospheric profile, reflectance of a snow sample to be lower after warm air had been blown over

2. Unlike soil surfaces, solar radiation in the visible wavelengths can it, but that the reflectance did not increse when the snow was refrozen,
penetrate tens of centimeters into the snowpack. Infrared radiation, There is no explicit dependence on density, at least for the semi-infinite
however, is emitted only from the top millimeter or so, so infrared cooling snowpack. Although Bergen [10] has proposed a semi-empirical
occurs only from the surface. This asymmetric heating and cooling process formulation with a density term for snow reflectance, in practice the natural
causes steep temperature gradients near the snow surface at night, and increases in density are usually accompanied by increases in grain size.
therefore much different metamorphic rates than would occur if the heating
and cooling were symmetric. Moreover, the penetration of solar radiation In our examination of the spectral properties of snow, it is
can cause photochemical reactions with such contaminants as H2z2, and computationally time-consuming to calculate the angular distribution of the
evaluation of these rates is important for interpretation of ice-core data. reflected radiation. But it is comparatively simple to examine the

reflectance integrated over all angles, and these calculations show the
OPrICAL PROPERTIES OF SNOW AND ICE FROM 0.4 TO 2.5 pm interesting spectral properties 'Ve therefore present two types of

calculations:
In visible wavelengths ice is one of the most transparent substances in

nature. For example, the e -folding distance, at which transmittance through 1. Those that show the angular dependence result from a discrete-
pure il.t is tcducd tu c-', for wavelength 7%=0.46Am is 24m. Snow ufdiiniub %ulution to the radiative transfer equation Jtj. The quantity
reflectance in the visible wavelengths is therefore sensitive to contaminants calculated is the spectral bidirectional reflectance distribution-function
and to shallow depth and insensitive to grain size. (BRDF):

Through the near-infrared wavelengths ice is moderately to highly = ".'4 (2)
absorptive. The e-folding distance is lAcrn at )=l.2pm, 0.34mm at 

(

X.= 1.6pm. Snow reflectance in the near-infrared is therefore sensitive to S). is the parallel beam at the top of the snowpack, incident at angle
grain size and insensitive to contaminants. Po= cosoo.
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2. Calculations of fluxes only, which show the spectral features but not
the angular ones, result from a two-stream solution to the radiative transfer 1 50.m
equation (12]. The quantity calculated is the spectral directional- - .200jtm
hemispherical reflectance [13):

2n ,500tm
00 dm10001m

R,. .(pto) = o 0 (3)

PIoSX IoXS, 0.5-

The transmittance is defined similarly:

.,ILo) 
= F  (4) R(') at 600

Po S)6 illumination angle

The optical thickness of a snow layer, AT, is a function of the extinction 0i

efficiency and the snow water equivalence W. The snow water equivalence 0

W is the product of mean snow density, Pinow, and depth d. For the optical I I
depth to be dimensionless, W is in kg m" and r is in meters.

A 3 W Qext 3 Psnow d Qxt(5

4rpice 4 r pice 1

How thick is a "semi-infinite" snow pack, for which the underlying
surface has no effect? For practical purposes, we define it as a snow pack
whose directional-hemispherical reflectance is within 1% of that at

nAT=o. For a solar zenith angle of 600, Table I shows the minimum
values in millimeters of water equivalence.

Table 1. Snow-Water Equivalence (mm) of Semi-Infinite Snow Pack 0.5-
grain radius (lim)

(Jim) 50 300 1000
0.45 17 63 145
0.7 10 37 g0
0.9 5 15 30 R(-) at 30-
1.6 < 1 <1 1 illumination angle

Figure 1 shows the spectral reflectance of pure, deep snow for visible 0-
and near-infrared wavelengths at illumination angles 30* and 600, for snow I
grain radii from 50 to 1,0001.tm, representing the range for the finest new 0.5 1 1.5 2 2.5
snow to coarse spring snow. Because ice is so transparent in the visible wavelength,pi
wavelengths, increasing the grain size does not appreciably affect the
reflectance. The probability that a photon will be absorbed, once it enters an Figure 1. Spectral Reflectance of Deep Snow
ice grain, is small, and that probability is not increased very much if the ice Transmission of light into the snowpack is of interest for reasons other
grain is larger. In the near-infrared, however, ice is moderately absorptive, than hydrologic and optical. Snow chemistry is influenced by heating and
Therefore, the reflcctance is sensitive to grain size, and the sensitivity is grain metamorphism, as ions in the ice grains move outwards, concentrating
greatest at 1.0 to 1.3 lim. on ice-grain surfaces. Biological responses to changes in the light regime

beneath a thin snowpack would be important particularly in tundra
TRANSMrrANCE landscapes.

Solar irradiance is a major contributor to the onset of snowmelt, Thermal measurements in a snowpack in Antarctica by Schlatter [17]
particularly in alpine watersheds. Since snow is a weakly absorbing, showed highest temperatures at about 10 to 20 cm below the snow surface,
strongly forward scattering medium, shortwave energy can penetrate to indicating that radiative heating is an important process in such clean, dry,
significant depths in the snowpack. The incident photons that do not exit low-density snowpacks. Model calculations have shown that infrared
from the snowpack will be absorbed in ice grains and converted to heat. radiative heating of snow and ice on the Martian surface could have been
This radiative heating can be responsible for significant changes in a responsible for generation of liquid water while surface temperatures
snowpack over time. Because the effective thermal diffusivity of snow is remained below freezing [18]. Transmittance and radiative heating are also
low, this heat energy will be retained at depth in the snowpack. There is an important in creating a solid-state greenhouse in icy regoliths of Jupiter's
asymmetry between radiative heating and cooling in the snow profile. If satellite, Europa [19].
sufficient radiative heating occurs, it is possible to have melt occurringalthough surface air temperatures may not exceed 0OC. Using a multi-layer two-stream radiative transfer model, we calculated

the net flux at levels within two different layered snowpacks. The spectral

When the snowpack transmits more radiant energy to greater depths, net flux at a level T in the snow profile is:
there is less chance of the photons being scattered back out of the snow
surface, so the rate of radiative heating will be higher at depths where the F1.'(r) + PoSXe-(X)°-FT'X( (6)
net flux is highest. Ice is strongly absorbing in the infrared wavelengths, Fn,,PoSX
and these wavelengths are absorbed near the surface. The dual process of
radiative heating by transmission and absorption of visible wavelengths in F1 and FT are homisphertally integrated upward and downward fluxes.
the snowpack and radiative cooling by emission from the snow surface will Layer characteristics are given in Table 2, and the net flux profile for each

induce a vertical thermal gradient in the snowpack. This has important snowpack is shown in Figure 2.

consequences for snow grain metamorphism such as surface hoar formation .-- flux i --- t -pct!y depndent quanrity which h_ bwen calculated by
and ice grain sintering, both of which occur more rapidly in the presence of summing over visible and infrared wavelengths, from 0.4 to 2.5 lum. Model
a thermal gradient [14,15]. Formation of surface hoar also requires a steep results show that high-density layers increase absorption, and this effect is
thermal gradient in the upper portion of the snow profile and is enhanced by strongest at the surface.
radiative heating. Snowpack optical properties are influenced by this heating
process because metamorphism increases grain size, which in turn decreases
reflectance in the near-infrared portion of the spectrum (16].
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From these modeled cases of net transmittance for snowpack profiles, it
is clear that interlayer variations induce radiative heating differences and,
over time, would lead to increased statification. This would be especially
prevalent when absorbing impurities have accumulated on the surface of
each layer, wb!ch subsequently become buried under new snowfall, since
absorbing impurities will decrease the transmitted flux and increase
absorption [1].
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ABSTRACT INTRODUCTION

Several studies have shown that vegetation which has
been geochemically stressed may respond with changes Careful measurements of the spectral reflectance of
in spectral reflectance. These changes have been leaves are required to document the changes in
observed at the green reflectance peak (570 nm), the optical properties caused by geochemical stress.
chlorophyll absorption maximum (680 nm), the red These changes have been observed at the green
reflectance edge (680 - 750 nm) and the infrared reflectance peak (570 nm), the chlorophyll absorption
reflectance shoulder (750 - 1100 nm). maximum (680 nm), the red reflectance edge (680-750

nm), and the infrared reflectance shoulder
To determine the effects of different type and levels (750-1100) (Singhroy et al., 1986, 1988; Horler et
of mineralization on vegetation spectral response, al., 1980, 1983; Rock"et-al., 1988; Collins et al.,
laboratory measurements were conducted on vegetation T983). These findings provide an understanding of
samples from mineralized and non-mineralized sites the interaction of radiation with foliage for
within the Canadian Shield. These sites included the effective use of the data from high-resolution
White Lake Mine (Zn, Cu, Pb), the Atikokan Fe Mine, sensors, such as MEIS II, FLI and AIS. In this
the Whistle Mine (Ni, Cu), the Arnprior Mine (Zn, Pb) study, laboratory spectral reflectance measurements
and the Natal mineralized site (Zn, Cr, Mn, Co, Cu, were made to establish the characteristic spectral
Pb, Ni, Au). Wavelength parameters, at 570 nm, 680 response of geochemically-stressed vegetation at
nm, 800 nm and at the point of inflection of the red several abandoned mine sites, as a prerequisite for
edge, were calculated from 350 spectral curves the remote detection of that response.
measured from both mineralized and background sites.

Results for the White Lake area show extensive

changes in reflectance spectra of the vegetation on The five mineralized sites reported in this paper
the mineralized site, changes pronounced enough to (Figure 1) represent different bedrock geological
permit the remote detection of the geochemical settings and concentrations of heavy metals but are
stress. On the other sites, the differences in relatively constant in the Quaternary geology
reflectance spectra between the vegetation on setting. In all test sites the surfical geology is
mineralized and background areas were too slight to seting In a relatively thin veneer nf
be detected by airborne sensors. These findings "
suggest that some surface mineralization within the locally-derived basal till resting unconformably on a

Canadian Shield does not produce geochemical stress mineralized bedrock. Geochemical samples of bedrock

in vegetation to the extent that remote detection is and till on both background and mineralized sites

feasible. were collected on a 10-metre grid system. Laboratory
analysis of the base metal concentrations in these

KEYWORDS: spectral reflectance, HEIS II, geobotany, samples was subsequently performed.

mineral exploration, Canadian Shield
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Vegetation sampling was conducted in late August, Atikokan Iron Mine
just prior to fall senescence (Schwaller and Tkack,
1980 and Labovitz et al., 1983). Leaves were sampled The Atikokan site (Figure 1) is situated within the
from the most abundant tree species at each site. Quetico Greenstone Belt. Geochemical values of basal
These included Jack pine (Pinus banksiana Lamb), till in this area have concentrations of over 5% Fe,
white birch (Betula papyrifera), trembling aspen
(Poulus tremuloides) and white pine (Pinus strobus 1% Hg, 500 ppm Hn, and 100 ppm Zn.
L.). Laboratory spectral reflectance measurements of

Laboratory spectral reflectance measurements Involved sampled leaves were made with a SE 590

the use of both the Barringer Hand Held Ratioing spectroradioneter. The results, summarized in Table

Radiometer (HHRR) (Gladwell et al., 1983) and the I, showed only minor differences in spectral
Spectron SE 590 spectroradiometer. The HHRR uses a reflectance between samples from the background and

series of filters and records reflectance values in the mineralized sites (Figures 3 and 4). As the

3-nm-wide bands centered at b50, 680, 703, 713, 743, spectral reflectance measurements were so subtle, no

782, and 800 nm. The SE 590 records reflectance airborne multispectral data was flown for this site.

values every 2.8 nm over a 400 to 1100 nm range.
Both systems were mounted vertically three feet over
the targets to measure a 6 cm by 6 cm area, and the Arnprior Site (Kingdom Mine)
light source was oriented 15 degrees off nadir to
avoid shadows and variable illumination on the The Kingdom Mine was a former lead, zinc and barium

sample. The leaves were placed facing upward so that producer. The ore was found in

the entire 30 cm by 15 cm black aluminum plate of the Mississippi-Valley-type, open-space-filling veins,

radiometer was covered. Three layers or more of which had cuts through both the Precambrian basement

deciduous leaves were stacked to cover the whole and overlying Paleozoic rocks. Mineralization found

plate. In the case of the conifers, the twigs were in these veins included sphalerite, galena, fluorite,

stacked as high as possible, usually four or five barite, and pyrite. Average geochemical values over

layers. This stacking was done to maintain the the mineralized test site consisted of 106 ppm Zn,

highest reflectance from the leaves in the near 1,490 ppm Pb, 130 ppm Ba and 190 ppm Fl. The

infrared portion of the spectrum (Hoffer 1978). background site had values of 11 ppm Zn, < 10 ppm Pb,
and 130 ppm Ba.

The laboratory spectral reflectance measurements

SPECTRAL REFLECTANCE MEASUREMENTS AND RESULTS showed no significant shifts in the red edge (Table
I). White birch and trembling aspens, however,
showed marked increases in the infrared plateau.

White Lake Site Enhancements of airborne multispectral data (HEIS II
and FLI) acquired over this site confirmed the higher

The White Lake area is located in the Flin-Flon reflectance readings from trembling aspen and white

Volcanic Belt of Northern Manitoba and within the birch.

Amisk group of mafic intrusive pyroclastic and
tuffaceous volcanic rocks (Bailes, 1971). The test
site itself consists of a northerly-trending sulphide Whistle Mine

and chert-bearing argillite bounded by a fine to
mediun-grained gabbro sill. The heavy mineral The Whistle Hine is a massive sulphide deposit at the

concentrations on the mineralized site are in excess northeastern rim of the Sudbury basin. It is a

of 400 ppm Cu, 2000 ppm Zn, and 100 ppm Pb; whereas, producing open-pit mine. Till and rock samples were

the background site contained concentrations of < 200 taken immediately above the ore zone.

ppm Cu, < 100 ppm Zn, and < 10 ppm Pb.
Spectral reflectance measurements from white pine

Both laboratory reflectance measurements and an and white birch showed minor evidence of changes in
airborne multispectal survey were conducted at this reflectance between samples taken from baukground and
test site. The reflectance neasureients were mineralized sites (Table : and Figures 3 and 4). As
completed using the Barringer HHRR. From the four a result, no airborne flights were conducted.
tree species sampled, the results showed significant
differences in reflectance between the background and
mireralized sites. These changes were observed at Natal Lake
the chlorophyll absorption zone (680 nm), in the
apparent position of the red edge (E80 to 733 nm), The Natal Lake site (Figure 1), located in the
and in magnitude changes at the infrared shoulder southwestern part of the Abitibi
reflectance (780-800 nm). Figure 2 shows average metavolcanic-metasedimentary belt, had a high
reflectance spectra for Jack pine needles along with concentration of sulfide minerals. The Precambrian
standard error bars (confidence interval = 95%) and geology, as described by Carter (1976), consists of a
significant bandpass for remote detection of mafic to felsic metavoltanic suite together with
geochemically stressed vegetation. ultramafic and minor intrusive felsic rocks, intruded

by diabase dikes.
Airborne narrow-band (10-nm), high.resolution (5-)
HEIS II imagery (Till et al., 1984), processed by Geochemical assays for the mineralized area produced
combining band ratios and principal component the following results: > 300 ppm Zn, > 400 ppm Cr
techniques, were successfully used to detect the ard > 500 ppm Ni. At the background sites, the assay
geochemically-stressed vegetation at the White Lake values were in the range of < 100 ppm Ni, 200 ppn
site (Figure 24). Cr and < 110 ppm Zn.
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SUMMARY DATA

I'o e.Ref . > X (nm) * Ref. (%) 0 Snape
Sie/et Sapls oalMa.Local MA. Local Mlin Local Min Pt. of Inflection Shoulder Parameter (nm)

1. White Lake -summer 77
-Jack Pinhe - 0 -- 13.0 -- 45.0

-8 8, - - 8.0 S 2.0-
-White Spruce -M it - 13.8 - -44.0-

-B S 5 10.0 - - 62-
-Trembling Aspen -M to - 12.8 - ',83.:2-

-B 5 -- 10.0 -- 671-
W'xite Birch M 10 - 1.9 GO:,0.0'

aB 3 - 12.5 - - 64.3

.Atkan23/8/87-
.White Birch -M 10. 12.8 S67.7 5.9 681.6 736.0 56.0 55.3

-8 ;4 13.6 568.0 6.4 682.7 735.8 5 .I 53M
-7renmbling ASPenl M L 10 1 5.7 5b7.I 7. 61.:4 737.8 60.7 56.5

-B 8 14 .3 56'7.3 7.8 685.2 743.3 59.5 58.0
-jack Pine M 12 7.9 566.3 4.3 683.6 738 .1 35 .3 54.5

a 7 10.2 568.7 5.3 685.3 739.4 43.5 54.1
-Balsam Fir -M 8 9.9 566.9 5.1 (181.9 739.9 39.5 58.0

a 9 9.7 564.9 5.3 6e6.2 745.7 43.4 59.5

3.Arn pr"io'r 3 0 /7 /8 7 
3-Trembling Aspen - U 20 16.9 563.9 8.4 678.6 732.2 67.1 53.5

- B Is 13.6 561.2 7.1 675.6 738.3 66.8 62.7
-White Birch - At 32 12.5 566.5 7.0 676.5 729.8 53.0 53.2

1 B I 129 S64.1 6.9 674.6 732.9 S5.6 58.3-RdOk-M 2 12.3 560.6 6.5 675.5 736.9 54.4 61.4
6 B iI 14.8 560.6 6.9 672.2 736.7 71.8 64.5

-White Oak -M 11 11.3 561.9 5.7 675.2 738.1 52.6 62.9
8 7 14.5 566.6 6.3 078.9 741.1 73.2 62.1

4 . W h i s t l e M i n e 
8/8 / 8 8 

-

-Whinte Pine -1 1 .5 564.6 4.6 6814.9 742.9 36.4 58.0
;9B l 9. 562.7 4.6 680.9 744.2 41963.2

-White Birch -M 18 12. 564.9 6.7 679.9 740.2 56.96.
8 Is 1 0.5 564.8 5.6 678.4 738.9 49.8 d.

-Trembling Aspen M 24 13.0 564.3 6.8 680.4 741.2 66.6 J60.8
- 25 12.6 583.2 6.4 677.9 738.1 62.6 60.2

-Jack Pine M 11I 11.1 566.3 5.4 681.9 739.7 50.9 57.8
0 B 8 10.0 564.6 5.0 880.9 740.4 47.9 59.5

-While Birch -M 17 14.1 563.3 6.8 678.8 734.9 63.9 56.2
5 25 14.2 564.4 7.2 675.9 736.2 68.3 . 60.3

-Black Spruce - 6 10.2 560.6 6.5 681.9 739.6 40.7 5.
-B %1 11.4 563.6 6.6 682.4 739.4 49.1 57.0

LEGEND

M Mineralized Site
8-Background Site

I. Io smls: h numberhof samples i1n avesrages
2. Ref , loca MI -Refletce (%) at lc a maimum near 570 nm
3. >%. 0 l ocal M~ax - Wavelength (mm) at local maximum near 570 m
4. Ref P loca Min - Reflectance M% at local minimum near 680 m
5. >, & loca Mm - Wavelength (mm) at local minimum near 680 nm
6. 1' Cint Of Infle~ction - Wavelength (mm) at the Point of Inflection on the Red edge
7. Ref of Soulder -Relcae (%M at 800 m

8 Shape Parameter -Wvelength at the Point of Inflection minus the wavelength at the local Minimum

For the White Lake Site 1977 a Barringer Radiometer with 10 filters was used (650, 680, 685. 703, 713, 733. 743. 753,
7 82 andc 800 mmi), therefore the accuracy of locating the key shape parameters is not as accurate as using with the
Othxr Sitas where a spectrer radiometer was used that records reflectance every 2.8 mm.

Table I



669

SUMMARY DATA

Ilf Re. ). Ref. X >, (nit) & Ref. (%) * Shape
Site/Date Sam.'ples RLocal Max. Local Mias. Local M in Local LilA Pt. of Inflection Shoulder Parameter (nit)

1. White Lake 4-summer 77
-jack P ine M 10 13.0 45.0

-a 6 8.0 52.0
-Whit* Spruce M L It 13.8 -- 44.0

-B S - 100 0 56.2
-Tremb~ling Aspen -M '0 - 12.8 - 63.2

B 15 to -00 -- 67.'
-%"lite Birch - L 0 1 S:19 -- 00.0

2 Atxkokaf 23/8/87 
1256.

-White Biri M L 10 12.8 567.7 5.9 681.6 736.0 56.8 55.3
8 14 13.6 568.0 6. 60 62.7 735.8 5's.1 53.0

-Trembl Ing Aspen M 1i 0 15.:7 5b7.l 7.:4 681.4 737 8 60.7 56.5
-8 8 14.3 567.3 7.9 68 5. 743 .3 69.5 58.0

-Jc ie -'A I? 7.9 566.3 3 683.6 73.1 35354.5
a 7 10.2 568.7 6.3 6853 739.4 43 .5 54.1

-Balsam Fir . a ~ 8 99 566. 9 5. 61.9 739 .9 39 .5 58 0
G 9 9.7 564.9 5.3 686.2 745.7 43.4 59.5

3. Arnprior 30/7/87
-.rembiing Aspen M L 20 1 6.9 563.9 8.4 678.6 732.2 67.1 53.5

-wit Bi 1 5 13.6 561.2 7.1 675.:6 738.:3 66.:8 62.:7
-WieBrch - 32 12.6 56 6.5 7. 0 676.5 729.6 53.0 53.2

- 1 12.9 564.1 6.9 674.6 732.9 5?.6 58.3
-Red Oak amL 2 12.3 560.6 6.5 675.5 736.9 54.4 61.4

-4 B i 148 560.6 6.9 673.2 736.7 71864.5
-White~ Oa i i 13 561.9 5,7 675.2 738.62629

- 7 14.5 566.6 6 3 678 9 741.1 73.2 62.1

4. Iihistle Mine 8/8/88
_White P ine - Li 19 8.5 564.6 4.6 684.9 742.9 36.4 580

- 8 9. 6.7 46 680.9 744.2 41.9 63.2

-white Birch -M ;8 12.9 56 4.9 6 .7 679 .9 740 .2 5 6.09 60 3
-8 is 10.5 564.8 5.6 678.4 738.9 49.110.

5. Naa 19/8/86-TrebigAs1 24 13.0 564.3 6.8 680.4 741.2 66.6 60.8
-B 25 12.6 563.3 6.4 677.9 738. 62.6 60.2

-Jack Pine -M 11 1I 1I 566 3 5.4 681.9 739.7, 50:9 57:8
8 B l 10.0 564 6 5 .0 6 80. 9 740.4 47 9 59 .5

-White Birch M L 17 14.1 563.3 6.8 678.8 734.9 63.9 56.2
a 25 14.2 564.4 7.2 675.9 736.2 68.3 60.3

-Black Spruce M L 6 10.2 560 6 6.5 681.9 739.6 40.7 57.7
-B It 11.4 563:6 6.6 68 2.4 739.4 49. 57.0

LEGEND

Li Mineralized Site
B - B a ckg9ro und S itea
I. of samples - the number of samples in averages
2. Ref 0 locl Max -Reflectance M% at local maximum near 570 n.

3. X 0 local Max - Wavelength (nit) at local maximum near 570 nm

4. RfI oa Mmn - Reflectance (MA at local minimum near 680 nit
5. X. 0 loca M n - Wavelength (nit) at local minimum near 680 nit
6. >s 0 Point of Inflection - Wavelength (nit) at the Point of Inflection on the Red edge
7. Ref of Shoulder - Reflectance, ('A) at 800 nm
8. Shae Pa rame ter - Wavele ngt at th Point of Inflection minus the wavelength at the local Minimum

aFor the White Lake Site 1977 a Barringer Radiometer with 10 filters eaa Used (650. 680. 685. 703, 713. 733, 743. 753.
782 andC 800 nimt), the refore the accuracy of locating the key shape parameters is not as accurate as using withi the
other sites where a spectrer radiometer was used that records reflectance every 2.8 nm.

Table T
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BIDIRECTIONAL REFLECTANCES OF THREE SOIL SURFACES

AND THEIR CHARACTERISATION THROUGH MODEL INVERSION

D.W. Deering T.F. Eck j. Otterman

NASA/Goddard Space Flight Center ST Systems Corporation Tel Aviv University
Earth Resources Branch Lanham, MD, USA Ramat Aviv, Israel
Greenbelt, MD 20771, USA (301) 286-6559 (currently at GSFC,
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(301) 286-7208

ABSTRACT flat in the White Sands desert (<250 mm annual
precipitation) of New Mexico. A dune sand

Spectral bidirectional reflectances were flat, whose surface is composed of sand-sized,
measured over three natural soil sites using nearly pure gypsum (hydrous calcium sulfate)
a specially designed radiometer called the crystals and is characterized by uniform rip-
PARABOLA. Two of the sites were bare soils ples formed by wind action, was selected for
and the third had a sparse cover of desert the measurements (Fig. la and lb). These
scrub. The reflectances were strongly non- ripples are, in effect, transverse "micro-
Lambertian for all three surfaces but with dunes", which averaged approximately 10 cm
markedly different patterns. The measured from crest to crest and approximately 1-2 cm
data were fitted with a quasi-physical from crest to trough.
reflectance model in which the surface back- The alkali flat examined occurs within a
scattering and forwardscattering are vast non-vegetated expanse (32 km long) of the
separately formulated. A soil reflectance Tularosa Basin along the predominantly wind-
characterization was obtained by assessing the ward side of the White Sands dune formation.
contributions of the forward, backward and The alkali (or gypsum) flat's surface micro-
Lambertian components. This three-parameter topography is coarse-textured and is composed
characterization produced a satisfactory fit of a stabilized crust with patches of a darker
to the measured reflectances, and appears coloration.
promising to provide a basis for soils The third surface type is a low-scrub
categorization, community that lies within a semidesert grass-

land area in Ward County in west Texas (Fig.
KEYWORDS: bidirectional reflectance, lc). With a long history of overgrazing, the

modeling, anisotropy, soil vegetation cover consisted primarily of scat-
tered clumps of a low growing Rough Coldenia
subshrub species (Coldenia hispidissima) mixed
with several other scrub species and grasses

INTRODUCTION of a similar stature. The 10-15 cm tall,
Aunique two-axis scanning-head field grayish-woody shrub had some green leaves and

radiometer, calleuhe PARABOA (-erg f d the vegetative clumps uccupied less than 15
radiometer, called the PARABOLA (Deering and percent of the surface area.
Leone, 1986), has been used to measure the The Zortable apparatus for Rapid acquisi-
directional incoming and outgoing spectral tion of Vidirectional observations of the Land
radiances for a variety of earth surface and atmosphere, or PARABOLA instrument has
types. our study involves characterizing the been described in detail by Deering and Leone
bidirectional reflectances for three (1986). The PARABOLA is a battery-powered,
relatively simple surface types: two bare two-axis scanning head three-channel (0.650-
soils and a third surface with soil similar to 0.670, 0.810-0.840, and 1.620-1.690 Mm,
one of the bare soils but with a sparse plant respectively), motor-driven radiometer that
canopy. We then express the bidirectionalreflectance patterns in terms of three soil enables the acquisition of radiance data for"

a almost the complete (4r) sky- and ground-
reflectance components from inversion of a looking hemispheres in 150 instantaneous field-
quasi-physical model. The goal herein is 1) of-view (IFOV) sectors in only 11 s. The
to evaluate and characterize the nature of the instrument was operated at 4.5 m above the
bidirectional reflectance a , ground surface.
develop an approach to simple radiometric
surface categorization for soils, both bare
and with sparse vegetation. THE SURFACE BIDIRECTIONAL REFLECTANCE MODEL

SITE CHARACTERISTICS AND FIELD INSTRUMENTATION The bidirectional reflectance model specifies

separately the contribution of the soil and

The two bare soil surfaces studied are a from the plants. The reflectance of bare

naturally occurring dune sand and an alkali soil, R., is given as:
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r(sinz - zcosz) + t[(z-x)cos(z-r) - sin(z-r)]
R, = (1-f) - + fr. (1)

4(coteo + cotGv)

where z is the azimuth with respect to the predominant in backscattering, while the

solar principal plane (z = 0 corresponds to transmittance is predominant in

forwardscattering in the principal plane), e. forwardscattering. R. represents the reflec-

is the solar zenith angle and ev is the view tion from the soil unobscured by plants. The

zenith angle. The model is quasi-physical, as soil characterization is by three components:

it describes a surface consisting of a Lamber- fro, (l-f)r and (l-f)t.
tian fraction, f, with reflectance ro and a The contribution of the plants is

described by the same model of vertical
cylinders or randomly oriented facets

r,(sinz - zcosz)
= (2)

4(coteo + cotev)

where rp is the plant material reflectance.
This model (Otterman and Weiss, 1984) was

based on observations of desert-scrub
vegetation in the Sinai (Otterman, 1981). The

above expression for R. represents a dense
field of vertical cylinders. For a finite

density, given by projection s of cylinders
'' ' ,-: per unit area on a vertical plane, the

. contribution is multiplied by 1 - exp[-s(tanev
+ tan e.)]. The effects of soil obscuration
and soil shadowing by the plants are expressed
by exp[-s(tan v + tan Go)]. The combined
reflectance R. of plants/soil is thus:

R= R,(exp[-s(tanev + tane)] )
+ P (l - exp[-s(tanev + tan eo)] (3)

-. 7' RESULTS

Reflectance Measurements
- - The measured bidirectional reflectances

" "Y/-,,7 are presented in Figure 2. The patterns are
B - I"quite different for the three soil surfaces,

-. -with the backscattering predominant for the
-/ o alkali flat and for the desert scrub, but

forwardscattering is dominant for the dune
sand flat. There is considerable solar zenith
angle dependence for the dune flat in the
forwardscatter direction. For the desert
scrub the solar zenith angle dependence is

especially pronounced in the backscatter> direction at large viewing zenith angles.

Because the measurements at the White Sands
were made in November, the range of solar
zenith angles available was quite limited;
theoretically, from 900 up to a solar noon
position of about 520. Measurements at the

: Texas site on September 14, however, Were
possible up to 290.

The near-infrared (0.826 Am) reflectances
(not presented here) followed, for all three

Figure 1. Photographs of the three alkali surface types, very similar patterns of an-
soil sites examined: a) alkali flat, b) isotropy to those in the red band, with typi-
dune sand flat and c) desert scrub site. cally 5-10% higher (absolute) values than the

red reflectances. T- shortwave nfrarcd
(1.658 pm) reflectances, on the other hand,.
were generally 10-20% lower (absolute) and

fraction 1-f of randomly-located vertical exhibited somewhat stronger anisotropy than
facets with facet-reflectance r and facet the red band.
transmittance t. The reflection from such
facets is equivalent to that from thin Model Results
vertical cylinders, as described by Otterman The quasi-physical bidirectional reflec-
and Weiss (1984). The facet reflectance. is tance model specifies separately the contribu-
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0e_ _ forwardscatter model components. The Lamber-
tian component values for the alkali flat,

ALKALI FLAT dune sand and desert scrub surfaces remain
0.75 609 dog. essentially unchanged with solar zenith angles

+ 0 64g.
0 55 dog. Table I. Model inversion for each of the0.70

three soil surfaces made with approximately
55 observations from all view zenith angles

0.65 <700 on one side of the solar principal
plane, including the solar principal plane.

0.60 1 I

0.55
DUNE SAND FLAT

0.50 690 0.62 0.14 0.32
A 540 0.64 0.09 0.19

0.45L . .-.-. .-. .- IALKALI FLAT
-60 -60 -40 -20 0 20 40 60 so 690 0.41 0.26 0.09

1.30 550 0.44 0.30 0.05

1.20 DUNE FLAT DESERT SCRUB
o 76og. 720 0.29 0.62 0.06

0.10 * 4 dog. 460 0.31 0.59 0.00
a 54 deog.

t.00
and typify the general magnitude of the re-

0.90 flectances at nadir. Thus, at the higher sun
elevation examined the dune sand had the

0.60 highest value at 0.64, the alkali flat was
somewhat less at 0.44 and the desert scrub was

0.70 the lowest at 0.31. The consistency of these
three parameter values over a wide range of

0.60 solar zenith angles is illustrated for the
.9 desert scrub type in Table 2 for both the red

___ _ _and near-infrared spectral bands.

-00 -60 -40 -20 0 20 40 60 10 The ratio of the backscattering component
to the forwardscattering component is one in-

0.60 - dicator of the anisotropy. For the desert

DESERT SCRUB scrub the backscatter was larger than the
0.70 0 30DEG. forwardscatter by at least a factor of ten

+ 0 AdDG.

0.60 # 6 E
A 72 DEG.

c 760. Table II. Model inversion for the desert
0.50 scrub surface over a wide range of solar

zenith angles for the red and near-infrared
o.4o spectral bands.

0.30 o0 fr. 1-f)r (1-f)t S

0.20 0.662 pm (RED)
C 29.90 .31 .56 .00 .155

:*to 46.00 .31 .59 .00 .135
-0 -60 -40 -20 0 20 40 so so 61.00 .29 .62 .04 .125

'.1 ANGLE 72.00 .29 .62 .06 .120

Figure 2. Red spectral band (0.662pm) re- 0.826 Am (NEAR-IR)
flectances in the solar principal plane at 29.90 .38 .55 .04 .125
several solar zeniths for the alkali flat 46.00 .39 .62 .02 .125
(a), dune sand flat (b), and the desert scrub 61.00 .37 .60 .02 .100
(c) surfaces. Negative view angles are 72.00 .33 .54 .04 .070
forwardscatter.

over the wide range of solar zeniths examined.
tion from the soil and from the plants. The The alkali flat ratio was lower and varied
enhanced anisotropy (both forwardscattering with solar zenith angle; with ratio factors of
and backscattering) at large solar zenith 2.8 and 6.6 for 690 and 550, respectively. The
angles that we observed is appropriatefy same ratio for the dune sand, with its strong
described by our model by cot eo that appears specular reflectance, resulted in fractional
in the denominator. The parameter values ratio values of 0.43 and 0.47 (690 and 540,
presented in Table 1 quantify the essential respectively); and thus was much less
differences between the three surface types in dependent on solar zenith angle. Red and
terms of. the Lambertian, backscatter, and near-infrared spectral bands yielded similar
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flat at the nadir and near-nadir forwardscat-
0.68 ALKALI FLAT ter viewing directions. With the considerable

SZA - 54.8 variety of curve shapes, the comparability is
0.64 quite encouraging. our model appears to

provide a simple and very useful descriptive
0.60 tool for directional reflectance analysis.

0.56 DISCUSSION AND CONCLUSIONS

0.52 The measured reflectances represented in
our field program showed very strong non-Lam-

0.48 bertian characteristics. The patterns of
directional reflectance were sharply different

0.4, for the two bare soils. The presence of
A sparsely placed plants on a relatively smooth

soil also exhibits strong anisotropy, with0 -60-4--0- 0 00 . . plant shadowing affecting the anisotropy in a-e0 -60 -40 -00 20 40 so s special way -- reducing the reflectance at
large view zenith angles. For the desert

0.64 DUNE SAND scrub alkali soil site the ratio of the back-
SZA .54.1 scattering component to the forwardscattering

0.80 4 uEM component was larger by at least a factor of
ten. The alkali flat ratio was somewhat lower

| and depended on solar zenith angle. The same
G 0.76 ratio for the dune sand, with its strong

specular reflectance, was close to 0.5 and was
.72 only slightly dependent on solar zenith angle.

Red and near-infrared spectral bands yielded
similar ratio values, although the Lambertian

0.688 component was more variable with solar zenith
angle for the near-infrared than for the red
spectral band.

0.64 With only three surface parameters, the
B model inversion provides a satisfactory des-

0.60 -- ---- cription of the surface spectral reflectance
-0 -60 -40 -20 0 20 40 60 s characteristics. The only significant depar-

0.4 - - tures from the modeled and the measured

0 DESERT SCRUB 1 reflectances occurred in the vicinity of the
0.2 sZA 46.0 nadir direction. Therefore, specifying the

- MEARM three anisotropy components (back scattering,
0.3 4 N am forwardscattering, and Lambertian), appears to

be a suitable approach to the characterization
0.34 of soil type from the point of view of

bidirectional reflectance patterns. Some
0.30l refinement of the model might be appropriate,

.4 and additional bare soil and sparsely-covered
0.26 soil surface measurements will be made to

further develop and validate this approach.
0.22 One important value of the model is that

relatively minor changes in this quantitative
0.0B characterization occur when the solar zenith

C angle changes. It is anticipated that based
0.14 on this characterization useful but simple

-0 -6 -40 -0 0 20 40 60 0 radiometric surface categorization for soils,
VIEW ZENTH A, both bare and with sparse vegetation, may be

Figure 3. Measured and modeled bidirection- developed.
d. spectral reflectances at 0.662 Am for the
a) alkali flat, b) dune sand and c) desert REFERENCES
scrub surfaces for the nominal 500 solar
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ABSTRACT The chlorophyll-fluorescence emission spectra measured at
room temperature exhibit two maxima in the 690 and 735 nm

Different parameters of the in vivo chlorophyll fluorescence regions. The measurement of the spectra allows determination
were measured from August 1987 to December 1988 in the of the ratio of the two fluorescence maxima (ratio F690/F735).
needles of two spruce sites in the Northern Black Forest The level of this ratio not only reflects the chlorophyll content
(Althof, damage class 0/1, and Mauzenberg, damage class 3/4). of the needles, but also their photosynthetic activity (Rinderle
The fluorescence parameters measured comprise the Kautsky and Lichtenthaler, 1988ab). In a provisional airborne system
induction kinetics with Rfd-values as vitality index (at 690 and equipped with a pulsed eximer laser (X = 450 nm) as excitation
730 nm), the photochemical and non-photochemical quenching light, differences in the chlorophyll-fluorescence ratio
coefficients (qQ and qE), the ratio of maximum to ground F690/F735 between trees of different physiological state were
fluorescence Fm/Fo, the height of the saturation fluorescence detected (Zimmermann and Gilnther, 1986). This ratio may be
peak (g-h) as well as the ratio of the two fluorescence-emission the basis for a LIDAR-system to sense the state of physiology
maxima F690/F735. The appearance of stress and damage as of terrestrial vegetation (Lichtenthaler, 1989).
well as regeneration of the needles, as visualized from the
seasonal changes of these chlorophyll-fluorescence parameters, The PAM-fluorometer permits determination of the
are described in detail. The differences in the various photochemical Q- and the non-photochemical E-quenching of
fluorescence signatures and in photosynthetic activity (C0 2- chlorophyll fluorescence and the rate of the Q -reoxidation in
assimilation rates) between needles of healthy and damaged the photosynthetic electron transport chain (g-h, as well as the
trees are discussed with respect to stress detection and ground- ratio of the maximum to ground fluorescence Fm/Fo
truth control in connection with remote sensing of terrestrial (Schreiber et al., 1986; Lichtenthaler and Rinderle, 1988a).vegetation. The seasonal variation in the various chlorophyll-fluorescence
Key words: chlorophyll fluorescence, Rfd-values, ratio signatures, in the pigment content (ch orophylls and
F690/F735, photosynthetic activity, forest decline. carotenoids) and in photosynthetic activity (CO -assimilation

rate P ) between needles of healthy and damaged spruce trees
1. INTRODUCTION (PICEXABIES) of the Northern Black Forest during the spring,

summer and winter period was compared in order to determine
Red chlorophyll fluorescence emitted from green plant tissue which parameters are best suitable for physiological ground-
can be taken as an instrument to obtain an insight into the truth control.
processes of photosynthesis. The inverse relationship between
in vivo chlorophyll fluorescence and photosynthetic activity can 2. MATERIAL AND METHODS
be used to study the potential photosynthetic capacity of plants
as well as to detect damage and stress. Measurements of The development of fluorescence signatures of mainly healthy
fluorescence signatures are non-destructive ann be apflied (Althof, damage class 0/1, normal green needles, little needle
forphysiological ground-truth control (Buschmann et al., 989; loss) and of damaged spruce trees (Mauzenberg, damage class
Lichtenthaler et al., 1986; Schmuck et al., 1987). There are 3/4, 70 to 80 % needle loss, yellowish-green needles) were
several fluorescence parameters which contain differert determined during 17 months using three different fluorescence
physiological information, methods:

1) The chlorophyll fluorescence emission spectra (at room
The light-induced in vivo chiorophyll fluorescence of a temperature) induced by blue light (470 + 30 nm) were
predarkened leaf shows a transient which is known as recorded with a Shimadzu MPS 5000 spectrometer under

uorescence induction kinetic (Kautsky effect). The steady-state conditions of the chlorophyll fluorescence (5 min
fluorescence-decrease ratio (Rfd = fd/fs = fluorescence after onset of illumination) and the ratio F690/F735 calculated
decrease to steady-state fluorescence) has been established as a (Rinderle and Lichtenthaler, 1988).
vit ility index of leaves (Lichtenthaler et al., 1986; Lichtenthaler 2) The red laser-induced chlorophyll fluorescence kinetics
and Hinderle, 19'.8a,b,c). [he height of the Rfd-values (determination of Rfd-values as vitality index of needles)
(measured in the 690 and 735 nm regioas with the two- measured simultaneously at 690 and 730 nm in a portable two-
wavelength fluorometer) reflect the potential photosynthetic wavelength field fluorometer (Lichtenthaler and Rinderle,
activit of leaves. Though Rfd-values usually go parallel with 1988a,-).
the ne, CO -assimilation rates, they are a different parameter, 3) The differentiation between photochemical Q-quenching
and are :. ,ependent of the stomata opening, sign iz;ng even and non-photachemical E-quenching, the height of the
at c!osed :nct #hcr ......ph , ....... , ±i aituit,u uibe-inuuced fluorescence spikes (g-n) and the ratio
photochemcally active or not (Lichtenthaler, 1988). of maximum to ground fluorescence Fm/Fo were determined
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using the PAM-fluorometer of Walz (Sdhreiber et al., 1986; nm region is reabsorbed by the leaf chlorophylls, since the
Lichtenthaler and Rinderle, 1988a). absorption bands of the latter overlap with the emitted

fluorescence in this region. With decreasing chlorophyll
The photosynthetic prenyl pigments (chlorophylls and content, the ratio of the two fluorescence maxima, the ratio
carotenoids) were extracted with 100% acetone and the F690/F735, increases because the probability of reabso-ption is
pigments quantitatively determined using the new extinction much lower in needles with a lower chlorophyll content. The
coeffiients (Lichtenthaler, 1987). light-green, not yet fully developed needles of the youngest

needle year 1988, not shown here, exhibited higher values for
The CO -assimilation (P ), transpiration and stomatal the ratio F690/F735 (ca. 1.5-2), whereas green needles ,bowed
conductivity (gH.0O) were etermined using the CO2 /H20- values of 0.9-1.0 (Fig. 2). The older yelloish-green needles of
porometer systenmof Walz (Schulze et al., 1982). the damaged spruces also possess a lower chlorophyll content

and consequently higher values for the ratio F690/F735 (1.2-
2. RESULTS AND DISCUSSION 1.6) than the fully green needles from the healthy trees. These

differences between needles of healthy and damaged spruces
Pigment content: were larger in autumn and winter than during the new
The chlorophyll content of needles was followed from August accumulation of chlorophylls in May and June (Fig. 2). The
1987 to December 1988. The chlorophyll a+b content (per ratio F690/F735 is therefore a very suitable stress indicator of
needle area unit) of the youngest and the older needle years of the stress-induced lower chlorophyll content without the
damaged trees (PICEA ABiEs) was always lower than that of performance of pigment analysis. The values of F690/F735 are
healthy spruces. With beginning of the vegetation period in higher when the chlorophyll fluorescence is induced by blue
May the chlorophyll content of all needle years increased at light than by red light. Yet in both cases the values of this
both spruce sites. In the case of the older needles of the fluorescence ratio increase with decreasing chlorophyll content
damaged spruces, the chlorophyll content, however, decreased and photosynthetic function.
again during summer 1988 and reached its lowest values in the
winter months (Fig. 1). In leaves treated with the herbicide diuron (DCMU), which

blocks the photosynthetic electron transport chain, we also
_ 987 _ _ _ _ _ observed an increase of the ratio F690/F735 though the
i987 1988 chlorophyll content remained the same before and after the
S 0 N 0 J F H A H J J A S 0 4 0 treatment. This indicates that not only the reduced chlorophyl

,120 - needle year content of the needles of the damaged trees increases the
1987 values of the ratio F690/F735, but also the loss of the

photosynthetic function, as induced here by diuron
80 (Lichtenthaler and Rinderle, 1988b).
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Fig. 1: Seasoqal variation of the chlorophyll content (in ug I.
(a+b) per cm! needle area) of two different needle years of
healt4 (o-o Althof; damage class 0/1) and damaged spruce,"
(s.... Mauzenberg; damage class 3/4) starting in August 1987.
The large letters below and above the figure represent th,;
months August 1987 to December 1988. 0 1 6 3 r. . A...

1987 188

The needles of the damaged trees showed higher values for the
ratio of chlorophyll a/b than the needles of the healthy trees, Fig. 2. Seasonal variation of the ratio of the fluorescence
which indicates a lower amount of light harvesting chlorophyll maxima, ratio F690/F735 of two different needle years of
a/b proteins in the needles of the damaged spruces. For the healthy (o-Vo Alhof; damage class 0/1) and damagedsnruces
pigment ratio chlorophylls to carotenoids (a+b)/(x+c) we ( Mauzenberg; damage class 3/4) starting in August 1987.
found lower values throughout the year for the older needles of
the damaged spruces than for those of healthy trees, except for Rfd-values as vitality index:
the regreening period in spring. The lower values for the From the slow comoonent of the fluorescence induction
pigment ratio (a+b)/(x+c) reflect iongiasting stress events of kinetics of predarkened needles, one can determine the ratio of
the needles of the damaged trees. the fluorescence decrease (fd) to the steady-state fluorescence

(is. The values of this ratio (Rfd = fd/fs) are a valuable
Fluorescence ratio F690/F735: indicator of the potential photosynthetic activity of leaves and
The shape of the blue-light induced emission-spectra of green of a plant's vitality (Lichtenthaler and Rinderle, 1988a).
leaves or needles is characterized by two maxima in the 690
and 735 nm regions. In normal green needles a large In autumn and winter the needles of the damaged trees showed
proportion of the in vivo chlorophyll fluorescence in the 690 lower Rfd-ialues than those of the healthy trees (Fig. 3).
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During the formation of the new shoots in spring, however, the Under water stress conditions and in wintertime (December
Rfd-values of the needles of damaged and healthy trees no 1987) the stomata were closed, resulting in very low CO2-longer exhibit differences. In December 1987, with a very assimilation rates (Fig. 4). The relatively high Rfd-values at
strong frost period, the Rid-values were considerably that time indicate that the internal photosynthetic appartus was
decreased; they showed a recovery in a relatively warm January yet functional (assimilation of respiration CO ) In autumn
1988, however, and decreased again in a co!d March. These 1987 (August to October) the needles of the damaged trees
characteristics were found in the needles at the Althof and showed lower values for the CO -assimilation rate than the
Mauzenberg sites (Fig. 3). The decrease of the Rfd-values in needles of the healthy spruces. Bef'ore the formation of the new
December and March indicated a damage to the shoots in spring 1988 the healthy needles of the needle year
photosynthetic apparatus, the increase in January (warm 1986 exhibited high values for the CO -fixation, but during the
period) demonstrated the fast regeneration of the summer and autumn of 1988 the net CO -rates decreased and
photosynthetic function. The investigation thus demonstrates were more or less the same level as t&fose of the damaged
that th6e Rfd-values are a suitable parameter for screening the needles (Fig. 4). In that time the Rfd-values of the healthy trees
seasonal variation in the physiology of the photosynthetic were slightly higher, indicating that the internal photosynthetic
apparatus as well as the differences between healthy and activity was functioning better than in the damaged trees.
damaged trees.
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0 i.2LP N D F H A N 3 A S 0 N Fig. 4. Seasonal aription in the net C0 2-assimilation rate PN
1987 )988 in /mol CO,.m' 1s" ) of two different needle years of healthy

(o-o Altho?, damage class 0/1) and damaged spruces (i....Fig. 3. Seasonal changes of the Rfd-values at 690 nm of two Mauzenberg; damage class 3/4) starting in August 1987.
different needle years of healthy (o-o Althof; damage class
0/1 and damaged spruces (.... Mauzenberg; damage class In contrast to the PN rates per needle area unit the net CO2-
3/4) starting in August 1987. assimilation rate per chlorophyll content (mg C0 2.mg (a+b) .1

h' ) showed higher values for the needles of damaged trees,
From the Rfd-values at 690 and 730 nm measured with the two- indicating that the small amounts of chlorophyll in the
wavelength field fluorometer one can determine the stress- damaged needles were fully photosynthetically active.
adaptation index Ap (Strasser et al., 1987; Lichtenthaler and
Rinderle, 1988a). Green, photosynthetically active needles of Fluorescence measurements with the PAM-fluorometer.
healthy spruces showed Ap-values of ca. 0.2-0.3. The Ap-values
of the needles of the damaged trees were most of the time Fluorescence spikes (g-h): With the PAM-fluorometer one can
lower as those of the healthy ones. For Ap-values beneath 0.1 determine the chlorophyll fluorescence kinetics with short
there is usually no possibility of regeneration of the needles. satuiating light pulses given every 10 seconds. The pulse-
Such low Ap-values were only found in dying branches of induced fluorescence spikes (g-h) (Lichtenthaler and Rinderle,
damaged trees. 1988a) indicate the Q -reoxidation capacity and were higher

for normal green needles of the Althof site than those of the
From the He/Ne-laser-induced fluorescence kinetics at 690 Mauzenberg site, not shown here. These differences are
and 730 nm one can not only calculate the Rfd-values and the present in the one-year old and older needle years throughout
stress-adaptation index Ap, but from the steady-state the year, except for the regreening period in spring.
fluorescence fs in the 690 and 730 nm regioi also the ratio
F690/F735 at fs. This ratio calculated from the induction The quenching coefficients qQ and qE: From the original
kinetics has the same significance as the ratio F690/F735 PAM-kinetics we calculated the quenching coefficients for the
(calculated from the fluorescence emission spectra) described photochemical (qO) and non-photochemical auenchia.. (oE)
above. (see Schreiber et al., 1986). 'The qQ-values'of needles'of

healthy aad damaged spruces were more or less the same (0.8-
C02-assimilation rate PN: 0.9) and did not vary during the course of the year.
The photosynthetic activity per-needle area unit (PN'
determined with a C02/H2 -porometer system) was measured The qE-values, however, which indicate the energy-dependent
at light saturation and depended much on the stomata opening. quenching of the absorbed light, showed in needles of healthy
At a stomatal conductivity (gH 0) with valies of about 20-30 trees low values (0.3-0.4) in times of good photosynthetic
(mmol H20-m'2.s " ) good ne i C02-assimilation rates were activity, but were high in winter-time (0.5-0.6) (Fig. 5). In
observed and the stomata seemed to be reasonably far open. contrast, the older needles of the damaged spruces already
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The future utility of remotely sensed
data for measuring soil organic matter content
needs to be evaluated for possible use in soil
conservation monitoring programs. The basis
for this evaluation will be an accurate
measurement of the smallest differences in
soil organic matter that can be detected using
laboratory reflectance systems. In this
paper, we examine the sensitivity of reflected
radiation to organic matter content of typical
southern Ontario soils. Reflectance spectra

(470-2450nm) were collected from 174 air dried
soil samples with a REFSPEC I

A

spectrometer. The samples were collected form
four transects representing different soil
series.

The soil organic matter and clay content
of the Perth Silt Loam and Fox Sandy Loam were
negatively correlated with all reflectance
values over the 470.2450nm range. The red
reflectance values were more closely
correlated to the organic carbon contents of
all soils than were the blue, green and
infrared. Three organic matter classes ate
separable by the red reflectance on the Perth
silt loam and the Bookton sandy loam even

though the range of organic carbon content is
only 3.4 % and 3.20%C respectively. The red
reflectance could be used to separate two
classes of organic carbon in the Huron clay
loam (2.40%C) and the Fox sandy loam (6.40%C).
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SPECTRAL COMPONENTS ANALYSIS EQUATIONS
AND THEIR APPLICATION TO RICE
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ABSTRACT

Remote spectral observations expressed as vegetation indices (VI) provide information about
the photosynthetic size and net assimilate in plant canopies that permit inferences about crop
growth and economic yield. In this paper, the interrelationships are expressed in equation
form and are applied to data from an experiment conducted in 1987 at Tsukuba, Japan, with
Japonica type paddy rice (Orvza sativa L.). The vegetation indices used were the perpendicular
(PVI) and normalized difference (NDVI). The equations were validated by the data. Functional
relations were predom±nantly linear. Seasonal cumulative NDVI (ZNDVI) was more closely related
to cumulative seasonal photosynthetically active light absorption ( ESp, MJ/m2) and to
seasonal dry matter increase ( ADM, g/m2) than was ):PVI, but Z PVI related as closely
(r2=0.86) to economic yield (YIELD, g/M2) as did E NDVI (rZ=0.85). The seasonal
cumulations equivalent to area under seasonal PVI and NDVI versus time curves ("spectral
profiles") were much more closely related to YIELD than were PVI and NDVI averaged for 3 dates
surrounding heading. We conclude that the spectral components analysis (SCA) equations permit
interpretation of spectral observations of rice that are consistent with its growth and yield
in the paddy.

Key words: Rice, vegetation indices, growth, yield, spectral components analysis,
conversion efficiency, net assimilate, photosynthesis, leaf area index

INTRODUCTION
used VI are the normalized difference

Spectral components analysis (Wiegand (NDVI)(Tucker et al., 1979) and the
and Richardson, 1984; 1987) is a system of perpendicular vegetation index (PVI)
equations that interrelates spectral (Richardson and Wiegand, 1977). In Eq. [1
vegetation indices (VI); leaf area index
(L); fractional photosynthetically active Lz = h(VI) [2)
radiation, PAR, absorbed by the canopy (Fp);
cumulative daily PAR absorbed during the in which
season ( ZSp); above-ground dry matter (DM);
and economic yield (YIELD). The equations Lz = L/cos Z [3)
provide a basis for large area yield
estimates from Landsat TM and SPOT data and where Z = the solar zenith angle at the time
interface with physiological process models of the spectral reflectance observations
of crop growth and yield. The purposes of from which VI are calculated. Lz is used
this paper are to present the equations and because it is more compatible than L with
illustrate the spectral-agronomic the sun angle-dependent reflectance factor
relationships of their terms using data and PAR absorption measurements (Wiegand and
collected in 1987 at Tsukuba, Japan, for 13 Richardson, 1987).
treatments of paddy rice that consisted of Fractional PAR (400-700nm) absorbed (Fp)
incomplete combinations of 3 cultivars, 6 by rice canopies can be expressed (Wiegand
nitrogen (N) application rates and 2 et al., 19 ) by
transplanting dates. Fp=0.9510.96-0.06 exp-0.5(Lz)-0.9

THEORY exp-0.45(Lz)]. [4]

The equation (Wiegand et al. 19 ) Daily absorbed PAR, Sp (MJ/day) is
defined by

Fp = g(Lz) = g(h(VI)) = f(VI) [1] Sp =S * 0.48 * Fp =Sp' * Fp (5]

shows that Fp can be estimated from remotely
observed vegetation indices (VI). Commonly where S = daily incident shortwave
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(300-2800nm) radiation (MJ/day), , vnp. 1987 (day of year, DOY 141 and 162,
and CC -.tively). Nitrogen was applied at

0.48 = the fraction of daily of 0, 2, 4, 6, 8 or 12 g/M2 for the
shortwave radiation at Tsukuba, ' plots. Incomplete combinations of
Japan, that is PAR (Group I, 1985). t. I Its resulted in a total of 13

The equation co. .tions of cultivar-planting
date-tertility treatments.

YIELD :" q(r(s(EVI))) = p(EVI) r6] Abo,eground dry phytomass (DM) was
measured weekly (19 dates) and leaf area

in which YIELD = q(DM2-DM1), DM2-DM1=r(ESp) index was mesured on 7 dates beginning with
and t Sp = s(EVI) explains why grain yield the fifth date of DM observations. Grain
(YIELD, g/ml or kg/ha) should be estimable yield (YIELD) was determined by harvesting
from the a;'ea under seasonal VI versus time 36 hills at each of 4 sites within each
curves or 'spectral profiles". Eq. [6] can treatment.
be implemented for any seasonal interval of Daily shortwave radiation, S (MJ/day)
interest; hoiever, economic yield is usually was measured by the Division of
determined it harvest. Thus DM2 is Agrometeorology, NIAES, Tsukuba. Fp was not
abcvalround dry matter (kg/M2) at harvest directly measured. The equation of Horie
and DM1 is aboveground dry matter at and Sakuratani (1985) was modified to
transplanting (kg/M 2), a number so small express Fp in terms of PAR and Lz as given
that it can be ignored. Thus in Eq. [61 the by Eq. (4].
slopes of the functional relationsips Bidirectional reflectance factors were
designated by q, r, s and p are, measured on 10 dates during the season using
respectively, the harvest index, the a spectroradiometer (Shibayama et al., 1988)
efficiency of conversion of PAR to dry that had a 150 field of view. Measurements
matter, the efficiency of absorption in were made from 2.5m above the rice canopies
terms of photosynthetic size of the canopies at 5nm intervals over the wavelength range
expressed by V!, and the yield efficiency in 400 to 900nm. The bidirectional reflectance
terms of photosynthetic size of the canopy. factors (%) for narrow bands centered on
Eq. [6] is most appropriate for intensive 840nm and 660nm were used; they are
ground studies where weekly or 10-day designated R840 and R660 in the equations
interval measurements of DM, VI, and L that define PVI and NDVI.
provide the seasonal patterns and smoothing The weekly DM and vegetation indices,
algorithms produce daily estimates of these and the biweekly L measurements were used in
variables to use in the cumulations. Daily third to fifth degree polynomial equations
Fp from Eq. [4] times daily incident PAR of the form
flux (Sp',MJ/day) defines Sp in Eq. [5) that
is cumulated in Eq. [6]. Y = exp (Ao + Alt + A2t2 + A3t3 ...) [9]

For large area applications, simpler
equations are needed. If observations are in which t = DOY/200; Ao, Al, A2, A3, and A4
acquired for cereals between late vegetative are the coefficients; and Y designates the
development (stem elongation) and mid respective dependent variable, DM, L, PVI or
reproductive (milky grain) development NDVI. There were separate equations for
stages when L is at its maximum for the each of the four variables for each of the
season and relatively unchanging, 13 treatments. These equations provided

daily values of DM, L, PVI and NDVI for the
YIELD=k(Lz) = k(h(VI)) = j(VI) [7] cumulations of Eq. [6].

Experimental procedures are reported in
is applicable. The YIELD = j(VI) functional more detail by Shibayama et al., 1988; 19
relation can be established for production
areas of interest from current ground or RESULTS
satellite spectral observations ard YIELD
samples from representative commercial In the results we will emphasize the
fields. comparison of functional relationships in

If observations are known to have been the various equations and equation terms for
acquired at heading (h), then the equation NDVI versus those for PVI. For 73

observations up to heading, the functional
YIE.,D = n(DMh) = n(o(VIh)) = m(VIh) [8] relation of Eq. [2] was

has utility because for cereals YIELD is Lz = 0.022 PVI1 .7 [2a]
usually proportional to DMh. Thus if a (n = 73, r2 = 0.94)
vegetation index exists that can estimate
DMh satisfactorily, a separate estimate of where PVI = 0.778 (R840) - 0.628 (R660) -
YIELD from DMh can augment the one directly 1.35 (Shibayama et al., 1988). For NDVI

(n = 73, r2 = 0.94)
EXPERIMENTAL PROCEDURES

where NDVI = (R840 - R660)/(R840 + R660).
Three cultivars (Kosihikari, Nipponbare, Since PVI and NDVI each accounted for 94% of

and Shinanomochi) of lowland rice (Orza the variability in Lz, one can anticipate
sativa L.), Japonica type, were grown in that they would also be similarly related to
concrete-lined paddies in rows 0.25m apart other variables as well.
in hills of three plants spaced 0.18m The relation, Fp = f(VI), of eq. [1] for
apart. Transplanting dates wore 21 May and both ]?VI and NDVI was obtained by inserting
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the expressions of Eqs. [2a] and [2b] into indices. The coefficients of determination
Eq. [4] and 3olving for Fp over the 0 - 38 for data in Fig. 2 were 0.88 and 0.89 for
range of PVI and 0 - 0.96 range of NDV7. PVI and NDVI, respectively, during the
These Fp esnimates are used, in turn, in Eq. vegetative development phase and 0.80 and
[5] for tht Sp cumulations of Eq. [6]. The 0.94, respectively, from transplanting to
terms in Eq. [6] that contain DM, and the physiological maturity of the grain. The
vegetation indices PVI and NDVI are r2 = 0.94 between NDVI and ADM over the
implemented by using the daily estimates of whole season merits comment. Rice canopies
these variables from Eq. [9). remain photosynthetically active right up to

Figure 3. displays three of the terms of harvest as evidenced in this study by green
Eq. (6] for three separate growing season leaf area indices in excess of 1.0 in some
intervals. In Fig. la the ESp=s(ZVI) term treatments at harvest. Even though the DM
is shown for PVI and NDVI in separate graphs increase after anthesis is due almost solely
for each of the three growing season to grain enlargement, the close association
intervals and in Fig. lb the ADM = r(ESp) between DM increase and photosynthesis
term is shown for the same three intervals, continues as during vegetative development.
The three intervals were the first three This explanation of the high correlation
weeks after transplanting (DOY 141-161 and between ADM and ZNDVI in Fig. 2b is
162-182, respectively, for early and late consistent with the constancy of the
plantings), tfrom transplanting to about efficiency of dry matter conversion (2.7
average date of heading (DOY 141-224 and g/MJ) during both vegetative development and
162-224), and from transplanting to the whole season (Fig. 1b) and the high
physiological maturity of the grain (DOY correlation between ZSp and ZNDVI for the
141-266 and 161-266). The scales on the whole season (Fig. la).
interior of Figs. la and lb apply to the The vegetation index data averaged for
data for the three week interval right after three dates around heading (h) and grain
transplanting. As indicated by the yield at harvest were used in the
ccafficients of determination (r2) there YIELD=m(VIh) relation of Eq. (8). The
was more variation in estimatingF Sp and ADM equations for PVIh and NDVIh were
from PVI than from NDVI. There is a range
among the 13 treatments in ESp, ADM, EPVI YIELD (g/mZ)=253.8 + 16.9(PVIh) [8a]
and ZNDVI attributable to differences in n=13 r2=0.63
growth among treatments in response to N YIELD (g/m2)=270.4 + 1066.7(NDVIh) [8b]
fertilization. The first transplanting also n=13 r2=0.45
achieved a higher L than the second
transplanting. These results are much poorer than those in

The slopes in Fig. la are the efficiency Fig. Ic for the Eq. [6] relation, YIELD=p
of PAR absorption in terms of the (E VI) and indicate the superiority of YIELD
photosynthetic size of the canopies estimates from area under the seasonal VI
(MJ/m2/vegetation index unit). In Fig. curves over those from VI at one particular
ib, the slopes are the efficiencies of time during the growing season. Since the
conversion of absorbed PAR to dry matter three-date average VI used in this case were
(kg/HJ in the figures). For NDVI the obtained between stem elongation and milky
conversion efficiencies were the same (2.7 grain stages of crop development specified
g/MJ) for the two later growth periods, but for Eq. [7], these particular results could
for PVI the efficiency was 3.0 g/MJ from also be considered the YIELD=j(VI) relation
transplanting to heading and 2.4 g/MJ from of Eq. (7].
transplanting to physiological maturity. For the data of this study, the

Figure lc shows that in spite of the YIELD=n(DMh) relation of Eq. (8) was
differences for PVI and NDVI in Figs. la and
1b, the seasonal cumulation of PVI and NDVI YIELD (g/m2 )=254.2 + 435.1(DMh) [8c
had about the same coefficient of n=13 r2=0.92
determination versus economic yield (0.86
and 0.85, respectively). These results show and the DM=o(VIh) relations were found to be
that there is a useful relation between the
area under the seasonal vegetation index DMh=-0.0064 + 0.039(PVlh) [8d]
curve and economic yield. This relation is n=13 r2=0.69
useful for large area yield estimation where
functional relations can be developed for and
production areas of interest from periodic
satellite observations and yields reported DMh=-I.09 + 2.31(NDVIn) l8e]
by farmers or those obtained directly by n=13 r2=0.43.
sampling a number of fields.

Another relation from Eq. (6] that is of Substitution of [8d] and [8e] into [8c]
inte -st (Fig. 2) is produces the

YIELD=n(o(VIh) relations of Eq. (8],
aDM =r(s(ZVI)), [10]

YIELD=251.4 + 16.97 (PVIh) [8f]
derived from the ADM = r(zSp) andzSp = s and
( Z VI) components of Eq. (6] shown in Figs YIELD=-220.1 + 1005.1(NDVIh). [8g]
lb and la, respectively. This equation
shows how Z Sp can be eliminated to express Within the experimental errors associated
the relation directly between plant dry with [8c], [8d], and (8e], equations [8f]
matter changes and cumulative vegetation and [8g] predict the same values of YlELD
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that Eqs. [8a] and [8b] do, as Eq. [8] (1)Relation between absorbed solar
requires, radiation by the crop and dry matter

As shown in Fig. 2, DM from production. J. Agric. Meteorol.
transplanting through heading (DOY 224) 40:331-342.
could be estimated by Eq.[10] as

Richardson,A.J. and C.L.Wiegand. 1977.
DM(g/m 2)=74.0 + 0.81(EPVI) (10a] Distinguishing vegetation from soil

n=13 r2=0.88 background information. Photogram. Eng.
and DM(g/m 2)=-.99 + 21.0(ENDVI) [10b] and Rem. Sens. 43:1541-1552.

n=13 r2=0.89.
Shibayama,M., C.Wiegand, T.Akiyama, and

Thus use of PVIh and NDVlh at heading in Y.Yamagata. 1988. Radiometric
[10a] and [10b] piedicts DMh. Then one predictions for agronomic variables of
could substitute [10a] and [10b] into [8c] rice canopies using a visible to
to estimate YIELD from DMh. mid-infrared spectroradiometer. Int.

Archives Photogramm. and Rem. Sens.
DISCUSSION 27(7B):508-517. (Proc. 16th Cong. Int.

Soc.Photogramm.andRem. Sens. Kyoto,
There is considerable flexibility in the Japan, July 1-10, 1988.)

use of the equations that constitute
spectral components analysis (SCA). One can Shibayama,M., C.L.Wiegand, T.Akiyama, and Y.
implement only those parts of the equations Yamagata. 19 . Spectral observations
of interest or that the data permit. The for est.,nating the growth and yield of
flexibility is increased if calibrations for rice. II. Application at Tsukuba,
terms such as Fp=f(VI) and Fp=g(Lz) of Eq. Japan. Jap. J. Crop Sci. (Submitted).
[1], DM2-DM1=r( ZSp) of Eq. [6], YIELD=k(Lz)
and YIELD=j(VI) of Eq. [7], and YIELD=n(DMh) Tucker,C.J., J.H.Elgin Jr., J.E. McMurtrey
and YIELD=m(Vlh) of Eq. [8] are developed III, anld C.J.Fan. 1979. Monitoring corn
for production areas of interest. The and soybean crop development with
calibrations minimize the number and kinds hand-held radiometer Spectral data. Rem.
of observations that need to be made each Sens. Environ. 8:237-248.
season.

The SCA equations help establish how Wiegand,C.L. and A.J.Richardson. 1984. Leaf
inferences about probable yields can be area, light interception, and yield
inferred from spectra] observations of the estimates from spectral components
canopies. They were devised to provide a analysis. Agron. J. 76:543-548.
basis for large arja estimation of crop
yields from spectral observations such as Wiegand,C.L. and A.J.Richardson. 1987.
those that can be made by orbiting Spectral components analysis. Rationale
satellites. Thus the relations emphasize and results for three crops. Int. J.
spectral vegetation indices and economic Remote Sens. 8:1011-1032.
yield.

Crop simulation models have been Wiegand,C., M.Shibayama, and Y.Yamagata.
developed that are also capable of 19 . Spectral observations for
estimating economic yields. They require estimating the growth and yield of rice.
soil property inputs of rooting depth and I. Constituent equations and their
plant available water, the weather inputs implementation. Jap. J. Crop Sci.
solar radiation, air temperature and (Submitted).
precipitation, and reduction factors for
applicable stresses. But it is not known
for particular fields whether they are
actually growing as the model predicts. In
contrast, the direct look at the canopies
used in spectral components analysis relies
on the plants themselves to integrate the
growing conditions experienced and to
display their responses to them through the
canopies that develop (Wiegand and
Richardson, 1984). The vegetation indices
sense the net assimilate displayed by the
canopies as expressed by leaf area index,
dry matter and photosynthetic size of the
canopies.
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Figure 1. Eq. (6) terms for the 13 treatments of this study expressed using the vegetation indices PVI and
NDVI. In parts 'a' and 'b' data are presented for three seasonal intervals: the first three weeks after
transplanting (DOY 141-161 and 162-182, respectively, for early and late plantings); from transplanting
to approximately average heading date (DOY 141-224 and 162-224), and from transplanting to approximately
physiological maturity of the grain (DOY 141-266 and 162-266). The interior scale applies for the three
week interval right after transplanting. Part 'a' displays the Sp-s(VI) term of Eq. (6); part 'b'
displays the DM2-Dml-r(Sp) term of Eq. (6); and, part 'c' displays the right side of Eq. (6) for the
interval transplanting to physiological maturity.

.6- ¥. 0.00054X , Y.-O.0280.OZSX X

1.4 2 X 1.4- rD r.'80 x 1.r'204
n 1.2 Y- .O74 .. 08,X x 1.

I . xx I Y--O.O9s*O.O21X OX
K 81 .. K 0..89-

8 0 141-161. 162-1V 4
a 141-224. 162-224-

0. .6 .- 1 0 141-161 162-1 2

°2I0 8 40,, 8
8 JPJ I X 1 41 - M , £ Vu i

Figure 2. Dry matter changes for the same ,hree seasonal intervals of Fig. 1 versus ZPVI and ZNDVI as
expressed by Eq. (10), ADM-r(s( VI)). This relation is the product of the DM-r(ESp) and Sp-s(EVI)
terms shown in Figs. lb ard la, respectively.
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Figure 1. Eq. (6) terms for the 13 treatments of this study expressed using the vegetation indices PVI and
NDVI. In parts 'a' and 'b' data are presented for three seasonal intervals: the first three weeks after
transplanting (DOY 141-161 and 162-182, respectively, for early and late plantings); from transplanting
to approximately average heading date (DOY 141-224 and 162-224), and from transplanting to approximately
physiological maturity of the grain (1OY 141-266 and 162-266). The interior scale applies for the three
week interval right after transplanting. Part 'a' displays the ESp-s(EVI) term of Eq. (6); part 'b'
displays the DM2-Dmi-r(zSp) term of Eq. (6); and, part 'c' displays the right side of Eq. (6) for the
interval transplanting to physiological maturity.
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Figure 2. Dry matter changea for the same three seasonal intervals of Fig. 1 versus EPVI and ENDVI as
expressed by Eq. (10), ADM-r(s( VI)). This relation is the product of the DM-r(ESp) and ESpss(EVI)
terms shown in Figs. lb and Is, respectively.



684

UTILISATION DES MESURES RADIOMI9TRIQUES DE TERRAIN
POUR LA CARTOGRAPHIE SATELLII'AIRE DES SOLS

D'UNE REGION SEMI-ARIDE DU MAROC

HINSE* Mario, Q.H.J. GWYN*, A. MERZOUK**, F. BONN*

*Centre d'applications et de recherches en t~l~d~tection, Universit6 de Sherbrooke,

Sherbrooke, P.Qu6., Canada, JIK 2R11, til. (819) 821-7180, telex 05-836149, fax (819) 821-7238
** Institut agronomique et v~t~rinaire Hassan 11, D~partement des sciences du so],

B.P. 6202, Rabat -Instituts, Maroc, t~I. 717-58/59, telex: Agrovet 31873 M, fax 798.85

Mats clefs: Radiomitrie de terrain, spectroradiom~tre, p~dologie, milieu semi-Bride, Landsat TM

R~sum6 cartographie satellitaire des sols d'une r~5gion semi-aride du nord
Maroc. Ces mesures radiomdtriques de terrain reprdsentent une

Dans le cadre d'une 6tude sur la cartographie satellitaire des sols dtape priliminaire A la rdalisation d'une classification numdrique.
d'une rdgion semi-aride du nord Maroc, une campagne de mesures SECTEUR D'tTUDE
radiomdtriques sur le terrain a dt rdalisde. Le but de coe
campagne est de caract~riser les types de sols par leurs propridtds Le secteur d'dtude couvre la region de Settat-B'Hammed situ6 dans
spectrales et de ddmontrer l'effet de param~tres p&Iologiques sur la partie septentrionale du Maroc, 75 km au sud de Casablanca.
les r~flectances enregistrdes. Les mesures de rdflectance C'est une zone de plaine et de plateaux h vocation agricole de
bidirectionnelle ont 6de effectudes avec un spectroradiom~tre dans la culture cirdalire et maralch~rc.
gamme de 400-1100 nm. Les principales classes de sols du
secteur dditude sc distinguent par leurs propridtis spectrales. Lecs Les sols ont did ichantillonnds A partir de la carte pddologique au I/
bandes spectrales du rouge et de l'infrarouge sont les bandes les 100 000. Ils sont compris, h l'intdrieur de 6 grandes classes de sols
plus utiles a discriminer les diffdrentes classes. Des relations (Classification ftanqaise CPCS et Aubert). Ce sont les classes de
dvidentes ont dtd ddmontrdes entre la rdflectance et Ia couleur des sols mnindraux bruts, les sols peu dvoluds, les vertisols, les
sols, le taux de mati~re organique, le pourcentage d'argile et 1'dtat calcimagndsiqucs, les isohumiques et les sols A sesquioxyde de for.
de ]a surface des sols. Les calcimagndsiques, les vertisols et les isohumiques reprisentent

plus de 70 % de la surface du pdrim~tre dditude. Ces sols se sont
Abstract ddveloppds A partir do 9 grands types de matdriaux roche-tnre. Ce

sont les marno-calcaire, les argiles rouges, les roches calcaires, les
Radiometric studies of the soils in the semi-arid region of Morroco schiste grdseux, les calcaires grdseux encroutds, les formations
have been made as part of a project to map soils using Landsat superficielles limoneuses rouges et les formations h sables
images. The purpose of the study was to measure the spectral silicicux, les roches calcaires dures et les conglomdrats mio-
properties of the soils and compares these with their physico- plioc~ne.
chemical characteristics. Bidirectional reflectances were mesured
with a spectroradiometer in the range of 400-1100 nm. The MATtRIELS ET MtTHODES
principal soil classes can be distinguished by their spectral
signatures. The red and infrared bands are the most useful Les donndes spectrales ont dtd recueillies; fors d'une campagne de
discriminators, The reflectance is most clearly correlated to the sodl terrain du 15 septembre au 15 octobre 1988. L'appareil utilisd est
colour, organic matter content, clay content and the surface un spectroradiom~trc SPECTRON qui mesure une intensitd
charachteristics. d'dnergie lumineuse en fonction de Ia longucur d'onde (IiW/cm'2).

L'instrument est sensible aux longueurs d'onde comprises entre

INTRODUCTION 400 et 1100 nm avec un pas d'dch anti llonnage de 2,6 nm.
L'appareil comprend deux composantes, Ia premi~re est une ,te de

L'application de la tdldddtec,ion I 1dtude des sols contribue ddtecteurs (photodiodes) aver un angle d'ouverture possible de 1
l'identification des types de sols en vue dr, leur cartographic et elle et 10 dcgrds.. La seconde est un micro- processeur contr6leur qui
apporte une information complfnentaire dans le but de prdciser les traite et enregistre Ic signal.
caractdristiques p~lologiques eu so]. Plusieurs auteurs (Cipra et Toutes les mcsures ont d,6 prises de fagon perpendiculaire et A une
al., 1980, Baumgardner et al., 1985; Mulders and Epema, 1986; dsac o2i udsu usl 'nl 'uetr eIapri
Coleman and Montgomery, 1987) ont ddmontr6 lutilit6 des dtitc de 2* ma aurfce duisoe e'nglme d'ovetre lappasreils
propridtds spectrales dans l'dtude des caracidristiques physiques et tide1.Lasrcepsenco teasIamuret
chimidques des sols. fls ont trouvd des relations entre les valeurs de d'environ 0,12 in

2. Dans le but d'6viter un effet rasant de
r~~~fe,..tance~~~~~~u ciuccts~~c C~ Je cuc tit~jrsC C nmjris

rei-tnespettrorailvmetnque et le taux de matiere orgaiiique, la entre60h0 et 15Sh30. Deux rdpdtitions de mnesures ont dtd rdalisdes
teneur en eau, la couleur des sols, Ie taux de calcaire et Ia teneur uchqest--its.Lfaerdedlcan bietonl

d'oxde e fo prsentdan le ol.(BRF) a dtd ddtermind en procddant A deux mesures consdcutives
Le but premier de Idtude est de caractdriser les types de sols d'une pour chaque cible visde, soit une dans Ia direction de ]a surface et
rdgion semi-aride par des valeurs de rdflectance acquises sur le I'autre en direction d'une surface de reference. La valeur relative de
terrain, deuxi~mement, ddmontrer l'effet de quelques param~tres la rdflectance bidirectionnel enregistrde est domnde par:
physiques et chimiqucs des sols sur les courbes de rdfleciance. R (%) = r ( t )Is ( t ) 100()
Cette etude s'inscrit dans le cadre d'un programme sur la
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O R reprdsente la rdflectance de la surface visde, r est la reponse ddpression gdralisde entre 900 et 975 nm. L'amplitude des
de l'appareil sur le site, t dtant le temps d'ouverture d'intdgration courbes de rdflectance est ddpendante des propridtds lides aux dtats
donn6 par l.appareil et s Ia rdponse de la surface de rdfdrence. Un de la surface et des caractdristiques physico-chimiques du Sol.
total de 67 spectres de rtflectance ont dtd recucillis. Le tableau I
montre la rdpartition des sites scion leurs appartenance aux La figure 2 prisente les valeurs de rdflectance moyenne des !:ix
diffdrentcs classes de sols inumdr~es pricddenent. classes majeures de sots . Les donndes ont &t6 groupfes scion cinq

bandes spectrales. LUs quatre premitres correspondent aux bandes
Toutes les mesures ont dt6 recucillies sur des surfaces de sols nus TM du satellite Landsat. La cinquitme bande regroupe les valeurs
et secs. De conditions atmosph6riques trts bonnes en terme de de longueurs d'onde compldmentaires jusqu'A 1 100 nm. Les
luminositd et de puretd de l'atmosphtre ont permis d'acq4udrir des classes de sols se diffirencient les unes des autres A l'exception de
donndes stables La surface des sols a dtd dicrite en fonction de Ia classe des calcimagndsiques et des sesquioxydes de fer o ion
crittres qualitatifs tels que la rugositd de surface, les pratiques remarque une certaine confusion. Les vertisols prdsentent les
agricoles appliqudes, Ia pierrositd, la couleur au code de Munsell et valeurs de rdflectance les plus faibles et cc pour chaque bande
d'autres observations a caracttres topographiques et spectrale. La classe de sots des calcimagndsiques, des peu 6voluds
gdomorphologiques. et des mindraux bruts prdsentent des valeurs de rdflectance

substantiellement plus 6ldvdes que Ia classe des vertisols et des
Tableau 1 isohumniques. Ces diffdrences peuvent-8tre attribudes A Ia nature

physique et chimniquo de ces diverses classes de sols (Tableau 2), a
Distribution des sites dchantillonnis scion leur Ia couleur et aux pratiques culturales. Les bandes rouge -t

appartenance aux diffirentes classes de sols infrarouge se montrent les bandes les plus importantes pour la
discrimination entre les classes de sols. Ces rdsultats corroborent
les travaux: de Colem~an et Montgomery (1987).

Classes de sols Nombre de sites

Mindraux bruts 3
Peu tvoluds 2 0

Calcimagndsiques 40 25 n*rw ri
Vertisols 9 "6w
Isohumiques II 1 20nd-

Sesquioxydcs de fer 2

0.ws
De plus toutes les valeurs de riflectance ont dtd mesuries aux
memes licux o a furent acquis des dchantillons de sols pour une
analyse en laboratoire, lors des travaux d'dlaboration de Ia carte 0
pddologique qui se sont ddroulds du 11/01/1983 au 16/8/1984. 450 So0 050 S00 60 700 750 800 650 900 850 1000 1050 1100

Ceci permettait d'obtenir des 6ldments physico-chimiques propres TM~ IA T 1M 2 TM T4 40.11008am

aux. diffdrents sols en plus des rdponses spectrales. Ies paramttres LONOUEUR 90ONOE tnml
de sols retenus pour fin d'dvaluation sont la pierrosit6, le CaCo3
total, le taux de matitre organique, Ie pourcentage d'argile, de
limon et de sable en plus de Ia couleur. i. Vaerdsrnctcsmone u
RtSULTATS ET DISCUSSION spectroradiomitre, des classps de sols itudikes et

groupdes en bandes spectrales.
Dans le domaine spectrale explordl, l'allure gdndrale des courbes de
rdflectances suit un patron assez similaire d'une de classe de sols A
une autre (fig. I). La rdflectance augmente en fonction de la
longucur d'onde pour atteindre un maximum vers 900 nm puis Tableau 2. Valeurs moyennes des propriktis physico-
ddcroit graduellement. La formec concave des courbes est marqu~e chimiques pour chaque sol.
sur son parcours par une

0.Classe de sols I it III IV V VI
25-

Plerrositd () 21.6 22,5 3,0 10.7 4,3 85,0
CaC03 () 3,0 0 3,3 13.6 5,6 5,0
Mat. Org. () 3,6 3,26 1,4 3,5 3,6 3,1

Is Argile () 28,6 21,0 55.3 27,6 42.0 18,4
Limon () 51.4 13.3 26,0 43,8 10,6 17,1

toSable () 26,0 65,7 16,7 28,6 19.7 64.5

Classe I = Mindraux bnits 11 Peu dvolu6s III = Vertisols

400 500 6;0 7;0 8;0 260 10 00_________ Mo A, 'a -iagn4squcs " - 1sollumniques '" Sesquioxydes do frr

400 00 00 00 00 80 100 100Pour les valeurs moyennes de r~flectance des classes de sols les
LONGUEIJR DONDE (am) plus rdpandues, un test de comprasn des moyennes (t de

Fig.l. Courbe de r~fnectance caractiristique des sols student) a 6t6 effectud. Les rdsuitt dmntrent que les moyennes
de la rdgion de Settat - WHammed
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des classes de sols pour chaque bande spectrale sant diffdrentes et La couleur d'un sol a toujours dti considirde comme l'un des
significatives statistiquement ?195% A l'exception de la classes des principaux facteurs de discrimination dans les syst~nmes de
vertisols et des isohumiques aux bandcs TMlI et TM 2 qui n'ont classification des sols (Baumgardner, 1985). Solon ]a figure 4 qui
pas passdes le test (Tableau 3). illustre les variations de la rdflectance en fonction de la cauleur

d'une maine teinte mais de clart6 diffirente (la couleur des sols est
toujours rifdrencd par trois variables: la teinte, la clartd, la puretd)

Tableau 3. Rksultats du test t de student pour les on observe que cette variable est un facteur de variation dvidente en
valeurs moyennes de reflectance des classes de sols les relation avec les autres variables p~lques.

plus rkpandues
_________________________________________En radiomdtrie de terrain, la mati~re organique joue dgalement un

r6le dans les modifications de la rdflectance (King, 1985). On
CLasses de sols IV -III IV -V III -V remarque qu une teneur 6levde s'accompagne d'une dimunition de

---- --- --- --- --- --- ---- --- --- --- --- --- -- Ia refectance (Figure 5).

TNI 1 Tc=6.23>1,68 Tc=43>l1,68 Tc= -1.2>-1.86 Les classes de sols dtudiies montrent des pourcentages d'argile tits
(Horejitie) (H10 reiitfe) (H0 acceptie) varid s, on a voulu exprimd l'effet de ces taux d'argile sur les

TMI 2 Tc= 6,7> 1,68 Tc=-4,5>1,68 Tc= .1,36>-1,86 rdflectances (Figure 6). La rdflectance augmente en fonction d'une
(1-0 reIftie) (Horejktke) (H0 acceptie) dimunition de la teneur en argile prisente dans les sols, et cc pour

TM 3 Te 10.2>t1,68 Tcio6.4>1,68 Tc= -5A4<-1,86 toutes les longueurs; dande considdredes.

TM 4 e6> e 1,68 o et ) (H eit) es pr,8tiques culturales de type labour, hersage ou autres alt~rent
TM1 4efte (Ho,>l6 T r=5.9>1,6 (1-1 rl,9<ti6 leuop les rdponses spectrales enregistrdes (Stoner and Horvath,

(Ho ei~~e)(H0 ei~~e)(H 0 el~~e)197 1). Ces pratiques interviennent au nivau de la rugositd de Ia
900.1 100 Tc=8. A4.68 Tc-5,4>l,68 Tc= -2,65<-1,86 surface. Dans tous les cas observds les riflectances diminuent avec

(Ho1 rejitie) (110 relitie) (H10 rejitte) une rugositi croissante (ig. 7).

H0= Hypothises nulte i.e. g,= g2niveau d'acceptatlon = 0.05 0
Classes de sols III = Vertisots IV = Calcimagndsiques V = Isohumiques

L'observation des diffirents spectres de Ia classe de sols des
calcimagn~siques a r&616d beaucoup de variation A l'intdrieur de 0
cette maine classe (fig. 3). Trois groupes de sols calcimagndsqe USR
se distinguent clairement soit, les rendzines, les bruns calciques etIs
les sols bruns mdlanisds. Les bruns calciques mdlanisds prisentent7SY4/
les valeurs les plus foibles. C'est un groupe de sols de couleur to7S0 /
foncde (1QYR 3/2), riche en argile, pauvre en calcaire fin, peu 75A3
pierreux et dc famille A formations limoncuses rouges. Le second
groupe de sols, les bruns calcaires, sont de& sols plus clairs que les
pricuddent, de piei-rositi moyenne, moins riche en argile et0
gdndralement plus riche en calcaire (de famille marno-calcaire). 400 Soo 600 700 S00 g00 1000 1100
Ces caractiristiquent mettent en place des valeurs de rdflectance LONGUEIJRI'ONDE(am)
plus d~ldvdes. Le dernier groupe, les rendzines, sont des sols
gdndralement de couleur moyennement plus clair (1OYR 5/4 - Fig. 4. Influence de la couleur des sols sur les valeurs
7.YR 5/4) que les deux groupes pricidents, ils sont igalement de reflectance. Sols de mime teinte (7.SYR) nisis de
plus pierreux et aussi forinds sur rnatdniau marno-calcaire. clart6 dlffdrente

25330

20. 304z

e ~ 25-

IS - 20.
-M 10 U

0.. .. .. .. .. .. .. to-MV4.8%
so0 Soo m0 &00 000 700 750 800 &S10 000 000 5000o 450 %too00

1581 100 1012 T4 600-11OG..

LONGUEUR 0E0ln)

400 000 600 700 g00 000 1000 1100

Fi.3 Vaer dc r *1 *l3Ic-c lld Ut ol' groupes LONGUE.IRDOOND(m5)
de sols de la class des calcimagn~siq'ues.

Fig. 5. Effet du taux de matikre organique sur les

En dernier lieu, on a voulu vdrifier l'effet de la couleur, de Ia rdflectances
matitre organique, du pourcentage d'argile et des pratiques
agricoles sur la rdponse spectrale certains sites (figs. 4, 5, 6, 7).
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Pour 8tre plus complete cctte dtudr- nicessiterait un nombres
d'ojscrvations plus dlevies pour certaines classes de sols dtudides.

30. Il faut considdrer qu'un sal est une cible complexe qui dvolue dans
le temps et dans l'espace oii l'interactions des plusieurs param =.

2S - sont lids. Ndanmoins Ics informations qui ressortent de cette dtude
seront d'un grand recours lors de l'interprdtation des risultats

20- abtenus A partir des traitements numdriques de l'image satellite.

Ag 18.7%

kgf 42.7% REMERCIEMENTS
k9 62.5% Nous remerckcns Abdelatif Filali et Lahoucine Serraou du

Ddpartement des sciences du sal de l'institut Agronomnique et
Vdtdrinaire Hassan II pour leur participation aux travaux de tcrrain.

400 S00 600 700 So 9;0 1'0 110 Le Centre de recherche en d6veloppement international (CRDI) du
LONGUEURO'ONDEQam) Canada a subventionni cc projet (Contrat de recherche 3-P-87-

1023).
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Busis Freqmxy Analysis. EABAM, - twardsa fresh appreedh
to analyse the spectr of a absort record.

Michael P. Beddoes

ABSTRACT The left hand set of terms in (1) comprise whatis known as a "basis" set determined by T; the right
The Basic Frequency Analyser, BAFRAN, aims to hand set of terms form the non-basis set.

produce an estimate of signal spectrum from a
relatively short signal record or from equal length The Continuous Fourier transform is given by
signal records. The signal is modelled as the sum of
infinite extent complex exponentials even though the F(w) * r f(t) exp -j-t dt (2)
signal itself is known for only a brief period T.
Ideally, the spectrum detected should only include This relates a continuous (in w) spectrum to a
signal components which are multiples of 2n/T; continuous (in t) signal. If f(t) - exp jwIt,
contributions from other signal components are F(w) = 6(wI- w). Suppote we restrict the w variable
suppressed. The ideal operation has a drawbauk: a to basis frequencies only given by w1  k w 0 , (k
signal component of frequency 2n/T (part of a "basis" integer) where w° . 2v /T, then we would get a
set) will appear at the output of the analyser but a "sifted" spectrum given, by
signal comporPnt at 3n/T will be suppressed. A way 1
around this proble., is described. A strength of the F(w) = 6(w-w ) if w k we, (3)
approach is that spectrum leakage, normally = 0 for w' k wo.
encountered when taking the spectrum, is mi.'"ized.

The expression (3) is a true projection of the
Three methods to realize BAFRAN have been spectrum on the basis set of frequencies. Bafran

proposed but shortness of space only allows attempts to realize the transformation of equation (3)
description of one. In this method, multiple records using sampled signals.
are averaged to suppress non-basis components in the
signal. The method is simple to instrument. The finite Fourier Transform is obtained from (2)

by altering the limits and taking sampling into
Introduction account.

N;-I
The area of spectrum estimation is a fascinating F(k) - f(n) exp -j2 s(k (4)

one (1-5]. Here we will describe a new estimator of n0
spectrum which is, at the present, looking for an
application. Using (4), and the mono-component signal

We shall assume that the signal f(t) is given by f(n) - exp 2un/L,

N-i
FM exp -j2n N~ (kc - N/L) (5)f(t) a exp jw t + a exo jw t Flk) -0k -- k ki k 2 - - k2  k2

(1) N/L is the normalized frequency. If N/L is integer,

the monocomponent signal is basis and F(N/L) - N,
Wk- 2.k 1 / T where kI is integer, ...-2, -1, 0, 1, F(k 0 N/L) = 0. F(k) is a plausible representation of

2 ...., and T is a constant. K2 is a plus or minus the spectrum. If N/L 0 integer, none of the F(k) =
continuous variable which excludes all integers. 0, k integer, and we lose the precision in the
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representation.

The Bafran Mothod.

Corresponding samples from several contiguous 1.
equal length records are averaged.

+ 0 Figure 2 Log magnitude equation 8 for G-5l,

uniform distribution.

2a - weights for each record,
2b = log-magnitude plot.

Figure 1:

Block Diagram of apparatus to realize BAFRAN.
Fractional signal frequencies.

Let a typical signal component be
One can premultiply the f(n) with a suitable

s(n) = e j(2./L) (n+1) + k, (6) dealy. e.g. f'(n) = f(n) exp -j - n. f'(n) when
used with Bafran will return an F'(k') where the

n is the sampling index which ranSes from 0 to N-1. N spectrum will correspond to k' + . Other fractional

is the number of sampling points per record, and Lis frequency components can be similarly detected.

the wavelength (in sample points) of the

monocomponent. M is a record delay -gN, CONCLUSION

Then, the sum of the Fourier transforms of G
records Fourier transform of the sum of G records, BAFRAN aims to reproduce a spectrum from a short

record in which only basis signal terms are included.

G- I N-1 j(2v/L) (n+gN) j(2nnk)/N) BAFRAN basically models the signal as the projection

S(k,O) Z Z (e (e on the basis set of frequencies of the spectrum form
g=O n=O infinite extent exponentials. Errors in spectrum

(e j(2sgN)/L)) N (e j(2sn)( /L - k/N)) estimation produced by "spectrum leakage" should be
Z= n:O ( thereby minimized.
g=O n=0

Term I Jerm 2. (7) A method has been described which is simple to

in3trument. We programmed the method on a PDP 11;

If N/L = integer, I, then S(IG) = GN. results were plausible. There is a trade-off between

S(k/I,G) - 0. If N/L is not unity, term 2 returns a the size of the error and the number of records used

fixed value N', where I N' I < N. Term I will be the to determine the spectrum. Other methods could be

sum of unit vectors with a modulus less than G. used to realize the analyser but shortness of space

Explicitly, term I is given by prohibits description.

G-1 exp j 2- (G-l)N sin G n (NIL) (8) Ackowledgements.

eG- j2LgN/L 
=  L sir, n (N/L)

g0 FInitial experiments were conducted on a main-frame

Figure 2b gives a plot, for m51, of the decibel computer at Imperial College London, United Kingdom,

magnitude of (8) to a base of normalized frequency 1985-86. The author wishes to thank Dr. Richard

b f e 2ON/n. (8)eiyclithe s& th cespnl loe a Kitney and others on the staff at IC for assistance

basis frequency. On either sid the central lobe and discussion. A travel grant from NSERC (Canada) is
falls to minus infinity. (The plot is limited by ~ a Ake:!dc :ith gratitd...,

practical considerations to show only -36 db). Beyond

the lobe, the decibel plot rises to a pair of maxima REFERENCES

at -15 dB. Worst-case lobe response is -15 db.

1. Robinson, E.E., "A Historical Perspective of
Unequal record-weights can be used. Cancellation Spectrum Estimation", Proc. IEEE, Vol. 70, 1982,of non-basis terms can made more effective. Forpp8597escilyags02nd03

example, triangular weights give worst case lobe pp 885-907, especially pages 902 and 903.

response = -28 db.
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2. Burg, 3.P., "Maximum Entropy Spectral Analysis", 4. Ulrych, T.J., and Bishop, T.N., "Maximum Entropy
Proceedings of the 37th Meeting of the Society of Spectral Analysis and Autoregressive
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CONVERGENT FRONTS IN A PARTIALLY MIXED ESTUAkY

Anderson, J.H., Evans, H. and Djavadi, D.

Department of Applied Physics and Electronic
& Manufacturing Engineering

University of Dundee,
DUNDEE DD1 48N, Scotland, U.K.

Abstract during drought conditions in May, June and July.

Mixing of the water masses takes place but the
The use of airborne NSS data in contributing to the topography of the estuary bed and extensive sandbank
understanding of the frontal iystems and complex system can interfere with the -ixing process resulting
circulation patterns in the estuary of the River Tay in the creation of discrete water masses of varying
in Scotland is described. Particular emphasis is salinity throughout the estuary especially in the

placed on the importance of the thermal infrared data middle reaches. The highest SSCs are observed in the
in the detection of frontal systems between water central regions of the estuiry where conceitrations
masses of different salinity. The presence of lines can be as high as 200 mg 1- (or 400 ma 1- at the

of foam or debris visible at particular states of 'he turbidit maximum) compared to the fresh water igh of
tide is described and the likely mechanisms for the 10 mg 1 and the salt water norm of 10 mg 1- (with
formation of these foam lines are discussed. an exceptional 50 mg 11 after storm conditions).

Figure 1 shows the form and topography of the estuary.
This paper will be confined to discussion of the

1. Introduction frontal systems in the area shown since this
represents the area of greatest activity. The main

A striking feature often observed in estuaries is the shipping channel follows the southern shore line as
presence of lines cf foam or debris often (but not far as Balnerino, then swings northwards and broadens
always) aligned with the flow patterns within the towards the Rail Bridge. A second channel drains the
waters of the estuary or with the prevailing wind. northern tidal flats and continues past the Road

It is the purpose of this paper to review some of the Bridge before joining up with the main channel off
current knowledge concerning the nature of these foam Newcome Shoal.
lines and to discuss in particular the light which
study of them throws on the very complicated nature of

the circulation of discrete water masses of varying
salinity in the est'nary of the River Tay in Scotland.

2. Study Area

The estuary or firth of the River Tay stretches for
approximately 50 km from the City of Perth to the
North Sea. It is navigable for ships of up to 20000
tons as far as the City of Dundee and by coasters of
up to 2000 tons to the harbour at Perth. The
catchment area of the river extends to 6500 square ,

kilometers including some of the highest ground in the
U.K. and this makes it easily the river of greatest

fresh water flow in Great Britain. Tidal currents in
the estuary can be up to 5 or 6 knots during springs,
the mean tidal range being from 4.7 m (springs) to
2.5 m (neaps) The Firth of Tay exhibits a wide
variety of w:ter types ranging from pure fresh low

suspended sediment concentration (SSC) water in the
upper reaches of the estuary through brackish high SSC
water in the middle reaches to salt North Sea water of -

relatively low SSC at the mouth. The marine watei ." "
flowing into the estuary has a salinity of 35 g 1
compared to the negligible salinity of the fresh water
flow. The freshwater flow varies consid erably over
the year. The average flew rate is 198 m Is but the FIGURE 1. The area studied is indicated. It covers
maximum can rise to 1550 m Is du:ing winter and early the middle reaches of the estuary and stretches from

spring and the minimum can be as low as 15 m /s the Road Bridge to Flick Point.
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3. Data Acquisition varies with temperature for each of the years 1985 and
1986. Each point represents measurements taken at a

The study area ha3 been included in the NERC (National particular station chosen randomly in the study area.
Environmental Research Council) Airborne Campaign each It can be seen that during the autumn period in 1985
year since 1985. This Campaign uses a Piper the saltier the water the colder it tended to be
Chieftain aircraft fitted with a Daedalus AADS 1268 whereas during the spring period in 1986 the salt
scanner flown during spring, summer and autumn water tended to be considerably warmer than the fresh
periods. Weather conditions have not been too kind or blackish water. Figure 3 shows plots of SSC
in this area and so far the most successful flights against salinity for the same periods. Although the
over the Tay have been those flown during the autumn 1986 data was taken on an ebb tide and the salinity
of 1985 and the spring of 1986. 1988 data extending throughout t irea was much less than for the flood
the area of coverage while of good quality is only conditions o. 985 it can still be seen in both cases
available for low tidal conditions and is not relevant that the highest SSC's are evident for the water in
to this particular study. Concurrently with the the middle of the salinity range. This corresponds
remotely sensed data acquisition water saripling from to the water in the middle reaches of the estuary
two boats was carried out. Near surface temperature, which has been subjected to turbulent mixing and wave
salinity and SSC was determined throughout the area so action in the vicinity of the the sand banks and mud
far as possible coinciding with each aircraft sortie. flats.
Three sorties were undertaken each year covering an
ebb tide in 1986 and a flood tide in 1985. Low cloud 0

meant that data for both 1985 and 1986 was gathered
from a height of 600 m. This has the advantage that 90

a spacial resolution of 1 m is achieved but the s
disadvantage that many passes are needed to cover the
area with a resultant very large amount of data 70

processing. 6,

4. Water-truth Data

Figure 2 illustrates the way in which the salinity 30 o
0
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FIGURE 3. The upper graph shows the way in which SSC

0.0 varies with salinity in autumn 1985 and the lower the

a variation in spring 1986.

3.0

5. Aircraft Data
2.0 0 0 The positions of the frontal systems marked by lines

1.0 0 0 0 Iof foam in the study area is illustrated for a

mid-state of the tide in each year in figure 4. It

00 -siould be noted that the picture changes quite rapidly
0.0o ; , ,. throughout the tidal cycle but that in general the

7.7 7.9 8.1 8.3 8.5 8.7 *.9 9.1 9.3 9.5 9.7 areas of greatest foam line creation activity are

TEMMME (*C) associated with channels in the vicinity of sandbanks
and that flood tide activity is greater than ebb tide
activity. The numbered fronts will be referred to in

FIGURE 2. The upper graph indicates measuremants the discussion. The area between the bridges was not

taken in autumn 1985 and the lower measurements taken covered in 1986 and the area up-estuary beyond
in the spring of 1986. Balmerino was not covered in 1985.
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During windy conditions a line of foam can be
wind-stabilised and become detached from the area
where it is originated. Such a line of foam would be
aligned with the wind and would not necessarily be
associated with any change in surface conditions in
its immediate vicinity.

(4) Langmuir circulation.

This is a wind induced double circulation mechanism
which can lead to surface convergence. Lines of foam
associated with them are regularly observed aligned
with the wind direction in the waters of lochs when..the wind strength exceeds 3-4 m/s. Such foam lines
would not be associated with a frontal system and are
usually associated with fairly still waters.

7. Discussion

It has been shown by Rimmer, Collins and Pattiaratchi
that airborne thematic mapper data can be used to
quantitatively detect changes 3n salinity as well as
changes in SSC. The complicated nature and rate of

.change of the flow patterns and shallowness of the
water outside the channels in this estuary however
make direct comparison of water-truth data over the

A whole scene very difficult. With only two boats
FIGURE 4. The position of foam lines are shown for a available it is not possible in fact to gather a data
flood tide (upper) in autumn 1935 and for a spring set large enough in the short time available to enable
.ide (lower) in spring 1986 two hours from high tide. direct correlation with the remotely sensed data to be

carried out. An alternative method for detecting the
frontal systems between water masses of differing

6. Foam Line Creation Nechanisms quality was therefore used. The water-truth
measurements illustrated earlier give the picture of a

Foam lines will be created by the bringing together of partially mixed estuary which has low SSC fresh water
suspended impurities where surface waters converge, in the upper reaches, low SSC salt water near the
Such convergence can be created by a variety of outer reaches and high SSC brackish discrete water
mechanisms including:- masses in the middle reaches. In the autumn the

intruding salt water is warmer than the injected fresh
(1) Axial convergence where the driving mechanism is water and the reverse is true in the spring. The
the lateral density gradient caused by the intruding brackish water masses will in each case be at an
tidal salt water during flood tide conditions, intermediate temperature. Some complication will

arise due to heating of water flowing ovor solar
A two-celled, full-depth secondary flow mechanism has warmed sand and mud flats but it is not thought that
been proposed by Nunes and Simpson which results in this effect is a large one due to the high flow rates
surface convergence, down welling in mid-channel and and large quantities of water in the channel systems.
divergence at the bed in relatively narrow channels. These observations show why frontal systems are
Such foam lines would not have associated with them a apparent in the MSS data. A front between two water
change of salinity, SSC and temperature due to the masses of differing salinity will show up in the
presence of discrete water masses on either side of thermal infrared channel (11) with the fresher of the
the foam line and would possibly only be present two water masses appearing as the high temperature
during the 1985 tidal conditions. side of the front in the autumn and as the colder side

of the front in the spring. When viewed in the
(2) Confluencu ot water masses of differing density visible channels the side of the front with highest
caused by flow conditions near sandbanks or at the SSC will be brackish water and the water on the side
edge of the principal channels, with lower SSC will be either fresh (if warmer in the

autumn or colder in the spring) or salt (if colder in
A variety of mechanisms could be proposed here but the the autumn and warmer in the spring). In this way by
basic principle is that the saltier, denser water will examining the images produced by the data "he
sink and attempt to flow under the less dense fresh characteristics of the water masses on either side of
water causing a lowering of the surface at the front a frontal system can be inferred.
and resultant convergence. It would be expected that
the resultant foam line would have a component of Some of the foam lines indicated in Figure 4 are
velocity at right angles to the front but the flows indicated as being attached to a frontal system by the
associated with such density gradients are letter '". This indicates the high temperature side
considerably smaller than the tidal currents producing of the front and allows the identification of the
the confluence and the line of foam would be expected position of the saltier water mass. Only those
to extend along the interface of the front in the temperature differences are marked where a significant
direction of the current. Such foam lines would have change occurs over the front. The changes range from
associated with them changes in salinity, SSC and 0.10C to 3.0°C. In these cases it is suggested that
temperature across then. tho foam line is being formed at the confluence of two

water masses of differing salinity. The proximity of
(3) Foam lines which have become separated rom the sandbanks in each case tends to confirm this view.
mechanism which produced them.
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Figure 5 shows an image taken from the 1986 data ihich
illustrates such a confluence quite clearly. In this

FIGURE 7. A foam line forming on the front
illustrated by Figure 6.

FIGURE 5. A foam line formed on the confluence of two
water masses, the estuary and return seaward on the ebb. Such a

mechanism cannot at present be ruled out in the case
case the warmer and therefore saltier water is of fronts 4 since increases in salinity have been
indicated by the letter "S". In order that such a observed during ebb tide conditions at Newport Pier.
formation of a foam line could be checked an effort
was made in the summer of 1987 to detect a frontal Given the high flow rates in the channels where most
system and predict the position of the formation of a of the foam line production takes place and the
foam line. At this period of the year (July) the absence of any foam lines in the data so far obtained
fresh water is warmer than the sea water and the in the upper reaches of the estuary where little or no
salinity and temperature were measured during salt water intrusion takea place it is not possible to
traverses in the vicinity of the foam line marked "I" identify the existence of Langmuir circulation cells
in Figure 4 one hour after high water when no evidence in the estuary from the MSS data. In fact given the
of foam line production was visible on the surface. scarcity of foam lines during slack water conditions
Eventually the results shown in Figure 6 were obtained this can probably be rejected as a major mechanism
and within a few minutes the foam started to gather on within the estuary for the present.
the surface as illustrated in Figure 7. Measurements
of salinity with depth on both sides of the front B. Conclusions.
showed an increase with depth.

It has been demonstrated that the channel 11 MSS data
The situation can be seen to be quite complicated with in particular can be used to demonstrate the presence
several foam lines appearing in the data which do not of frontal systems associated with the foam lines
appear to be connected with frontal systems. It is detected in the visible data. Two types of
certainly the case that in places in the data a line mechanisms are proposed as being the main contributors
of foam can be seen to be wind-dissociated from a to foam line production - axially convergent systems
frontal system but in general a certain amount of present when a mass of salt water intrudes into a
disruption of the line is visible. The greater channel of fresher water (principally on the flood
frequency of the foam lines in the 1985 flood-tide tide but exceptionally on the ebb tide) and confluence
data is suggestive of the likely occurrence of axially systems where two water masses of different salinity
convergent fronts forming at this state of the tide. art brought together during flood or ebb conditions,
The position of such a system is likely marked by the the controlling mechanism being the flow pattern
position of the foam iihies marked 2 in mid channel generated by sandbanks or bottom topography.
near the West Naughton bank since these do not appear
during the ebb-tide. Similarly the foam line marked 9. References.
3 off Newport is a likely candidate. It is not
impossible however that an axially convergent system 1. Nunes, R.A. and Simpson, J.H., "Axial Convergence
could happen on an ebb tide under the right in a Well-mixed Estuary", Coastal and Shelf
conditions. McManus has shown that it is possible for Science, Vol. 20, pp 637-649, 1985.
a mass of salt water to penetrate up-estuary, traverse
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ABSTRACT

As part of a comprehensive estuarine management program being administered
by the U.S. Environmental Protection Agency (EPA), the nearshore habitats of
the Puget Sound area are being inventoried through the use of remote sensing
technologies. This inventory, performed at the EPA's Environmental Monitoring
Systems Laboratory in Las Vegas, Nevada, utilizes aircraft-borne multispectral
scanner (MSS) data to classify marine and estuarine habitats of the intertidal
zone.

Classification protocols developed at a test site, the Dungeness Bay area,
are detailed. A variety of pre-classification and classification techniques
are investigated at this site, for purposes of identifying an "optimal" set of
procedures. These techniques include orincipal -omponents analysis, masking of
raw data to eliminate extraneous information, classifications using combinations
of principal comoonents output channels and raw data, -is well as supervised,
unsupervised, and hybrid classification approaches. Additionally, the feasibility,
procedures, and costs of transferring the results of the classification to a
GIS system, for storage, display, and further analysis of the habitat information,
are discussed.

Protocols developed at the Dungeness site will be extrapolated to additional
t st sites for further refinement, and, ultimately, will he applied to over a
large portion of the Puget sound area.
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ABSTRACT
The use of Landsat Thematic Mapper data for mapping and monitoring of
water quality in the Oslofjord area in southern Norway have been
tested. The test area comprises a mixture of polluted fresh water
with different optical properties and sea water which sometimes has
high algal concentrations. In situ optical as well as
traditional water quality parameters have been measured and
compared with satellite data. Different models and water
classifications methods have been tested. Some of the results and
conclusions of the possibilities of using satellite data in pollution
monitoring programs is presented.

Models expressing the relationship between water quality parameters
and satellite data have been established. Mainly linear models
have been tested and significant correlations were found for the light
beam attenuation coefficients, secchi depth, turbidity and suspended
sediments. The in situ optical parameters did not correlate with
satellite significantly better than the water quality parameters.
TM band I and 3 usually contributed most to explain these
parameters, but the other bands could also contribute to the models.
Classification methods gave no new information compared with the
modelling. The distribution of the polluted river water
are easily seen and correlated with the satellite data. Algal blooms
where sometimes difficult to interpret, but during a sommer situation
interesting information of algal patchiness at the boundary to the
nutrient-rich river water where detected.
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that are able to utilize multiple-sensor
ABSTRACT images acquired by a satellite.

Such techniques constitute the main
In this paper, we present some preliminary investigation tools, which should be
results obtained by using a system able to calibrated and supported by "in situ"
integrate data provided by remote sensing measurements.
stations and oceanographic ones. In this paper, we present some preliminary
The aim is to monitor the total suspended- results concerning a system for the
matter content of sea-water (i.e., sea- integration of oceanographic data on the
water quality). total suspended-matter content of the sea
Attention is focused on some image- (as well as on the differentiation of such
processing tools, the final purpose being content between organic and mineral
the creation of a sea-water quality map substances), into data provided by high-
based on Landsat data. resolution satellite images (e.g., Spot
A segmentation technique using rank-order and Landsat sensors).
operators is presented: it allows a The main objectives of this research are:
simultaneous analysis of data provided by
different Landsat spectral bands. - to complete the information derived from
Results are discussed, and the work "in situ" measurements on dispersion and
currently in progress on the fusion of accumulation of sediments, evaluating
such results with those of an the surface distribution of these
oceanographic analysis is described, materials to a better approximation;

- to interpret the satellite images, on
KEYWORDS: data fusion, image segmentation, which maps of the total suspended-matter

sea-water quality, content of coastal waters are based.

INTRODUCTION Integration of "in situ" measurements into
remote-sensing data seems to be the best

Due to its close proximity to urban and procedure for monitoring the quality of
industrial areas, sea-water is subject to coastal waters.
increasing pollution. A first problem to be solved, when working
Remote-sensing techniques are powerful on different kinds of images, is posed by
investigation tools for rapidly acquiring the different resolutions for such images.
data and information about sea-water Hence, we have to adjust data in order to
quality and coast dynamics. reach the same resoluticn ior each image.
Such techniques make it possible to carry The major problem is one of obtaining a
out the following geological and symbolic description (e.g., by the
environmental investigations: segmentation process) of a scene acquired

by multiple sensors.
- study of sea-water quality in relation In other words, we must analyze the

to river discharges and to the influence properties of each pixel in the different
of densely populated areas; images, and try to merge them

- dispersion of sediments from river appropriately (by a data-fusion approach),
.. uthc into sea-water; if their values ate within a oredefined

- monitoring of coast urbanization; narrow range, thus obtaining regions with
- extension and erosion of shores as a uniform characteristics.

consequence of coast dynamics (currents Toward this end, we have developed a
and wave motion); segmentation technique, that is based on

- mapping of submerged vegetation, rank-order operators (Zamperoni, 1988],
and that groups neighbouring pixels with

In order to study coastal environments, similar spectral properties, examining the
some methodologies have been developed local histograms of each image.
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The output of this process (i.e., division around its starting points, applying a
of the observed zone into some regions) computed threshold to make comparisons
constitutes the basis for the construction between the pixel under investigation and
of a sea-water map. the neighbouring ones.
In the following, the segmentation These comparisons allow the pixel to be
algorithm is described, and some results properly labelled.
are reported, that have been obtained by In our opinion, the use of a single
working on Landsat images of the Ligurian threshold for the whole image might be
Sea. regarded as a drawback, which, in our
Moreover, a comparison with oceanographic system, can be overcome by means of
data is made, and the research work locally computed thresholds.
currently being done on the integration of Data coming from the different spectral
all such data is outlined, bands are utilized in a parallel way in

order to label pixels.
METHOD OF ANALYSIS The whole approach may be viewed as a kind

of low-level data fusion.
The first processing step is aimed at In more detail, the proposed system works
reducing the noise at high spatial as follows:
frequency that affects Landsat images.
In the present application (i.e., analysis each input image is divided into square
of sea-water), no fine details are present processing windows of 32x32 pixels; this
so that we can try to eliminate noise window dimension is a good compromise
effects, without addressing the problems between a short running time (which
that usually arise from smoothing edges or requires a larger window dimension) and
thin structures. the need for carrying out an analysis
Many smoothing techniques operate in such that is as local as possible (which
a way as to generate new grey levels: this requires a smaller wiadow dimension);
characteristic must be regarded as a for each processing window, a grey-level
drawback, histogram is computed, and, for each
In fact, for image segmentation purposes, histogram, the main peaks are singled
no new grey-level values should be out. As a consequence, a threshold is
generated by the operators used. computed between each pair of adjacent
The path followed to meet this requirement peaks (in this sense, we can say that
leads to use rank-order operators, which each pixel is located between its two
have proved very useful in image thresholds); this peculiarity is typical
smoothing. for each input image. The use of a
In particular, a well-known example of different pair of thresholds for each
this kind of filters for applications to pixel is a novtlty, and represents an
image processing is the median filter, adaptive chatacteristic of the
We focused our attention on the so-called algorithm;
"representative grey value" (RGV), which each pixel is labelled according to its
can be determined by analyzing the local thresholds to allow comparisons between
grey-level histogram. the pixel being labelled and its
The algorithm works as follows: neighbouring pixels that have already

been labelled. Such comparisons may give
- an n*n square proces-ing window is rise to some different situations:

considered for each pixel in the
original image; - the pixel may be regarded as the

- a histogram is derived from the grey starting point of a new region (new
values of the pixels belonging to the label);
window; - the pixel belongs to an adjacent

- the RGV is extracted from the histogram, region (propagation of an existing
and replaces the grey level of the label);
central pixel in the window. - the pixel acts as a "bridge" between

two different regions (merging of
Roughly speaking, the RGV may be regarded these two regions and inclusion of the
as the grey level associated with the current pixel in the resulting
maximum of the histogram. region).
If there is no single maximum, the
algorithm performs a local analysis in the The outcome of the segmentation process
neighbourhood of each maximum: the maximum is a large number of small regions;
whose mode contains more pixels than the therefore, a merging step is required;
others is taken as the RGV. - to perform the mergin. step, each
This procedure allows a sensible noise located small region is examined, and
reduction, together with a notable edge may be merged into a larger one if some
enhancement. oimilarity criteria are complied with.
At this point, the segmentation step is Subsequently, more restrictive
performed by a data-fusion approach. similarity criteria are considered and
In the present application, we employ a applied to merge regions with quite
region-growing operator that analyzes a large areas.
larger number of different data (i.e.,
images). All these criteria are derived from the
The basic idea of the region-growing information available, without weighting
operation is to make a region growth different parameters in different ways.
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This allows small regions to be preserved,
even when the significance of a small
region is based on only one parameter.

RESULTS

The described algorithms have been used to
analyze a Landsat MSS image of the
Ligurian Sea (Fig. 1 presents the global
scene). In the following, we consider a
zone around the estuary of the Arno river.
To analyze sea-water quality, we have
utilized bands 1 and 2: because of the low
resolution in the grey levels of the sea-
water (about 20 levels), we have changed
the grey scale to facilitate visual
analysis by a human operator.
Figs. 2 (band 1) and 3 (band 2) show the
zone examined.
Region-growing segmentation has been
performed after the filtering step,
working simultaneously on the two images:
it has furnished the map displayed in Fig.
4.
The present approach requires a very short
running time: globally, it takes about one
minute of CPU time on a Hewlett Packard
835 TurboSRX workstation. Fig. 1. The global Landsat MSS image of

the Ligurian Sea used in testing
CONCLUSIONS the system. An expansion of the

grey scale has been performed to
The proposed data-fusion approach to image facilitate visual analysis by a
segmentation has proved a powerful tool human operator.
for low-level analysis of remotely sensed
images.
The system presented in this paper is the
first step towards the integration of
oceanographic data into remote-sensing
images, the aim being the monitoring of
sea-water quality.
At present, we are working on such
information fusion, utilizing both the
results obtained by the segmentation
process and data coming from oceanographic
campaigns tFig. 5 gives an example of this
kind of data for the same zone as in Figs.
3 and 4).
Future developments will concern the
analysis and integration of pictures taken
in different seasons, or provided by
different sensors (e.g., Spot, SAR, etc.).
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ABSTRACT such systems employing multiple frequencies is
that each frequency requires separate

Many of today's typical airborne or spaceborne operotion, making it difficult to acquire
remote sensing devices are of limited use in simultaneous, multi-frequency data from a
studying soils and wetland sediments because moving platform. Therefore, initial efforts
most of these devices are relatively surface- to make such a system airborne were through the
oriented. In wetland environments, not only use of only one frequency (Fraser, 1978).
is the subsurface inaccessible, but the Multi-frequency systems soon followed, such as
sediment surface is also obscured by a layer the one used by Won and Smits (1986) for early
of wdter. The Naval Ocean Research and studies in bathymetric charting of shallow
Development Activity recently developed a rin cn.Viro~onts.
helicopter airborne electromagnetic (AEM)
system for mapping bathymetry in shallow marine In response to these findings by Won and Smits,
environments, but this system also has utility the Navy built a multi-frequency (three
in assessing a number of physical properties frequencies tunable between 90 and 4050 Hz)
of both the water and underlying sediment. The system with fast frequency - multiplexing and
system contains an electro-magnetic source for power-switching to enable data acquisition from
the production of multi-frequency eddy currents a moving helicopter platform. While this
in the underlying water and sediment material, system was primarily developed for depth
a receiver for detection of secondary electro- charting purposes, much can be learned about
magnetic fields produced by the primary cur- subsurface soil and sediment properties in very
rents, and a recording system to measure the shallow, inundated environments such as
in-phase and quadrature levels of the secondary marshes, swamps and beat bogs. Further
currents. Inversion techniques are used to analysis indicated the ability to penetrate the
determine a variety of variables including submerged sediments and determine some sediment
depth of water, water and sediment conduct- physical properties as well.
ivities, and sediment density and porosity.
This study gathered and analyzed AEM data for This study acquired AEM data over a coastal
a region around Cape Lookout, North Carolina. region of North Carolina near Cape Looknut with
Preliminary results illustrate great promise the recently developed NORDA AEM system as part
for the AEM as a tool to map bathymetry and of a collaborative prototype testing program.
characterize at least some physical properties This paper will present some of the preliminary
of water and submerged materials, results from that testing program as a means

to begin an evaluation of the utility of the
(Key words: electromagnetic method, bathymetry, sensor's ability to measure water depths in
salinity) shallow marine environments as well as to

characterize a number of water and submerged
sediment physical properties.

INTRODUCTION
APPROACH

The method as discussed in this study, often
referred to as the induction electromagnetic Site Description-The study site for this
(EM) method in mining geophysics, involves the investigation is located South of the Pamlico
propagation of a time-varying Iow-frequency EM Sound near the city of Beaufort, North Carolina
f'Ie i . ..... th e..art. mt. tcchnlog. and extending seaward around Cape Looko-t. The
in its early forms started in the beginning area is dominated by two barrier island chains,
part of this century and has been applied to coming together at a near right angle to form
a variety of geological problems. Cape Lookout, a migrating recurved spit

enclosing a quiet water lagoon. This lagoon
Typically, and especially early on, only single serves as a sediment trap for fine-grained
frequencies were used. Later, wide-band multi- clays and organic rich, suspended particles
frequency sources were employed (Ryn et al., exiting to the ocean from the Back Sound.
1972, and Ward et al., 1977). Drawbacks of Sediment types vary from predominantly organic
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materials and clays near the marshy regions to provide locational information for the measured
sand in the Back Sound to sands and gravelly data on a per second basis.
materials on the ocean side. Data Processing-Data inversion techniques

The Back Sound is a relatively shallow area similar to the classic Newton-Raphson method
behind the barrier island averaging about three were employed. In this initial evaluation of
feet in depth at mean low water, but ranging data from the prototype AEM system, the
from emergent Spartina alterniflora marshes to following five variables were derived: 1) water
natural and man-made channels up to about 25 depth; 2) water conductivity; 3) sediment
feet in depth. The ocean side of the barrier conductivity; 4) sediment density; and 5)
island drops to 40-50 feet in depth within a sediment porosity.
mile. Data for this study were collected up
to 60 feet depth several miles off the coast. RESULTS
Salinity of the water ranges from brackish near
the small upland drainage rivers to saline in Figure 1 illustrates data from the
the Back Sound and in the ocean. approximately 16 km long North-South line

(right to left in the graph) extending from the
System Specifications and Data Acguisition- North River out into open ocean. Notice the
System electronics are composed of sensor shallow bathymetry in the northern section of
electronics (e.g., transmitter, receiver, the line and the channels as one approaches the
bucking coils) and onboard aircraft electronics barrier island. "0" readings for depth
(e.g., signal processor, graphic printer, indicate emergent land. Bathymetry drops
display, recorder, and calibration). For this quickly on the ocean side and illustrates many
study we employed the 270, 870 and 4050 Hz small shoals. Water conductivity and sediment
frequencies since we wanted to focus on the conductivity exhibit wide ranges in variation
more shallow regions of study site and the in the more shallow regions of the Back Sound
higher frequencies provide for more shallow and marshy areas than on the ocean side. The
field penetration. Data waa acquired in-paase heterogeneous sediment types and shallow depths
and out-of-phase at the three frequencies. cause much of this variation. Water in shallow

tidal pools were measured up to 5S C higher in
The helicopter system was flown at a speed temperature and 2-3 times higher in
averaging 70 knots at a height of around 250 conductivity than water in more open areas
feet based on altimeter readings. A towline because of the impact from the heat of the sun
kept the sensor suspended about 100 feet below and evaporation in these places. The open
the center of the aircraft averaging a distance ocean water is more homogeneous in composition
of approximately 150 feet between the water or as is the ocean's sediment composition.
land surface and the sensor. The data rate was
set at 30 readings per second and preprocessed Figure 2 illuhtrates water depth measurements
to produce an average reading per second. The for four consecutive transects cutting across
resulting data produces a resolu-tion size of the Cape Lookout Bight. 2a illustrates each
30-40 m across track (dependent upon frequency transect independently. The "Xs" indicate
and sensor height). Along track, the ground truth depth measurements from 1:40K
resolution can be considerably better scale bathymetric maps. Correlation appears
(dependent upon data acquisition speed and exceedingly good between the AEM measurements
sampling rate). The system was calibrated for and ground truth except for a small segment
baseline drift at a height of 1500 feet. within one of the cavernous features along line

Maximum drift rates typically did not exceed 122. We feel that the AEM measurements are

5 ppm per hour. probably a more accurate depiction of the
actual depth at the time of acquisition since

Flight Line Design-More than 300 km of flight the map indicates that this is a very unstable
lines were flown in a series of equi-spaced region of rapidly changing shoals. 2b provides
parallel transects approximately 250 m apart. a somewhat better 3-dimensional perspective of
An almost near North-South orientation was the region.
chosen for the flight lines to minimize Earth's
natural magnetic forces within a line. REFERENCES

The lines were designed to cross gradients in 1. Fraser, D.C., "Resistivity Mapping with an
salinity, topography/bathymetry, and sediment Airborne Multicoil Electromagnetic System,"
type (e.g., organic vs. mineral). Two focal Geophysics, Volume 43, Number 1, pp. 144-172,
areas were chosen for illustration in this 1978.
paper. The first is an approximately 16 km
line flown from a shallow brackish region in 2. Ryn, J., H.F. Morrison and S.H. Ward,
the North River southward across channels, "Electromagnetic Depth Sounding Experiment
marshes, the barrier island and into the open Across Santa Clara Valley," Geophysics, Volume
ocean. The other focal area encompasses the 43, pp. 351-374, 1972.
Lookout Bight which demonstrates quick and
highly variable changes in bathymetry and . Ward, S.H. , D. F. rid -orc a nd L. Ri.Jo, NS
sediment type. Workshop in Mining Geophysics, University of

A mini-ranger system was employed for geoposi- Utah, p. 309, 1977.

tioning the data. Three transmitting stations 4. Won, I.J. and K. Smits, "Characterization
were strategically located across the test site of Shallow Ocean Sediments Using the Airborne
and the receiver was placed onboard the Electromagnetic Method," IEEE Journal of
helicopter. Geographic coordinates were Oceanic Engineering, Volume OE-ll, Number 1,
recorded and merged with the AEM data to pp. 113-122, 1986.
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Figure 1. Three inversion technique - derived variables - depth of water at acquisition, water conductivity, and
sediment conductivity - for line 301 depicted along a latitudinal gradient on the X-axis.
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Figure 2. Inversion technique - derived depth of water at acquisition variable for four consecutive transectsthrough Cape Lookout Bight. "X's" indicate ground truth depth values as determined by NOAA 1:40K

bathy/metric maps in 2a. 2b provides a three-dimensional perspective of these same four transects.



705

Bathymetry retrieval algorithm for coastal water [case II]
from Landsat - 5 Thematic Mapper Data

A.K. Mishra, P.N. Sridhar and K.S. Prasad

National Remote Sensing Agency
Balanagar , Hyderabad - 500 037

INDIA

Abstract: compliment or replace conventional methods
and monitoring changes in nearshore

Bathymetry retrieval by satellite topography. Essentially the passive remoteBammer retringinca eva b sate llt wsensing technique depends upon finding a
remote sensing in case II waters was found relationship between the measured waterineffecient using the existing depth and reflected radiance.

relationships between attenuation Hallada (1984) has shown that
coeffecient of water, bottom reflectance, Landsat 4 and 5 have good capability for

total incident radiation and upwelling
radiance. A study in the case II waters off mapping bathymetry and bottom cover,particularly in clear ocean areas. The
Paradip, Bay of Bengal, where average maxiuadetectablear ept with h

diffused attenuation coefficient k(0.551im) maximum detectable water depth with his
0.45 per meter) showed a linear algorithm was 21m in the blue band. He

relationship between the reflectance concludes that variations in water
(R) and the bottom depth (D). In the attenuation properties dominated residual

errors in predicted water depths less thanpresent work a satellite synchronous sea 8m. The success of remote bathymetry furthertruth study was made to develop a le ntewtretnto ofiin.I

relationship between reflectance (R) lies in the water extinction coefficient. In

and depth (D) to predict near shore clear water (extinction coefficient = 0.058
bathymetry using a statistical correlation. m-1) depths upto 22m could be measured
In this procedure we deviate, from the reliably and signals from 40m depths could
routinely used deep water signal be differentiated sometimes from deep water
subtraction method for atmospheric signals that are due to scattering only

correction, by augmenting it using the clear (Polycn, 1976).

water radiance approximation. This algorithm Most of the earlier workers
can be applied to coastal waters where the have proposed bathymetry retrieval
atenutin bal eocota isarsund w er thealgorithms for clear waters (case I), but
attenuation coeffecient is around 0.5 per majority of coastal waters fall in case II

Some byproducts of this study are where suspended sediments and dissolved
(a) an indication of the probable loss in organic matter dominate and interfere in the

the sensitivity of TM bands (b) suitability upwelling signal. There was an immediate
the band II T0.57Mm) indresence of s iaei y need for bathymetry retrieval algorithmof band II (0.7sm) in presence of diverse development in coastal waters (case II). We
atmospheric constituents. In the present have attempted to study the reflectance of
study we have attempted to use a general coastal waters of Paradip, India and presentvalue for Angstrom exponent foranagrtmfrbhmeyrtivl.S-

determination of aerosol optical thickness an algorithm for bathymetry retrieval. Sea-
which can be applied over both marine and truth collections were performed synchronous

coastal environments The results have been to Landsat (139-046) pass over Paradip.
very encouraging. Depth and water quality parameters were

collected using a pilot boat of the port
KeyWords: Reflectance,bottom depth, Angstrom authorities. Water samples were analysed for
exponent, sensitivity, TM calibrationg chlorophyll4 and suspended sediment

concentrations. A relationship was developed

Introduction: using fiftynine depth points out of which
nine were collected synchronous to the

Bathymetry charting hl satellite pass and the rest were extracted

particular is very time consuming and from a recent hydrographic chart and
expensive as there is a need for soundl.ngs corresponding atmospherically corrected

to properly delineate the depth variations reflectance values from Landsat TM Band

due to rocks,shoals and sediment which are 2. Ve have deviated from the usual practise

potential navigational hazards. With the of employing the deep water signal
advent of satellites intense interest have subtraction in the atmospheric correction

beeen shown in remote sensing methods to procedure as substantial information on
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upwelling irradiance was lost when dealing = satellite azimuth in pixel location
with coastal waters. Atmospheric Oo = sun zenith angle at pixel location
correction indicates that there may be a
loss in the sensitivity of the tncmatic Oo = sun azimuth at pixel location
mapper detector (see Table II). Our studies
reveal that single Band (TM 2) can be 2.1 Angstrom component computation:
reliable for coastal bathymetry mapping
provided accurate corrections for For atmospheric correction
atmospheric influences are performed on the procedures the water leaving radiance over
data. The algorithm needs further validation clear oceanic waters is considered f 0
in waters of different attenuation (Band 3 ; central wavelength in TM is 660
coefficients. nm). wR and wA were taken as unity. Aerosol

particles were considered as non - absorbing
2. Atmospheric correction: spheres.

Sturm (1980) discusses methods of
Atmospheric corrections for TM computing which requires a knowledge of

were based on CZCS procedures (Gordon the local meteorological visibility as a
,1983.). The radiance at sensor L ( ) is measure of the amount of aerosol haze
given by present. However some research indicates

that the wavelength dependence of tA is
L(A) LR( \) + LA(A) + Lw( /\)*TRAOZ( sA) given by:

.. . 1.
Where Lw( >), LR(A) and LA(A) are water tA (A) = (A)-" .... 9
leaving radiance, radiance due to Rayleigh
and aerosol scattering respectively. TRAoZ( In the present study an attempt has been
X,A) is the irradiance transmittance made to compute the value of Angstrom's
through the atmosphere A = cosine of view slope a and to present an value for general
zenith applications. This was extrapolated from

studies at Hanford Meteorological station
TRAOZ( A,) = exp[ tR( A)+OA*tA( A) (HMS) and Rattle snake mountain observatory

+ toz( X))] (Michalsky, 1982) for 13 days in September
to October. A mean value of a = 1.375 was

where tR, t%, toz are the optical thus computed. This a was used for computing
thicknesses of Rayleigh, aerosol and ozone the optical thickness for two CZCS scenes.
respectively, and OA is the aerosol The comparison of computed and observed
backscattering coefficient (Tanre, 1979). Angstrom values are shown in Table 1. The
For completeness of procedure the residual error obtained was negligible, we
determination of computed terms in equation further conclude that the a = 1.375 can be
1 are given below (Gordon, 1983) used for computations of aerosol optical

thickness in coastal zones, where
LR, A ) WR,A(A) tR,( A) E'o(A) * continental and maritime airmasses blend.

PR.A(Y-, +, A) / 4w ... 2

where wR( X), NR( \,V) and WA( \), PA(A,,) 2.2 Retrieval of reflectance R ( A):

are the single scattering albedo and The scattering phase
scattering phase function for Rayleigh and function for aerosol PA(Y,A) has been
aerosol respectively. computed from normalized scattering

function for aerosol (Quenzel, 1983)
Ps,A(Y-,Y+, A) = [PRA(T-, A)+(f(O)+f(eo))* considering v = 3 for aerosol type 'marine

PR,A(Y+, \)]/CosO .... 3 surface'. Using equations 1, 2 and 3 the

aerosol optical thickness at 0.660 gim has
where the solar radiation and the reflected been determined over clear ocean water. The
radiation from the sea surface are scattered optical thickness thus obtained was used
in the atmosphere at an angle q-,Y for determination of aerosol optical
respectively, thickness at 0.485 gm (central wavelength of

TM Band 1) and 0.570 Mm (central wavelength
cos Y- =-cos 8 * cos 8o - sin 8 * sin Bo * of TM Band 2). The computed radiance value

cos (0 - 0o) ... 4 and the radiance values at the sensor have

been presented in Table 2 for comparison.
cos cos Y- + 2cos e*cos8o It can be seen that there is a fall in the

(Sturm, 1983) radiance values of Band 1 and 2 of TM for
... 5 clear water. This may be due to loss in

and t R(A) = 0.00879 (A) " 4.09) ... 6 sensitivity of the detector of Landsat TM.

The radiance at the sensor LT(A)has
E'o Eo exp [-toz(1/cos~o + 1/cos8)] .. 7 been computed using

PR (i) (3/4) * (I + Cos ] ... 8 LT( (N (A) - b( g C 10
The angles needed for

atmospheric correction were computed from Where N A). g (A) and b A) are
the following parameters (Sturm, 1983) the digital counts, gain and bias
8 = zenith angle of satellite at pixel respectively and C ( A) is the calibration

location correction determined from the approximation
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of clear water radiance. Table 3. gives the a look up table (LUT) was computed
computed values along with the mean extra for pseudo color density slicing for
terrestrial solar irradiance computed by showing variations in depths. Fig. 2
weighing the Neckel and Labs (1981) Eo ( \)
with the spectral response of TM. Results and Discussion:

The reflectance R ( \)'s were readily An exotech TM field radiometer
computed from the retrieved Lw ( /\'s as was used to measure the downwelling

irradiance during satellite pass time. The
x n' Lw( ) ... 11 results are tabulated in Table V. A

R ( ) =comparison between the calculated and
(I -)MoEoTRAOz( ,uo) observed downwelling at see surface shows

considerable variation.The overall
n =1.341 and = 0.021. estimation of transmittance do not agree
Where n is the refractive index of water with the observed values particularly at

and n is the Fresnel's reflectivity.For 0.485gm and 0.6601m than at 0.570min. This
adation is the F serf recti on indicates that the band II information isvalidation of the atmospheric correction less noisy and more reliable for bathymetric

thus developed a chlorophyll retreival sdis wn core to ba and iI
algorithm [chla conc. mg/m3 = 2.76PI -0.15 studies when compared to band t and III.
where PI is the ratio of TM band I and Band The results support the view tha single
III by the authors (in prep) has been band (TM band 2) information can be used
applied and the TM estimated and ship for coastal bathymetr c mapping. Though
measured concentrations have been presented mu..il T and r on algorth s re
in Table 4. It can be seen that the multiple TM band regression algorithms are

atmospheric correction thus developed has superior to exclusive single band
wokd fecetl.regressions, our results with coastal

worked effeciently. waters of Paradip have been encouraging
and have proved that it could be used for

3.Image Analysis: such applications. The usual practice of

Image analysis was performed on improved employing the deep water signal

multispectral data analysis system - DIPIX subtraction in the atmospheric correction
which runs on ARIES userfriendly software. procedure would supress the upwelling
Cloud free thematic mapper data (Path 139, radiance in coastal waters. This is true
Rou 046) of 1 January, 1988 was used for when we relate the total reflectance (R)
Roe 046)ysis. of 16 ay, 18 wah udaa f; to the depth. The computed LR and LA values
the analysis. As sea - truth data viz; have been subtracted from the total LT
depth, suspended sediments and chlorophyll values all over the scene instead of deep
concentrations were collected synchronous water signals, considering a homogenousto the satellite pass -our aim was to aerosol distribution.

locate the station positions on our image The extension of this algorithm

using a base map. The base map with station t i e c ates requis furth

locations and depths was filmed and later to different coastal waters requires further

digitized using a drum scanner. The testing and valdation. This is due to the

digitised CCT was later loaded on to the variations in attenuation coefficients
image processing system for further encountered at different locations. A
analysis. We used the base map as the byproduct of our atmospheric correction was

information on Yhe probable loss in themaster and our image as a slave to rotate sensitivity of the TM sensor. We have used
the image. To facilitate this task we th cla wte aprxmio mtod o

located ground control points on the slave the clear water approximation method to
and master images. A polynomial transform arrive at such conclusions. We conclude that(PT) file was created along with residual single band (TM band 2) has a good
error listings. This PT file was used in a capability for mapping near shore bathymetry
resampling task to rotat ie wimage. This particularly in coastal (case 2) waters
rea task to rotaof t ehe geometrimrectis. where there is an acute need for such
task took care of the geometric correction. bathymetric profiles.

3.1 Radiometric Correction: References:

Radiometric corrections were performed on 1. Hallada, W.A. - Bathymetry analysis
VAX 11/780 system. The radiance using Landsat-4 Thematic Mapper data.
contribution due to all atmospheric Science applications researchMD, 35 pp.
onstituents were computed and the (1984)

appropriate corrections for band 1 and (1984)2. Polycn, F.O. - Final report on
band 2 were performed. Band ratioing was NASA/cousteau Ocean Bathymetry Experiment -
performed for applying the chlorophyll Remote Bathymetry using High Gain Landsat
retrieval algorithm and validating the Data, NASA-CR-ERIM-118500-1-F, 131 pp
atmospheric correction. (1976).

The ad'-moriclly orrote bad 23. Sturm B. Selected topic3 of Coastal
data was used for locating the stations. The zone color scanner (CZCS) data evaluation.
corresponding radiances were computed and a In: Remote sensing applications in marine
regression was performed with the known science and technology Ed: A.P.Cracknell, D.
depths.(See Fig.I). The relationships showed Reidel publishing company, Dordrecht, 137-
a negative correlation. Using the equation 168 (1983).
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4. Tanre D., Herman M., Deschamps P.Y.,
DeLeffe A., Atmospheric modelling for space Nave Length t'A t. residual t", t', residual
measurements of ground ref lectances Ipm) error error
including bi- directional properties. App.
Optics. 18 2ipp 3587 - 3594 (1979). 0.443 0.181 0.177 -0.022 0.364 0.406 0.115
5. Howard R. Gordon. ,Dennis K.Clark. ,James 0,520 0.157 0,142 -0.096 0.317 0.326 0.028
W.Brown., Otis B. Brown., Robert H.Evans and 0.550 0.124 0.131 0.057 0.277 0.301 0.007
William W.Broenkow Phytoplankton pigments 0.670 0.100 0.100 0.000 0.230 0.230 0.000
concentrations in the Middle Atlantic Bight I II
: Comparisons of ship determinations and Table 1: 1 Cosputed aerosol optical thickness over Western British
CZCS estimates. App.Optics. Vol 22 No Channel, Orbit No, 17997,Bay 18,19821 :U Coaputod aerosol optical
1 p 20-36 (1983). thickness over Senegal (Dakar), Orbit No. 165Z3, Date Feb 01,19821 4
6. Sturm B. The atmospheric correction of Calculated aerosol optical thickness with e 1 1.375.
remotely sensed data and the quantitative
determination of suspended matter in marine
water surface layers, In: Remote sensing in Wave LA LA TpAoz L. L iL', fro Residual
Meteorology, Oceanography and HydrologyEd. LeIqth Calculated Sensor error
A.P. Cracknell Ellis Horwood Ltd (1981). Ipl

7. Quenzel H. scattering , Absorption , j
Emission and radiative transfer in the 0.485 3.038 1.4270 0.4597 4.9247 3.8906 -0.2658
atmosphere In: Optical remote sensing of 0.570 1.434 1.0407 0.0559 2.5306 2.3450 -0.0789
Air pollution Elsevier science publishers 0..60 0.680 0.7460 0.0053 1,4313 1,4260 -0.0037
25pp (1983). 1
8. Michalsky J.J., Laulainen N.S., Stokes Table 11 L., L., I., L, and U, e in A I 8,.

G.N., and Kleckner E.W Atmospheric aerosols,
their formation, optical properties and
effects Ed: Adarsh Deepak, Spectrum press
(1982). 

Wave Length 0 b C -(PI) ;.

Fig. 1 Reflecto'nce (R) vs Depth (D) 0.485 15.55 1.830 1,266 194.40
___0.57;0 7.85 1.690 1.079 193.40

0.660 10.20 1.880 1,000 154.60
D- -288.44(R) + 19.86
"-59, r2 0.62 Table Ii:h is in countsl(lW/cmpe Srij b - countsl

,- E. i eN / cm~pe.

u ,0- - . £ '

. 0 Station Station Chlorophyll Chlorophyll Residual Att.Coeff
No. Depth Conc.Ship Cone. From error (K) SSC

p measurement TN at 0.55pe observed
2._ C' C"

6 20.0 2.3 2.1 -0.087 - -
0 O02 to- Oct Oct 7 14.7 1.2 1.4 0.166 0.20 0.60

Refloctance (R a* 0.570 micrometerm) 8 10.7 1.1 1.9 0.636 0.60 2.00
9 8.9 1.4 2.1 0.500 0.50 0.50
to 6.5 2.2 2.1 -0.045 0.50 0.70

Table IV D in meters, C' and C" are in q/3-3 and K in a-' SSC Is
tbe suspended sediment concentration in s/I.

Nave 'ength E. Tozf N&) E'o Residual
I ' ) Calculated Observed Error

0.485 101.33 81.46 -0.244
0.570 100.80 104.39 0.034
0.660 89.66 100.29 0.106

Table V. E. , E'% are in eN / cal so. E'. is the
dowuilinj ;olar irradlinci it sea surfute

Fig. 2 DIPIX output of classified image synchronous to satellite pass time measured by
showing depth vpriations. Exoteich field Radiometer.
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NORMALIZATION OF TIDAL FLUCTUATIONS FOR USE IN SATELLITE REMOTE BATHYMETRY

Wei Ji, Daniel L. Civco and William C. Kennard

Laboratory for Remote Sensing
Dept. of Natural Resources Management & Engineering

The University of Connecticut
Storrs, CT 06269-4087 U.S.A.

Abstract- Modeling in satellite remote bathymetry re- commonly used for water depth predictions in such areas are
quires a set of registered calibration water depths to essentially statistical and are often based on radiance lata from
estimate paramters of the prediction model using re- two or three discrete portions of the spectrum (commonly re-
gression analysis. However, obtaining adequate water ferred to as two and three-band models). Regardless of any
depth data concurrent with thu satellite overpass theoretical considerations on which they are based, they will
unavoidably results in errors for water depth prediction finally appear in a regression form such as the following two
intrcduced by the temporal inconsistencies between a and three-band models (Clark, et al., 1987; Spitzer and Dirks,
point-in-time image data set and a set of sample depths ".86):
taken over a span time during which the tides fluctuate Z- o +A t InXi+ A21nX 2
nearly continuously. To alleviate this problem, a time-
normalization technique was developed using NOS tide and
tables to construct a full tidal curve using the one-
quarter, one-tenth rule.This technique can significantly Z = A + Al In X
reduce the effect of tidal fluctuations on sample water
depths so that the accuracy of water depth models can where Z is the predicted water depth; X, and X. in the first
be improved, model are combinations of the Image brightness of the pixel of
Key words: remote bathymetry, satellite data, tidal ef- interest and the deep water in two different spectral bands; X in
fects, data normalization, the second model represents such a combination, but of three

different bands; A's, the parameters of the model, are the com-
Introduction bination of certain optical parameters and unpredictable factors.

Usually, a set of registered calibration water depths Is required
Reducing the quantitative error in modeling has been a basic in regression analysis to estimate parameters of the model.

task for scientists involved in satellite remote bathymetry since However, the process of obtaining an adequate sample of water
the first studies were carried out in the early 1970's. Those depth data concurrent with the satellite overpass unavoidably
studies were concerned mainly with spectral properties of bot- results in errors for water depth prediction introduced by the
tom conditions and the structure of depth-to-bottom models as temporal inconsistencies between a point in time image data
an aid in developing mathematical models for predicting water set and a set of sample d~pths taken over a span of time dur-
depth which are insensitive to variatiors of bottom conditions ing which the tides fluctuate nearly continuously. In practice,
(Polcyn and Sattinger, 1970, Lyzenga, 1977, 1979 and 1981, sample water depths are recorded over a several-hour period
Paredes and Spero, 1983, Spitzer and Dirks, 1986 and 1987, and, in fact, perhaps over several days, and almost all meas-
Clark et al., 1987). In spite of the fact that tidal height variations urements will not be collected at the moment of the satellite
introduce a compounding factor, it appears that little attention overpass. A complete sounding survey, adequate for proper
has been directed toward understanding thu effect of such fluc- calibration of a remote bathymetric model, simultaneously with
tuations on the modeling of satellite remote bathymetry. The the satellite overpass, Is logistically and economically impossi-
objectives of our study were to investigate how tidal fluctuations ble.
affect the modeling process in satellite bathymetry and to de-
velop an approach to compensate for such variations. Time normalization of tidal fluctuations

Tidal-affected modeling in satellite bathymetry To alleviate the problem of registering temporally-variant,
tide-dependent water depth measurements with a somewhat

Tides are the daily or twice daily rhythmic rise and fall of sea static satellite image of the area, a time-normalization technique
level, or waves with a length of approximately half the circum- has been developed which can be ubed to rectify, or temporally
ference of the earth (about 20,000 km) (Ross, 1977). Semidiurnal normalize, sample water depth data with predicted tidal data.
tides, which occur most commonly, typically have a period of Three procedures are utilized in this technique:
about 12 hours and 25 minutes. Tides along the coasts of the
world generally range between I and 3 meters, but can be mucn (1) Construction of the tidal curve
higher than that in some coastal areas such as the Bay of Fundy
in Canada and the Bay of Hangzho'i in China due to the ge- The location of a reference tidal station closest to the area
ographic position and geometry of the area. under study should be identified from appropriate tide tables.

The predicted times and heights of the high and low waters at
the reference tidal station on the date of satellite overpass can

Satellite remote bathymetric techniques can be applied to be found from the appropriate tide table and are used to con-
coastal shallow water areas, most of which are significantly af- struct a full tide curve by using te one-quarter, one-tenth rule
fected by daily tides. Operational models of satellite bathymetry which Is presented in such tables (Figure 1)(NOS, 1987).
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0612 Study areas and data collection
12.0

This study, a part of satellite remote bathymetry project, was
10.0 113 conducted along the coast of Connecticut (CT), U.S.A. The ref-

erence station used was at New London, CT and two subordi-
6.0 nate stations (data sampling sites) ,vere chosen at Stonington

(Fishers Island) and Noank (Mystic River entrance). Tide tables
HEIGHT 6.0 - for the east coasts of North and Sou2th America for 1988 were

EH 6. used to obtain tidal predictions for the reference station and the

4.0 time and height differences for the subordinate stations (NOS,
1987). Water depths were determined at each study site (sub-
ordinate stations) on May 9, May 13 and October 20, 1988, using2.0 an on-board recording fathometer. For each sounding, the time
was recorded in Eastern Standard Time.

0.0

-20 Data analysis
-2.0

-3.0 2 The experimental data were analyzed by comparing two datagroups with and without normalization to evaluate the tidal ef-
TIME fects on sample water depths in terms of varying locations and

(hou,,) dates. Basic statistics, maximum absolute error, maximum rel-
Figure 1. Tidal curve construction (from Tide Tables 1988, see ative error and mean relative error were used to represent the
References). 'differences between raw sample data and normalized data.

Results of the analyses are shown in the Table 1.
(2) Considerition of tidal subordinate stations These results indicate that tidal fluctuations can result in a

relative data error up to more than 30% in the study area and
For those sampling sites which are not close to the reference that tidal effects at Stonington were systematically different from

station, subordinate stations which cover the sampling area those at Noank.
should be selected from the tide table. For each subordinate
station there will be differences for times and heights of high Conclusions and recommendations
and low tides as compared to the reference station. Those dif-
ferences are used to adjust the corresponding values of the Data normalization can significantly reduce the effect of tidal
reference station to construct modified working tidal curves for fluctuations on sample water depths and will be particularly ap-
each sampling location (subordinate station). plicable for water depth data in very shallow areas. Conse-

quently, the accuracy of water depth models can be improved
(3) Normalization of tidal fluctuations by using normalized sample data.

Use of this technique assumes that the satellite overpass of Tidal effects on data sampling vary with location and time,
a study area is approximately instantaneous. This passage time and it is apparent that predictions of water depths for a given
can be obtained from the vendor of satellite data or retrieved model will be more comparable for different dates and locations
from the satellite data tape (CCT) itself. With this time in GMT, model wil bore cifer
the tidal height at the moment of satellite overpass can be read using this normalization technique.
from the working tidal curve prepared. In the same way, tidal Tidal normalizing techniques would be more valid if actual
heights corresponding to each sampling time can be obtained Tidal normain ecificueference ore o be ue
and subtracted from the tidal height at the time of the satellite tidal information for a specific reference station were to be used
overpass. The resulting negative or positive values are the cor- since direct tidal observations are more accurate than predicted
responding modifications for the time intervals between samplesites candata collection artd the satellite overpass. The sample water be obtained from an agency such as the U.S. National Ocean
depths are then normalized to levels at the moment of satellite Service.
imaging by simply adding or subtracting the corresponding The normalization technique of tidal fluctuations also makes
modifications. Tenraiaintcnqeo ia lcutosas ae

it possible to use sample depth data collected either one day
To keep time systems consistent among data collections, before or after the date of the satellite overpass by using antidreod eepiteoverpass, time systemsconsisa collecions extended tide curve. This flexibility in collecting in situ depthtide records and satellite overpass, time system conversions calibration data makes possible, as well as practicable, the col-

(e.g, GMT to EST) must be done before normalizations are car- cairtodtamkspsblswelspatcbeheo-ried out. lection of larger samples of data, thus enhancing the statistical
reliability of the remote bathymetric model.

Tablel. Errors between actual and normalized tidal heights at Noank and Stonington, CT

Dates of Water Depth Data Acquisition

May 9,1988 May 13,1988 October 20,1988
Error Noank : Stonington Noank Stonington Noank Stonington

Maximum Iabsolute 0.21 It -0.36 it -0.56 ft 1.18 ft 0.05 ft 0.76 fterror
Maximum

relative 3.7% -5.0% -6.8% 30.9% 1.5% 17.4%
error

Mean
relative 12.6% -3.0% -4.7% 8.4% 0.3% 6.0%

error
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CHANNELS OVER WATER TARGETS
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ABSTRACT This study was undertaken to investigate the potential use
of AVHRR data in monitoring water targets. An atmospheric

The capabilities of the AVHRR reflective channel data to water vapor correction was developed and applied to the
monitor phytoplankton distributions at the ocean surface are radionietrically corrected data. A factor was also proposed to

investigated To utilize this data, a procedure to correct for the adjust response according to 1,ixel position in the swath. The

effects of atmospheric water vapor and pathlengths associated processed AVHRR imagery then was segmented using a

with those pixels away from the subsatellite point was developed, supervised classification technique and compared to nearly

Data obtained with this methodology is compared with neai concurrent classified CZCS imatery. In addition, locations of red

simultaneous CZCS data and in-situ observations. The AVHRR tide in the AVHRR imagery were compared to in situ data for a
and the CZCS data were segmented into homogeneous regions 1983 red tide incident off the west coast of Florida.

using a mathematical classification technique and then compared

to determine similarity of spatio-temporal features. METHODS

Keywords: AVHRR reflective, CZCS, phytoplankton, red tide, I. Correction factors for AVHRR data

atmospheric correction. Digital data from High Resolution Picture Transmissions
(HRPT) (Figure 1) and near-coincident CZCS pigment calibrated
data (Figure 2) were acquired. The AVHRR data for the area of

the eastern Gulf of Mexico was extracted, calibrated, and edited.

INTRODUCTION In terrestrial vegetation studies, the AVHRR data is typically
displayed in 8-bit words, obtained by dropping the two least

Since the CZCS stopped broadcasting in 1984, there has significant bits (LSB) of the original 10-bit data. Unfortunately,

been a great need for a spaceborne instrument which could this is where the information for water targets is stored. This is

provide insight into the ph)toplankton distribution at the ocean done to fit the requirements of most imaging systems. The editing

surface. The data of the Advanced Very High Resolution procedures used in this study perm, the utilization of the full 10-

Radiometer (AVHRR) from the TIROS-N/NOAA-n satellite series bit resolution of the AVHRR data sets in the low albedoes

can partially fulfill this requirement. This instrument was not pertaining to water targets and compress the high albedo values

specifically designed to observe phytoplankton. In fact, its associated with clouds into narrow intervals. Specifically, albedo

primary purpose is to monitor hydrological and meteorological values greater than 22.5 are compressed into ranges of 5%

processes for environmental studies. Although the thermal bands albedoes. Values below this threshold are multiplied by 10. A

of the AVHRR are presently utilized to determine sea surface similar procedure is used for the thermal channels. The threshold

temperature (SST) (McClain et al, 1981), the reflective bands have value for the emittive channels is -4.16 OC, and the data is

limited use in oceanographic work (Gallegos, 1984). Conversely, compressed into 16 oC intervals. The resulting data exhibits a

the reflective channels have been widely employed in terrestrial sensitivity of 0.1% in the reflective channels and increments of

vegetation surveys since 1981 (Gray and McCrary, 1981). 0.25 OC for the thermal bands.
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The atmospheric adjustments were made under the There are significant distortions in the data of the AVHRR

assumptions that 1) the available solar energy is constant, 2) there because of its wide instantaneous field of view (IFOV) which

was no significant underwater reflectance contained in either of the spans 560 on either side of nadir. A correction procedure was

reflective channels, 3) Mie Rayleigh and aerosols were known developed in this study to correct for this distortion. It is based

computable constants and 4) water vapor, pnncipal attenuator at on the concept that the footprint of the instrument increases and

these wavelengths, can be estimated from AVHRR data. To changes shape from a circle to an ellipse as it moves from nadir

obtain the correction factor for water vapor a piecewise linear toward the edge of the swath. The increased area of the footprint

regression model was developed utilizing saturation precipitable results in increased radiating surfaces. Adjusted reflectance
water information from 72 upper air soundings and the responses estimates with reference to pixel position in the swath, require

of the reflective channels 1 (585 nm - 685) nm and 2 (713 nni- determination of zhe pixel size with respect to spacecraft height

986 nm) and the emittive channel 4 (10.362 nm - 11.299 nm) of above the earth, earth curvature and changes in the narr angle as it

the AVHRR. moves away from nadir. The pioposed normalihing factor is the

ratio of the nadir aiea to the area of the given pixel. The combined

The NOAA-n satellite crossing times over the Gulf of atmospheric and geometric correction procedure is applied to each

Mexico did .iot coincide with the sounding times. Therefore the pixel.

location of the air mass at the time of the satellite pass had to be
extrapolated based on local sounding information on wind velocity II. Validation of AVHRR corrected data

and direction. Radiances for the reflective and emittive channels Comparison of the capability of different satellite systems

were then extracted at that position. These data were input in to monitor a target is difficult. One approach is to classify imagery

various regression models. The model which fit the data the best from an individual system and to then compare the resulting
(r=0.83), had "adjusted precipitable water" as the dependent classified images. In this study, a supervised piecewise linear

variable and the emitances of Channel -4 as the independent classification algorithm was trained for CZCS pigment calibrated
va'iable. "Adjusted" ;s defined here to be the integrated saturation data and then for AVHRR data using observations from
piecipitable water values multiplied by the response of Channel 1. geographic locations where red tide was reported. The technique

The predicted values were used as an index that represents a which is based on a seiiiorLy logic committee approach (Lee and
measure of the atmospheric water vapor at the time of the satellite Richards, 1984) was modified and implemented on a HP 900/835

pass. by Khazenie (1987). The method segments the multispectral

8:3w U3W

30M
29Nq 2PN

27',N 27N iIt %,

Figure 1. AVHRR corrected reflective Figure 2. CZCS Pigment calibrated Figure 3. Red tide sightings off the
data (Channels 1 and 2) data October 27, 1983 Florida west coast for the
October 26, 1983 month of October 1983
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patterns in a practical, simple manner, has an adaptable committee The classified images indicate that there were spatio
size, and is linear with respect to the number of classes. Training temporal features common to both the AVHRR and CZCS data.
is computational intensive, both in time and memory requirements. These features coincided with chloropyll concentrations greater
However, once trained, the algorithm can be run on very large than 1.5 mg m-3 In some regions where the AVHRR and CZCS
images with no difficulty. Results of the classification procedure signatures exhibited the same general outline but failed to coincide
are shown in Figures 4a -4c. in a pixel by pixel basis, the differences appear to be related to

environmental changes occurring between acquisition times. The
AVHRR data presented here was collected on October 26, 1983 at

CONCLUSIONS AND RECOMMENDATIONS about 14:30 Local solar time (LST) and the CZCS on October 27,

1983 at approximately 12:00 LST.
The new editing procedures improved the sensitivity of the

reflective dannels response over water targets. The increased Comparisons between the AVHRR scene (Figure 1) and
sensitivity resulted in small fluctuations in the data over areas the ground truth locations of the 1983 red tide incident off Florida
where the signal appears flat in the 8-bit processed data. The (Figure 3), indicate that all of the ground truth stations reporting
addition of the combined correction algorithm permitted some sightings of red tide (white dots) occurred within the area of the
normalization of the spectral response of the data obtained on red tide signature identified by the AVHRR. Results from this
different dates during the study period, investigation suggest that the AVHRR reflective channel data can

be used to monitor certain concentrations of phytoplankton,

Investigation of the reflective channels under conditions of especially those above 1.5 mg m-3. This instrument can be a
clear and turbid atmospheres by Duggin et al (1982) indicates that valuable tool in tracking red tide blooms.
of the 2048 pixels contained in an AVHRR swath, only the central
512 pixels (256 on each of nadir) are free from excessive nadir The results of the normalization adjustments are promising,
angle distortion. The results obtained in the current study suggest especially over clear and semi-clear data. These techniques do not
that the range of acceptable data could be extended to at least 512 seem to work as well for areas with amounts of precipitable water
pixels on either side of nadir. Pixels exhibiting pixels numbers greater than 6.0 g kg4l . It is recommended that these methods be
greater than approximately 1600 were not utilized in this study applied to data from other oceanographic sites and tested over
because they were contaminated by sunglint. Several longerperiods of time for full validation.
normalization procedures were investigated to handle this problem.
None of the approaches provided satisfactory results and were not
included here.

L LAND U WATER U ALGAE (AVHRR and CZCS)

El ALGAE (CZCS) U ALGAE (AVHRR)

Figure 4 (a) Linearly classified CZCS data (b) Linearly classifed AVHRR data (c) Differences between CZCS and
for October 27, 1983 for October 26, 1983 AVHRR classified data



715

ACKNOWLEDGEMENTS REFERENCES

The authors would like to thank the following individuals Duggin, M.J., D.Piwinski, V. Whitehead and G. Ryland, Eva-
luation of NOAA AVHRR data for crop assessment.

and institutions who generously contributed to this investigation. Appl. Opt. 21, 1873-1875, 1982.
The Floida Department of Natural Resources and in particular Ms. Gallegos, S.C., R.S. Nerem, T.I. Gray and M.R.
Beverly Roberts for making available field records for the 1983 Helfert,Vegetative responses from a Great Banier Reef
red tide event off Florida; Mr. Dennis Clark of NOAA/Ocean surface water feature detected by Space Shuttle

photography. Technical paper 1984 ASP-ACSM Fall
Science Division for processing the pigment calibrated CZCS data; Convention, San Antonio, Texas,1984.
Ms. Kyungsook Kim of the Center for Space Research for helping Gray, T.I. and D.G. McCrary, Meteorological satellite data - a
with the data classification, the students at the Center for Space tool to describe the health of the world's agriculture, EW-
Research who contributed in one way or another to this study. N1-04042, JSC-17112, AgRISTARS Early Warning and

Crop Condition Assessment Project, U.S. Department of
Commerce NOAA, Houston, Texas, 1981.

This project was supported by the Texas Advanced Khazenie, N, Contextual Classification of remotely sensed data
Research Technology Project (TATRP) under contract # 14-9710, based on a spatial-temporal correlation model, Ph.D
the Texas A & M Sea Grant Program - Grant # 26-3904 and the Dissertation. University of Texas at Austin, 1987.

Center for Space Research of the University of Texas at Austin. Lee, T., and J.A. Richards, Piecewise linear classification using
seniority logic committee methods with applications to
remote sensing, Pattern Recognition 17, 453-464, 1984.

McClain, P.E., Multiple atmospheric-window techniques for
satellite-derived sea surface temperatures, In:
Oceanography from Space Ed: Gower, Plenum
Publishing Corp., 73-85 1981.



716

OVERVIEW AND HIGHLIGHTS FROM THE NORCSEX'88:
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ABSTRACT 10 0 0 100 200 300

This paper provides an overview of the pre-launch
ERS-1 NORwegian Continental Shelf EXperiment
(NORCSEX) carried out in March 1988 off the west coast 70'

of Norway centered at 64o30 ' N. The overall objective was
to simultaneously measure marine variables such as __\

near surface wind, waves and current and their interaction
during winter conditions by integrated use of remote
sensing and in-situ data collection. The capability of the
ERS-1 type active microwave instruments to sense these
variables was investigated by combined use of an aircraft
X- and C-band SAR, the GEOSAT radar altimeter and a 650

ship mounted X-,C- and L-band scatterometer. In-situ
collection of oceanographic and meteorological data was
simultaneously obtained from research vessels and NORCSEX
moorings. The ongoing analyses are providing STUD REGION
interesting results especially from; a) the SAR imaging of
ocean features; b) the SAR wave studies ; c) the."
scatterometer versus wind speed relationship; d) the
multisensor SAR-radar altimeter comparison; and e) the \ 600
SAR-scatterometer comparison. No rway

ERS-1, WIND-WAVE-CURRENT, DATA BASE, MULTI-
SENSOR ANALYSIS

1. Introduction
The first european Earth Resource Satellite (ERS-

1) will be launched into polar orbit during the winter of 1 cot ci
1990/91. In order to demonstrate the potential capability of '

the active microwave sensors onboard this ESA ERS-1
satellite to rr. o .ear surface wind, ocean waves and
current and iir interaction, the NORCSEX88 pre-launch FIGURF 1. ME NoRcsEx STUDY REGION
ERS-1 experanent was carried out off the west coast of
Norway (Figure 1) in March 1988. For this particular and
many other coastal regions subject to extensive cloud scatterometar. In addition a multi-platform (satellites,
cover as well as a weakening in the surface temperature research vessels, moorings) and multi-sensor sampling
gradant nrnce the npnn ieriltin fo o rt re drinr strategy provided observations of meteorological andsea'sonal warming,-theERS-1 satellite may provide the _ceanographic "ground truthed" data of near surface wind
first platform for regular observations of these marine speed, atmospheric boundary layer stability, ocean waves
variables. and current. The data collection overview is summarized

ERS-1 type remote sensing data were collected by in Table 1.
a CV-580 aircraft X- and C-band SAR, the GEOSAT radar The primary in-situ instrumentation were the
altimeter and a ship mounted X-,C- and L-band directional wave buoys (Wavescan) pruviding wave

spectral estimates, the ship- and buoy mounted hot flim

and mini-cup anemometers for atmospheric boundary
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2. Observations
TABLE 1. DATA COLLECTION OVERVIEW The characteristics of the winter environmental

conditions during the 30 day NORCSEX'88 field program

VARIABLES 1 obtained from in-situ observations and supported by the

P'LATFORIM INSTRUMENT WND IWAVE CURRENT NOAA satellite AVHRR data were; a) passages of three
GELSAT'Ot.meer ' WS He WE storms with maximum 10 minutes average wind speed of
GEOSATAiroe S A, T.E 25 m/s; b) a prevailing unstable boundary layerDMSP SSMI

NOAA AVHRR E stratification from -20 to -50 C; c) pre-dominantly

.NVAIR0 80SAR(XC LD southwesterly waves with a mean wave height ranging
CONVA0SCA Buoy + L, P mfrom 1 m to 6m and with maximum recorded waveheight of
VAVESCAN Boy SD j.L,P 10.Gm ; and d) the existence of a well defined meandering

Tubulent Flux Buoy SD frontal boundary of 3-40C between the northward flowing
CODAR s,_r Norwegian Coastal Current and Atlantic water

HAKON MOSBY. ADCP S.D accompanied by a current shear reaching 10 - 4 s -1. TheTurbulence SD
sa,rorlter S status of the simulated ERS-1 type data collection is
ship Radar reported i:n the next paragraphs.
S speed D. direction
H ave height '71 man topography a. Radar Altimeter. A location map of the GEOSAT
F. fronts E- eddies
U wavelength .. ne ground tracks for the 17 day repeat cycle covering the
H: seinifie.t,, ht P' eriod investigation area during the field program is shown in

layer wind speed and turbulence measurements, the Figure 3. The mooring site for the four Wavescan Buoys
Coastal Ocean Doppler Aperture Radar (CODAR) for located in cross-over arcs are indicated with circles. Both
surface current measurements, anchored moorings for 68.0 68.0
surface and subsurface current measurements, digitizing
of the ship X-band radar data attempted for wave studies
along the ship track, and the Acoustic Doppler Current 10
Profiler for absolute current measurements along the ship 66.0 , , "' , 66.0

track. In addition the thermohaline structure and sea .

surface temperature were continuously measured with a
towed, undulating SeaSoar and a ship mounted termistor.
Overall the intensive data collection during the one 64.0 '.:, 64.0
month field program provide a unique data base as
schematically illiustrated in Figure 2.

REMOTE SENSING IN-SITU 62.0 62.0

AIRCRAFT SARGEOSAT ALTIMETE CUP ANEMOMETERS, HOT FILM
SHIP SCAlTEROMETER RAWINSONDE. THERMISTOR

NOMAVHRR. /MSP SS\I ACPSEASOAR.o 60. 60.
AIRBORNE SLAR CURRENI'METERS6000.

CODA DAT WAVBUOY 2.014.0SHIPRDAR FATX ABOYS 4.C 6.0 8.0 10.0 12.0

SHIPRADAR BASE RIFTES FIGURE 3. GEOSAT COVERAGE

the wind and significant waveheight provided Ey the
altimeter are in favourable agreement with weathermaps

WIND-WAVES-CURRENT and in-situ wind speed and directional wave
BOUNDARY LAYER STABILITY measurements. The altimeter seems to underestimate the

WIND STRESS significant waveheight for values larger than 1 m (Figure
TEMPERATURE 4). Likewise the altimeter underestimate high wind events,

SALINITYOENSITY while rapid wind shifts are smeared out.
INTERNAL From repeated track analysis the altimeter height
WAVES measurements provide estimates of time varying

mesoscale circulation pattern with maximum surface
elevation cr, .20 m over a horizontal distance of 40 km.
This yields geostrophic current of .30 - .40 m/s. These

GEOPHYSICAL QUANTITIES patterns are mostly located on the wide continental shelf
FIGURE 2. SCHEMATIC DATA BASE in water of 300 m depth. The current magnitude agrees

with direct current measurements as well as location of
mesoscale e..Jies seen from satellite AVHRR imagery.

In this overview paper the status of the remote Provided the geoid is accurately known or that repeated
sensing observations and presentation of a few highlight track analysis with sufficient record lengthis available the
results are reported in section 2 subsequently followed by radar altimeter is capable to prc tide useful information of
a summary in section 3. the mesoscale circulation pattern along the Norwegian

Continental Shelf.
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FIGURE 4. GEOSAT BUOY COMPARISON corresponding increase In backscatter (C-band, hh
polarization) is seen to exceed 10 dB suggesting a ratio
of about one between wind speed increase (logaritmic)

6 / and backscatter increase (dB).
The results of the ship mounted scatterometer

studies are more extensively reported in; Session L2
(NORCSEX 1) paper 2; and Session L3 (NORCSEX 2)
papers 1 and 2.

13 c. SAR. The aircraft SAR investigation focused on
wave studies and ocean feature studies. In addition a ship

GEOSAT * and ship wake study using SAR was carried out (to be
presented under Session Li (SAR/Ocean) - Ship wake

2 -observations). In total SAR data was collected for 30
*hours including multi-sided flight pattern over Wavescan

Buoys, mosaic flight pattern over the ships, the moorings
and the CODAR swath, and about 400 km of GEOSAT

BUOY radar altimeter underflight.
.-- I The sea state present during the SAR wave flights

26 are summarized in Figure 6, and shows that range and
azimuth travelling waves were encountered for a variety of

More specific results of the altimeter investigation wave heights ranging from 1 m to 6m. Likewise the flights
during NORCSEX'88 are reported in; Session L2 were carried out for a significant range in the near surface
(NORCSEX 1) papers 5, 7 and 8; and Session L3 wind speed. The use of the wave spectra obtained from
(NORCSEX 2) papers 5 and 7. the Wavescan Buoys as well as the significant waveheight

obtained from the radar altimeter are important for the
b. Scatterometer. The ship mounted X-, C- and L- SAR wave studies especially focusing on the analysis of

band scatterometer imaged the ocean surface over a azimuth smearing, estimates of significant waveheight
range of incidence angles from 200 to 800. Data were spectra, and the ,801 directional ambiguity problem.
collected continuously for 15 days at winds ranging from Specific SAR oce ,n wave inve.-tigations are reported in;
calm to 25 m/s primarily at unstable stratification in the Session L3 (NORCSEX 2) papers 6, 7 and 8.
boundary layer. Under conditions when the wind and the Despite the fact that Seasat demonstrated that the
wave field in the scatterometer footprint are undisturbed L-band SAR can observe detailed structure in the
by the presence of the ship these "ground truthed" remote mesoscale circulation field, SAR has not been extensively
sensing data collected together with near surface wind used for studies of the ocean circulation processes. SAR
speed (and wind stress) can be directly used for the study backscatter maps cannot be related directly to
of the relationship between the near surface wind speed geophysical quantities, largely because of the lack of in-
and radar backscattering cross section. In Figure 5 this situ ocean circulation experiments. Consequently tae SAR
relationship is shown for selected data when the ship mosaic fl;ght experiment was conducted such that the real
crossed a sharp wind front and the wind speed increased time processed SAR data was used to guide the ship in
from about 2 m/s to 12 m/s in a 1/2 hour. The order to obtain near simultaneously in-situ meaurements

of significant structures. The ship scatterometer data can
y= 3also be directly compared with the simultaneously
y= -33.299 + 1.642X R0.5 obtained aircraft SAR data siriZ, resolution and imaging

mechanisms are approximately the same.
The SAR imagery contain several distinct features

U NORCSEX '88 SAR Wave Studies

0* 4

Range X )w X

Azimuth X X

0
30 10 log U101 0 1 2 3 4 6

2 C s 10 12 Waveheight (m)

FIGURE 5. BACKSCAffER VERSUS WIND SPEED FIGURE (. SEA STATE DURING SAR FLIGHTS
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modulated by surface current shear zones and wind
fronts. The different appearances of these features in the
SAR imagery may be utilized In a SAR classification
scheme. Ocean current modulated features are typically
seen as narrow zones of intense backscatter surrounded
by uniform weaker backscatter. Rapid wind shifts on the
other hand are clearly detected by the SAR as sudden
changes in backscatter from one intensity level to another.
In turn such zones may have impact on the sea state
leading to significant changes in wave direction and
wave height. Evidence of wave refraction by current shear
are also found. The multisensor SAR - radar altimeter
investigation is important in this analysis. Furthermore
since the boundary layer stratification is unstable the
turbulent convective cell circulation generates wind
modulated pattern on the surface that may provide
estimates of the wind direction.

Further details of the analysis of the SAR Imaging
capabilities of ocean circulation features and atmospheric
wind effects are reported in; Session L2 (NORCSEX 1)
papers 2, 3; and Session L3 (NORCSEX 2) papers 1, 2,
and 3.

4. Summary
The wind-wave-current data collected during the

multiplatform and multisensor NORCSEX'88 pre-launch
ERS-1 investigation have generated a unique data base
needed to test, improve and develop algorithms for
deriving measurements of these marine variables from
ERS-1 and other future satellites. The aim is to complete
the ongoing analysis of the pre-launch data (the next 15
papers in the NORCSEX special session) in time before
the launc" .ERS-1. The advantage of reaching final
results before launch will in turn improve the conduct of
the post-launch ERS-1 experiment as well as improving
the interpretation of the ERS-1 data. This is required in
order to prepare for operational use of the data.
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ABSTRACT will be followed by a presentation of-the current and
wind induced fronts observed. The classification of

During the Norwegian Continental Shelf Experiment the SAR observed fronts into the two categories will
(NORCSEX) simultaneous C- and X-band synthetic then be supported through comparison with an ERIM SAR
aperture radar (SAR) data were collected over fronts backscatter simulation model for the ocean.
and eddies associated with the Norwegian coastal
current. The fronts and eddies were well documented 2. DATA SETS
with respect to their meteorological and oceanographic T:ie aircraft CV-580 C- and X-band SAR observations
character. Both a current and wind induced frontal were complemented with synoptic In situ measurements
feature were observed by the SAR. Under unstable low of boundary layer oceanic and atosp'h-eric variables by
wind conditions, thq C-ba d SAR observed current shear instruments mounted on research vessels and moored
on the order of 10-3 sec- . The wind front was platforms.
separable from the SAR observed current shear by The oceanographic sea truth was obtained by the use
noting the step-like character of the boundary un the of a ship mounted thermistor (sea surface
imagery. temperature), a towed undulating SeaSoar (salinity and

temperature from the surface to 250 1), and the ship
mounted 150 KHz Acoustic Doppler Current Profiler

1. INTRODUCTION (ADCP). The ADCP provides a measure of absolute
A wind-wave-current field Investigation using current every 5 m from the surface to near the ocean

active microwave sensors was conducted on the bottom. Moored platforms included current meters and
Norwegian Continental Shelf in March of 1988 (NORCSEX pitch and roll buoys with meteorological packages.
'88). One of the primary objectives of NORCSEX which The meteorological measurements and data
was a prelaunch European Space Agency ERS-I assimilation were conducted during the entire NORCSEX
investigation was to investigate the ability of a C- field investigation period. Time series of surface
band synthetic aperture radar (SAR) to detect layer meteorological data from ship mounted sensors
mesoscale ocean circulation features, and profilers of temperature, humidity and vector wind

During NORCSEX simultaneous X- and C-band SAR data from rawinsondes were obtained. Surface layer wind
were collected over fronts and eddies associated with fluxes (i.e, dragg coefficients) were obtained from
the Norwegian coastal current. The fronts and eddies ship mounted hot-film and the use of miniature cups.
were well documented with respect to their In addition to the SAR data, other remote sensing
oceanographic and meteorologic character. For data included the ship L-, C-, and X-band
example, wind speed and direction, wind stress, drag scatterometer, German CODAR, the NOAA satellite
coefficients, surface currents, gravity waves and sea Advance Very High Resolution Radiometer (AVHRR)
surface temperature were continuously measured. imagery, the GEOSAT satellite altimeter, and DMSP

SAR detection of mesoscale circulation ftatures is satellite Special Scanning Microwaxe Imager (SSM/I).
a function of: atmospheric stability as related to sea Table 1 is a summary of the SAR flights conducted
surface temperature variations, enhanced wave breaking during NORCSEX. Note from the table that four mosaic
at the Bragg scale, slope and refraction changes of SAR flights were carried out for mesoscale ocean
the dominant gravity wave, wind discontinuity, direct feature studies. The SAR system parameters during
interaction of Bragg waves with currents, and these flights are summarized in Table 2 along with the
redistribution of surfactant material. The NORCSEX system parameters for the ship mounted L-, C-, and X-
data is being utilized to quantify each of the imaging band scatterometer. A complete description of the CV-
mechanisms discussed above. Initial analysis 580 C- and X-band SAR system is given in Ref. (1].
ind!.aa that A c4nnl m'hnin4m Anne nnt dnminate

the observed SAR signature, but rather depends on a 3. SAR OBSERVATIONS
diverse set of oceanographic and meteorologic For SAR and scatterometer imaging the ocean over a
conditions. range of incidence angles from approximately 20" to

The SAR observed ocean fronts to be discussed in 80°, the radar backscatter is principally caused by a
detail in this paper are divided into two broad resonant mechanism, called Bragg scattering where the
cateqories: 1) wind fronts with a backscatter change radar waves (and energy) are scattered by surface
of 7-10 dB; and 2) current fronts with a back'catter waves of approximately the same wavelength [Ref. 2].
change of 2-4 dB. In this paper we will first These short surface waves are modulated by air-sea
describe the SAR data collected durinq NORCSEX. This interaction processes, by long wave-short wave
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TABLE I. CY-S0 SAR FLIGHT SUMMARY The distinct frontal features imaged by the
aircraft SAR on 13 and 17 March are enlarged and shown

AtE FLIGHt CPLNMEEGATA in Figures 3 and 4, respectively. The SAR front A
MARCH 1988 PAPTERN INAESTIGATION OATA (Fig. 3) is characterized by a narrow, bright line of

I MIt Is ded Waves Wavescn., GEOSAT O0 and AT, increased backscatter curving slightly in range
Hakon Mosby direction with equal darker zones of less intense

13 Mosaic Ocean features Hakon Mosby, CODARI, moorings, backscatter on both sides. Similar structures
14 Multisided/ Ocean features/ Hakon Mosby, CODAR. GEOSAT 03 interpreted to be modulated by mesoscale surface

Mosi wanis and Al. Waes and N oorings current pattern were frequently seen in Seasat SARHigh qulity' 9AM HAV:R imgso h u f requ [etly ]

17 Mosaic Ocean features Hakon Msby, GEOSAT AT, CCOAR images of the Gulf Stream [Ref. 3].
tow quality NOA AAVHRR In contrast to SAR front A, front B (Fig 4), mostly

oriented in azimuth direction, is characterized by a
Moice rapid change from dark to brighter SAR backscatter

21 Rultisidedl Ship nake/ Hakon Mosby. CODAR, Moorings return (i.e., greater radar backscatter). The
Mosaic Ocean features corresponding profiles of the backscatter variations

across these frontal features are shown for comparison
in Figure 5. The backscatter of the bright line

interaction, by the presence of surface films and by appears as a bump with a width of about 1 km exceeding
oceanic internal processes causing sufficient the surroundings by about 2 dB. On the other hand, a
variability that can be seen on the high resolution step like profile with an 8 dB increase over 1 km is
(10 - 30 cm) SAR imagery. In general, no single encountered across SAR front B. The different
modulation mechanism dominates the observed SAR appearances of these two features immediately suggest
backscatter signature but rather depends on a variety that their nature of origin are likely to be
of oceanographic and meteorological conditions, different. This is supported by the in situ

measurements.
R/V Hakon Mosby was directed from real-time

TABLE 2. CV-580 AR and Ship Scatteroveter System Parameters processing of the SAR data onboard the aircraft, thus
providing necessary in situ observations of the ocean

Parameter SAR Soalinronioon surface and atmospheric boundary layer variables
X-band C.band X band C Land L-band across the SAR detected frontal features. The

characteristics of these variables representing the

conditions at the time of the SAR flights are
Frequency (GHz) 935 53 950 SoS 1so quantified in Table 3. The major differences occur in
Wavelength (cm) 3 2 56 3 2 56 200 wind speed and ocean current shear. The other
Polarization vV VV VV/VH VVMIHI VVIH important geophysical quantities and sources for SAR
Aircraft altitude (km) 7 7 backscatter modulation such as the magnitude of the
Aircraft speed (m/s) 125 125 unstable boundary layer conditions, the surface ocean
Scatterometor height (m) 10 10 TO

Ship speed (nm/s) 4 4 4 temperature front and the long wave field remains
Incidence angle (degrees) 45-85 45-85 20.70* 20 70' 20-70' nearly unchanged. Consequently, the primary
Pulse length (microsec) modulation mechanisms generating these two features
L0andwidh (Mhiz) 11.5 11s 575 525 350 are interpreted to be, respectively, Interact$n of
Azimuth beam width (dog) 4 2' 42' 2 6' 26' 2 6' Bragg waves with a current shear and adjusting Bragg
Ground range resolution'(m) 15 is 03 03 03 waves to a rapid wind increase. These interpretations
Azimuth resolution (m)" 7.5 75 0.3 03 03 are discussed below.
Look direction LIR UR Starboard

TABLE 3. Giophysical Quantities Contributing to the $AR

For scatterometer at 40o incidence angle Images Together With SAR System Panameters

13 I7 Moich
09-13 07-ti hours

Figures 1 and 2 are mosaics generated from the CV- T

580 C-band vertical transmit and receive polarization SA .7C 58.5

(VV) data for 13 and 17 March 1988 respectively. P Ain 2C 3C

The wind was light (3-4 m/s) out of the southwest EoOt 2-/7k. 3-/15 ho,
(230 0 T) on the 13th of March. The frontal feature A

(see arrow on Fig. 1) observed on the 13th data is a r STABILITY Unslabi Unstble
result of current shear. On the 17th, the wind varied a

across the mosaic, fluctuating from 2 to 13 m/sec.
The wind direction for this case was northwest (i.e.,2900T). The prominent front (see arrow oil Fig. 2) on W113 3 .i

E T m r e on 11113 3m 2-4s

the 17th data is due to changes in the surface wind. LC oiPERiOD i 300 12 c
Examination of both the mosaics confirms the existence
of a complicated mesoscale circulation pattern I
associated with meander growth, eddy formation, and
intrusions of Atlantic water toward the coast. MA (r/si 6 11W it 11W

During the NORCSEX field Investiqation, typical IN (MIS) 4 w 2 S
winter conditions characterized the oceanic and I U, 0.25 m/ 0.40 n/3
atmospheric environment on the continental shelf. A D

prevailing unstable boundary layer varying from -2 to
-50C existed, which implies larger wind speed near the c
sea surface than for stable conditions at the same U MiAX (rn/s) 0.36 E 0.55 UV1IT 4 -.4
wind speed. A swell field with a minimum long wave a au/aXO n 10 10
height of 2-3 m was always present along with a well IoI
defined ocean frontal boundary of 3-4"C between the ovIay.aua) o0 io

coastal water and Atlantic water.
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NORCSEX '88

CCRS CV 580 SAR Data
C Band (VV)

09DD00 UT08

Figure 1. C-Band SAR 13 March 1988 Mosaic Showing Frontal Features

NORCSEX '88

CORS OV-580 SAR Data

C.Band (VV)

17 Mar80 1900

0000 11001f.

~IR9

Figure 2. C-Band SAR 17 March 1988 Mosaic Showing Frontal Features
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Figure 3. Enlargement of the 13 March 1988 C-Band (VV) SAR
Data Showing the Current Shear Induced Ocean Front

Figure 4. Enlargement of the 17 March 1988 C-Band (VV) SAR
Data Showing the Current Shear Induced Ocean Front
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March 13 Pass 3 C-Band .45.

Section DC ~Slratihcauion
3
° to .4°C

7o
Feature

5'5'

Step Track

20750 19750 8'750 17'750 16750 Figure 6. Schematic Representation of the SAR Image

Dstance (eeers) *t1 Showing the Ship Track and the Current
Values Obtained from the ADCP.

March 17 Pass 4 C-Band In order to quantify the backscatter modulation
caused by this curreat feature, the SAR backscatter

Section CD model described by Lyzenga and Bennett [Ref. 4] is
applied. This model allows us to study the effects of
long surface waves (at least 3 times the radar
wavelength) on the SAR imaging of ocean surface

, ,,J. A current shear zones and convergence (divergence)
I\V'' 0tv I4 zones. The interaction of these surface waves with

V jthe current pattern is described by the wave action
equation [Ref. 5], and solved numerically. The
effects of the full spectrum of waves on the radar
backscatter are then calculated by a two-scale
electromagnetic surface model. Finally, the SAR image
intensity and modulations are calculated using a SAR
simulation model.

I Model input parameters include the current vector
field with a maximum current shear of 10- s", wind
direction of 450 relative to the baseline of the
vector field and a wind speed of 3 m/s. The ship
recorded a 5 m/s wind at the time of the SAR
overflight; however, in the image the darker
backscatter area in the vicinity of the front suggests

8l that the wind speed was lower. Results of the
numerical simulation were compared with the SAR

8000 70000 60000 50050 o o observations. Only relative changes in dB are
Distance (meters) considered. The modeled backscatter modulation

Figure 5. Intensity Plots of SAR Backscatter Along provides a "bump" of about 1.5 dB in favorabl1
the Tracks Shown in Figures 3 and 4 agreement with the direct observations of a 2 dB

"bump". The effect of the relative weak current
conyerg~nce (divergence) along the ship track of order

3.1 MODULATION BY CURRENT SHEAR 10- s' shows minor (<IdB) modulation in the model.

The current vectors at 15 cm depth (integrated Increasing the wind speed to 5 m/s for the current

every 300-400 m along the ship track) obtained by the shear case reduces the modulation by a factor of 2.

ship mounted Acoustic Doppler Current Profiler (ADCP) Hence, the model results are extremely sensitive to

are superimposed on a schematic representation of the the relaxation time. Nevertheless, the model results

SAR image (Figure 6) documenting the present of a suggest that the effect of the current shear is to

remarkable current shear in vicinity of the SAR front, refract the Bragg waves originally propagating along..... the wi. nd dic'lln In azimutl direction hLo , nge
so compiementary current measurements are obtained tc -.. 4,,drtL,,

closer to the surface. However, since the evolution propagating waves. This results in the observed

of the ADCP current vectors at deeper levels down to backscatter increase.
50 m show minor vertical current shear and rotation, Time series of the radar cross section (RCS) at 10
the current vectors at 15 m are assumed to be minutes averages along the ship track obtained by the

representing the surface current field as well. This C-band (HH polarization) ship mounted scatterometer

assumption is further supported by the thermohaline also measured about a 1.5 dB "bump" crossing the SAR

structure mapped with a towed, undulating CTD, and by front. Simultaneously, the recorded wind speed was

the low winds measured from the ship with cup about 5 m/s decreasing slightly, but the direction

anemometers, remained constant. In addition, the boundary layer
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stability remained unstable around -40C. It is These results are promising for future application

unlikely that any atmospheric effect can explain the of ERS-1 SAR imagery to detect ocean circulation

backscatter modulation. Consequently, the SAR front patterns independent of simultaneously obtained sea

is imaged as a result of interaction between Bragg truth. Provided some background information on the

waves and a current shear, strength of the ocean current and wind field are
available, then mesoscale circulation features imaged

3.2 MODULATION BY A WIND FRONT by the SAR may be classified accordingly.

In contrast to the 2 dB SAR front modulated by a
current shear, the much stronger 8 dB SAR front
(Figure 4) detected on 17 March appears to be ACKNOWLEDGEMENTS

generated by a sharp wind front. In this case, the We thank the Canadian Centre for Remote Sensing for
ship transected the front within 20 minutes after the furnishing the digital SAR data and Catherine A.
feature was detected by the SAR image. The variations Rusing the imas thi As
of the radar scattering coefficient (related to the Russel for processing the images. This work was

surface roughness) are dependent on the wind speed, supported by the Office of Oceanographer of the Navy,

the atmospheric stability and long wave slope. SPAWAR, and the Office of Naval Research (ONR)

However, under unstable conditions, Keller et al [Ref. contract #N00014-81-C-0692.

6] suggests that the dependence of X-band radar cross
section (RCS) on long-wave slope and atmospheric REFERENCES
stability cannot be separated from the wind speed
dependence. The results discussed in the following [1] Livingstone, C.E., A.L. Gray, R.K. Hawkins, and
paragraphs assume this to be valid also at C-band. R.B. Olsen, "CCRS C/X - Airborne Synthetic

Time series of the ship based scatterometers C-band Aperture Radar: An R and D Tool for the ERS-1
RCS and wind speed measured from R/V Hakon Mosby are Time Frame", Proceedings of the 1988 IEEE
presented in Ref. [7j. Two significant increments in National Radar Conference, IEEE 88CH2577-6, 1988.
RCS of about 7-10 dB are found with the 7 dB change in
correspondence with the SAR front. In comparison, the [2] Hasselmann, K., R.K. Raney, W.J. Plant, W.
wind speed (U) shows large fluctuations between 2 and Alpers, R.A. Shuchman, D.R. Lyzenga, C.L.
10 m/s. In response to thes. wind speed changes, the Rufenach, and M.J. Tucker, "lheory of Synthetic
friction velocity ((U*) = Cd /2 U) which determines Aperture Radar Ocean Imaging: A MARSEN View",
the surface roughness through the relationship between JGR, Vol 90 C3, pp 4659-4686, 1985.
the roughness scale zo and the drajg coefficient Dd,
shows a significant increment from 0.1 to 0.5 m/s. [3] Beal, R.C., P.S. Deleonibus, and I. Katz,
This process is reflected in the close agreement of Editors, "Spaceborne Synthetic Aperture Radar for
the phase of the RCS and wind speed fluctuations. Oceanography, The Johns Hopkins University Press,

The scatterometer data from the ship was used to Baltimore, MD, 1981.
quantatively relate radar scattering coefficient to
wind speed. The analysis as reported in Ref. [7) [4] Lyzenga, D.R., and J.R. Bennett, "Full-Spectrum
produced a relationship between RCS and wind speed Modeling of Synthetic Aperture Radar Internal
under the present unstable stratification between -4.0 Wave Signatures", JGR, Vol 93 C10, pp 12,345-
to -2.06C that was supported by the results of Ref. 12354, 1988.
[6]. Thus, the dB change is primary explained by the
sharp wind front. In turn, contribution to the [5) Phillips, O.M., "The Dynamics of the Upper Ocean,
backscatter change from the other environmental 2nd Edition", 336 pp., Cambridge University
quantities must be negligible. In summary, the SAR Press, New York, NY, 1977.
and scatterometer measured complete backscatter
modulations across the front of about 7-8 dB and are [6] Keller, W.C., V. Wismann, and W. Alpers, "Tower-
explained by the sudden wind speed change from 2 to 10 Based Measurements of the Ocean C-Band Radar
m/s. Backscatter Cross Section" JGR, Vol 94, pp 924-

930, 1989.

4. SUMMARY [7] Onstott, R.G., R.A. Shuchman, J.A. Johannessen,
The analysis to date has shown that for unstable 0. Skagseth, and K. Davidson, "Scatterometer

conditions and favorable low winds (4 m/s) the C-band Measurements of Wind, Waves, and Ocean Fronts
SAR is capoble of detecting current shear on the order During NORCSEX", these proceedings.
of 10

-3 s- that is associated with mesoscale ocean

circulation features such as fronts and eddies. No
SAR detection of ocean convergence (divergence) of
order 10-4 s"1 along such features can be expected.
However, a sharp wind fronts was clearly detected.

Qualitatively, the images features also appear
differently according to the influence of different
modulation mechanisms. SAR features imaged due to
occan circulation patterns such as a current shear
frequently present along ocean fronts and eddies cause
naM, W 'a kSCattE chafges appedrfnll d brighL lines.
On the other hand, sharp wind fronts display rapid
transition from dark to brighter backscatter regions.
Quantitatively, one can also classify backscatter
modulation caused by wind front from current shear.
When the wind front exceeds 5 m/s, it can be
distinguished from the current shear features simply
because the step-like backscatter modulation of about
5 dB differs from the 2 dB "bump" generated by the
current shear.
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ABSTRACT
strong wave/current/wind interactions occur.

Using a unique slope-following surface However, because the ocean surface is
current meter , we have obtained inherently noisy, it has been extremely
measurements of near surface currents during difficult to make measurements of the ambient
the NORCSEX experiment in March, 1988. These flow associated with open ocean fronts.
instruments were tethered to subsurface Although Lagrangian drifters have supplied
floation on traditional taut wire moorings at some information in the past, problems of
three locations near ocean frontal areas. deployment on scales asaociated with fronts
Several objectives of the experiment included as well as difficulties in separation of
supporting the deeper moored and acoustic space and time, have clouded Interpretation
doppler measurements with surface of the results. Acoustic Doppler Current
information, providing a bottom boundary Profilers (ADCP) are obtaining interesting
condition for wind stress analysis, observations of vertical current structure
comparison with a CODAR and testing a newly near fronts, but are not reliable in the
developed ARGOS transmission capability. In upper 10 m of the water column due to
this discussion, we provide a general ambiguous reflections from waves. Standard
overview of the measurement results. taut-wire surface moorings have provided

useful information, but are difficult to
KEY WORDS: SURFACE CURRENTS, SAR, FRONTS, maintain in the strong flows associated with

WIND STRESS, NORCSEX fronts and may not be reliable in anything
but very benign conditions.

In order to overcome some of the problems
I. INTRODUCTION of measuring ambient flow at the sea surface,

we have developed a slope-following surface
The Synthetic Aperture Radar (SAR) has current meter of a unique design which has

demonstrated a remarkable potential to been tested under various condition over the
distinguish surface features associated with past several years (Johnson, 1987). During
ocean fronts. Our fundamental understanding the Norwegian Continental Shelf Experiment
of this complicated process is that features (NORCSEX), these Rapid Boundary Current
observed in SAR imagery result from wave- Meters (RBCM) were deployed near ocean
current interactions, which block or focus fronts. Our objectives were:
short gravity waves, and from Bragg
scattering on the redistributed short wave to support deeper current measurements
patterns. This simplistic picture can be from ADCP and Aanderaa current meters
complicated by changes in the short gravity with surface information,
wave field related to wind stress changes
across a front, & result of differences in to provide a bottom boundary condition
boundary layer stability on each side of the for wind stress analysis,
thermal gradient associated with some fronts.
Further complexities involve the flight to compare with surface flow
d.rc.tion of th SAR nor wit' reapect to mueauremenLs from Coastal ucean Doppler
the surface flow pattern and the bivariate Aperature Radar (CODAR),
slope distributions of wave facets.

to test a new ARGOS transmission
Fundamental to the physics which capability.

combines hydrology and wind stress with radar
backscatter, and fundamental to our ability
to model these processes, is an understanding
of the flow patterns at the sea surface where
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2. RAPID BOUNDARY CURRENT METER The design philosophy of the RBCM has
centered on a low stress, flexible mooring
which permits the hull to follow the surface

In Fig. 1, the RBCM is shown in its streamline and the propeller to follow

moored configuration. The electronics are orbital particle motions of gravity waves.

contained within a hull which floats at the In Fig. 1, wave particle orbits are drawn at

sea surface and streams with the current. In the surface and at the depth of the sensor.

order to avoid direct wind influence on the These orbit radii decrease exponentially with

instrument, only 2-3 cm are exposed above the depth. If the propeller followed the

surface. Orientation of the hull in the particle orbit at its own depth, it would

direction of ambient flow is obtained with a tend to eliminate wave influence and to pick

gymballed digital compass, and speed of the up Stoke's drift (Collar, et al., 1983).

flow is measured with a near-cosine response Since the propeller is constrained to follow

propeller (Weller and Davis, 1980) suspended the surface orbit, it is in error by a small

at 50 cm below the surface. An ARGOS PTT and amount proportional to the difference in size

a helical antenna allow data transfer via of the two orbits. However, it is clear from

satellite. The instrument is moored with this simplified example, that this

lightweight polypropelene line and uses small arrangement is a considerable improvement on

fishing floats at the surface for added a fixed level current meter in the presence

bouyancy. The effect is a light, easily of waves, or on a surface following

deployable, low stress mooring configuration. instrument with the sensor at greater depth,

Microprocessor based electronics allows or orthogonal sensors spred between two

vector processing and, together with simple depths. The chosen depth of 50 cm represents

design, have significantly reduced the cost a compromise between placing the propeller as

of the instrument and simplified maintenance, near the surface as possible and avoiding
hull induced distortion of the flow.

3. EXPERIMENT

During March, 1988, RBCM instruments

were attached to the main subsurface buoys of

taut-wire moorings at three locations (Fig.
2) in the NORCSEX area. Aanderaa current

meters were placed at several levels on each

subsurface mooring, with the most shallow
instruments at 25 m depth. Wavescan buoys,
recording wind and wave parameters, were also
moored in the vicinity of moorings CMi and
CM2. Figure 2 shows the bathymetry in the
experimental area. It should be noted that

Figure 1: RBCM in its moored configuration. mooring CMT2 was located at the shelf break

in 400 m water depth, and moorings CMI and
CM2 were located along a trough, exceeding
300 m depth, which cut across the shelf and

extended behind the Haltenbanken rise.

4 .3 6 E l 8 E 1 2E,I I

I ....

.64 30 N ! "

CM2

CMT2 k

-64 00 N -Y--
.. J Figure 2: NORCSEX bathymetry

• & .'5 with mooring locations. Arrows
•" -'.t are mean current vectors;

-* . "' crosses are major and minor axis

.. .. ' , of current variations.

Scole -E 25 cm/sec
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Figure 4 shows an AVHRR image for 16 4. SUMMARY
March, 1988 covering the experimental area.
The image has been composited from two Three moorings of a unique slope-
passes, both from NOAA-9 on the 16th. Figure following surface current meter obtained a
5 shows an AVHRR image for 25 March, 1988 total of 36 days of current records during
from a NOAA-10 pass. Comparing the AVHRR the NORCSEX project of March, 1988. AVHRR
images with bathymetry in Fig. 2 (also imagery showed that the moorings were all
lightly outlined in Fig 4 ), it is clear that placed quite near the thermal boundary
bathymetry played a major role in the flow between North Atlantic Water and Norwegian
regime and the separation of water masses. Coastal Water. Current speeds at the surface
The Norwegian Atlantic Water, which is the were nearly 30% greater than speeds at the
warmest water in the image (darkest color), depth of 25 m. Current speeds increased
can be seen following the shelf break dramatically near the coast and subtidal
adjacent to CMT2. The coolest water (light variations were aligned closely with
color) is associated with the Norwegian topography. Near the shelf break, subtidal
Coactal Current and is found adjacent to the variations were suprisingly uncoupled from
coastline. One of the most striking features topography.
of the two images is the curvature of the
thermal boundary (front) from the shelf The easy deployment of the RBCM
break, along the trough adjacent to CMI and suggested that we should attempt to "capture"
CM2, and passing behind Haltenbanken. a front by chasing after the aircraft SAR

image feature locations. However, deployment
Vector summations of 4 hourly averages of a non-ARGOS transmitting instrument in

are shown in fig. 3 for the three moorings, this mode was unsuccessful as ship scheduling
The large gap in mooring CMT2 was caused by and weather combined to prevent successful
entanglement of the propeller. This was retrieval. Future uses of this instrument in
noted on the ARGOS transmission and corrected frontal locations should probably include
when ship scheduling permitted. Large more effort in this area.
subtidal variations are seen in all records.
The highest surface flow speeds, averaged Finally, the ARGOS transmission
over a tidal period, occurred at CM2 on 20 capability functioned well and, together with
March, with an amplitude exceeding 81 cm/s. the relatively low instrument cost, opens the
Aanderaa records at the 25 m depth at this possibility of deployment of "expendable"
location (courtesy, J.Johanessen) show a moored current meters in the future.
speed of 60 cm/s.
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Institut f~r Meereskunde, Universjt~t Hamburg

Troplowitzstr. 7

D-2000 Hamburg 54 (Germany)

ABSTRACT solution of about 2 km. The time averaging
is 18 minutes (measuring time). Originally,

CODAR (COastal raDAR) measurements of sur-

face currents, carried out during NORCSEX'88, CODAR was developed by NOAA for land-based

are presented. One land- and one ship-based operation (Barrick et al., 1977). The system
nas been operated successfully in a number

station were used, in order to map the two-
of experiments (Gurgel et al., 1986; Schott

dimensional current off the Norwegian coast

az about 64°N and 8
0E in March 1988. et al., 1986).

The ship-based CODAR system, developed by The use of CODAR allows to measure mesoscale

the University of Hamburg, is now and dis- surface currents fields, which are hard to

cussed in some detail. Errors due to angular obtain by conventional means. Airborne re-
mote sensing systems (optical, infrared, mi-

resolution by means of an array of four re-

ceiving antennas, determination of the crowave) show sea-surface structures, which
are obviously due to currents. CODAR offersship's drift by satellite navigation GPS

(Global Position System) and pitch-and- a unique method of supplying these systems

roll motions of the ship sum up to about with ground-truth data, which are necessary

10 cm/s. This value is corroberated by the for understanding the imaging mechanisms and
for developing processing algorithms.

comparison of current velocities measured by
the land- and ship-based system at the same A ship-based system allows to operate in
position. open water, which is of great interest for

the research at our institute. First experi-
Surface currents observed show a high tempo- ments in 1984 were encouraging but lacked
ral and spatial variability on scales of sev-

eral hours and some km, respectively. Tempo- through the unknown velocity of the ship.

ral variations are obviously due to wind. This problem was overcome, when GPS data be-
came available for civil use.

The horizontal varoiability of the Norwegian

Coastal Current is well known from satellite 2. SHIP-BASED CODAR
images. The underlying mechanisms are com-

plex and not yet understood. Before introducing the ship's CODAR, we

shortly present the basic ideas behind the
1. INTRODUCTION system.

CODAR is an HF ground-wave radar, which is The CODAR system transmits pulses, allowing

able to measure surface currents in the upper resolution in range. The signal is partly

0.5 m of the ocean. An area of up to 40 km backscattered by ocean surface waves with
x 40 km may be covered, with a horizontal re- one half of the radar wavelength, running



731

towards or away from the radar site (Bragg Because of pitch-and-roll motions, the mea-

scattering), surements on board the ship yield higher

The Doppler-shift of the backscattered sig- values. On board R/V KRONSORT, the ship oper-

nal yields the phase velocity of the scatte- ating CODAR during NORSCSEX'88, the GPS-an-

ring surface waves, which is composed of the tenna was installed on top a mast 20 m above
sea surface, for which roll motions caused

theoretically known pnase velocity 
in nonmov-

ing water and the respective component of amplitudes up to 3 m. These were registrated

the underlying current velocity. Two radar by GPS and a comparison with accelerometer
thet undelyin curerenn agreemett. Otherwise,

sites at distant positions, each measuring data showed excellent agreement. Otherwise,

radial velocities, are necessary to deter- pitch motions with amplitudes below 1 m,

could not be resolved by GPS.
mine two-dimensional current vectors.

The CODAR-system used work3 with an (nearly) Our measurements showed that the ship's drift

omnidirectional transmit antenna. The azimu- cannot be kept constant during the measuring
time of 18 minutes, but varies slowly with

thal resolution is performed by means 
of an

array of four receiving antennas, arranged in amplitudes of 10 cm/s or even more. For con-

a square. In principle, two incident angles sidering this effect, the time series are di-

may be resolved for each frequency of the vided into 8 and additional 7 overlapping

Fourier spectrum. parts, for which radial current velocities

are computed and '-rected by the actual
With operating the CODAR from board a ship, ship's drift.
a number of problems arise: c) The pitch-and-roll mutions of the ship in-
a) The ship's metal perturbes the electro-, duce amplitude and phase modulation of the

magnetic field, and the angular resolution received signal. Calculations with synthetic

cannot be carried out by means of the free- data show that the respective Doppler lines

field solutions. This problem is overcome by become relevant in case of antenna movements

using measured antenna characteristics, from of the order of the electromagnetic wave-

which we only regard the phase differences length (10 m). Transmit and receive antennas

between the antennas. It turned out that were installed at about half the height of

these values are similar to the free-field the GPS antenna, that means they moved up

ones and allow a unique azimuthal resolution, to 1.5 m in both directions. As theoretical

From phase differences, only one incident results show, this is acceptable to the as-

angle may be resolved. But within a circle, sumed accuracy.

the same radial velocity occurs from at In this context, another modulation, also

least two directions. In order to avoid affecting the land-based system, should be

this ambiquity, we transmi into a semicircle mentioned. The relatively short scattering

and move the ship with low velocity (about surface waves (5 m) may be carried by long

1 kn). waves (swell) causing additional Doppler-

b) The ship is drifting, and the measured shifts due to their orbital motion. To a

current velocity has to be corrected with certain extend, this effect is smoothened by

the ship's velocity. For this purpose, a averaging over the number of waves covered

GPS is integrated into the CODAR. Its accu- by a radar pulse (2.4 km).

racy mainly determines the accuracy of the Fig. 1 shows radial current velocities as ob-
obtained current velocities. tained from the two radar sies The line

In case of optimal satellite coverage, GPS marks the connection of the land- and ship-

yields ship velocities of high accuracy with station, where both should measure the same

rms-values below 5 cm/s. This estimate is ob- velocity. Allowing deviations of the order of

taned for a fixed position (zero velocity). 10 cm/s, this was the case throughout the

experiment. The example of Fig. 1 shows opti-
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mal ranges of both stations, 40 km for the 3. SURFACE CURRENTS DURING NORCSEX'88

ship radar and 50 km for the land radar.

Depending on sea condition and radio noise, CODAR data during NORCSEX'88 were obtained

the ranges decreased to 30 km and 40 km, re- from two sites, one land-based on the island

spectively. SULA, the other ship-based on R/V KRONSORT.
The experiment was performed from 14 March,

7:00 to 22 March, 11:00 NLT, 1988.

While the land-based system worked every

hour, the ship site could be operated only

Sfor five hours in the morning and six hours

during evening, when GPS data were avail-

__________ able. In order to avoid interference, the

measurements from both sites were carried out

successively around full hour. A few measure-

- -, -- ments are lacking because of system failure.
-6$4N ' Due to bad weather conditions, no reliable

;' '. "data were obtained on 18 March, morning.

4', ,'" *.". *.* *•R/V KRONSORT was operated from two different

positions, about 30 km west of SULA for the

first days of the experiment and afterwards

... the same distance north of SULA.

* .Fig. 2 shows one two-dimensional current map

SK-M SE N -808'40 from each position. The grid distance is

3 km. Each vector is obtained from radial

S0CS- "# '. velocities measured within a circle of 3 km

S .ocities of adjacent grid points depend on
t f s each other. Around the connecting line of

I . '' ". * ' , / both stations, no two-dimensional vector may

.... ..' .. : ~I ~* il ', s, f ~/7/ be constructed, because both stations measure

.." * ". .the same component.I --\ .,--. ".. .. .:..-" ,j,',/

.. ,o , The first example in Fig. 2 (upper panel) was
*I*- ..(."/' "" chosen, because a satellite SST (Sea Surface

Temperature) image is available for that

&K .time. There is some obvious similarity with
- :In! the CODAR map. The frontal structure of sur-l ... "t~~v. ; r .,e ,',..,

-. * . ).' ... . face currents coincides with gradients of

1- 0 C in SST.

5H S°E 20-88 09:00 __ The sesond example in Fig. 2 (lower panel)

shows two-dimensional currents computed
Fig. 1: Radial current velocities, measured from the radial velocities of Fig.1. This map

by CODAR from board R/V KRONSORT shows the general trend of current flowing

(upper panel) and tne island SULA north-east parallel to the shelf.

(lower panel). Maximum current speeds are of the order of
In oreer to avoid interference, the 50 cm/s. This agrees with the somwhat smal-measurements were carried out success- ler velocities observed below surface byively. The straight line connects means of moored Aanderaa current meters and
both sites.
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a ship-borne ADCP (Acoustic Doppler Current from 14 March are low velocities at the sen-
Profiler). sitivity limit of the RBCM. Nevertheless,

Unfortunately, the RBCM (Rapid Boundary Cur- the agreement is good.

rent Meter) within the CODAR area failed on As CODAR maps show, surface currents may
15 March. The remaining data for comparison considerably change speed and direction on

scales of some 10 km. Structures, like mean-
ders, fronts and eddies are visible. These
features of the Norwegian Coastal Current
have been observed in satellite images since

so¢'s-1 several years. But, contrary to CODAR, these
images contain no information on current vel-

ocities.

/ // X / X,0' From one measurement to the next, that means
- e / // , on hourly scales, there are only slight

S / / changes in the current field. But, in accor-
"s // J , / / / dance with the wind field, currents may vary

//...- / / / / / , - considerably within several hours. During

the experiment, wind speeds ranged from o to

12 m/s with different directions. Periods of
-- fr' relatively stable winds took between 6 and

< 24 h.

101 4. CONCLUSIONS

K SE -- 08:00 During NORCSEX'88 the ship-based CODAR worked
successfully with an accuracy of 10 cm/s.

soCHS' -I The currents fields observed show high meso-
f/ / scale variability, also present in satellite- ////%/

S // images. The interpretation is still on the
way. Especially, a comparison of CODAR with

- - - ' SAR (Synthetic Aperture Radar) data is lack-

-ing.

640 NJ
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M ESOSCALE VARIABILITY IN THE HALTENBANKEN REGION
MAPPED BY GEOSAT TOPOGRAPHY DATA
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Nansen Remote Sensing Center
Edvard Griegsvei 3A,

5037 Solheimsvik - Bergen,
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ABSTRACT The GEOSAT satellite completed almost two 17 days
Repeated track analysis of the GEOSAT altimeter repeat cycles during the duration of the NORCSEX88
height data from the entire Exact Repetition Mission field campaign in March 1988. For this particular
(ERM) have been used to reconstruct the mesoscale period an extensive set of oceanographic and
variability of the sea surface topography in meteorological data were simultaneously obtained
Haltenbanken region, off the west coast of Norway. from research vessels, moorings, drifting buoys,

aircrafts, and NOAA satellites (Johannessen et al.,
The unique data base, obtained during NORCSEX'88, this issue). Comparison of the altimeter resolved
allow us to investigate the capability of the GEOSAT variations in ocean surface topography with this
altimeter to resolve the mesoscalo ocean height extensive set of in situ and remote sensing data allow
variations (approximately 20 cm), in particular us to evaluate the altimeter measurements.
corresponding to the existence of meanders andeddies. A series of cloud free images from the NOAA satellites

resolved the horizontal scales of the eddies and
Current measurements by a shipmounted Acoustic meanders in the range of 50 to 100 kin. The Acoustic
Doppler Current Profiler (ADCP) and simultaneous Doppler Current Profiler (ADCP) on-board the RV
NOAA AVHRR images provide quantitative estimates Haakon Mosby sampled continuously the absolute
of horizontal extension and orbital speed of these current from the surface layer (10 m below surface) to
mesoscalh circulation features. The analysis of these the bottom, which varied from a depth of 100 m to 500
data suggest that the variability in the ocean currents m. These current measurements are analyzed by
and corresponding mesoscale height variations can be objective methods (Haugan et al. , this issue) in order
resolved by the GEOSAT altimeter height data. to construct the synoptic mesoscale variability in the
Key words: ALTIMETER, GEOSAT, OCEAN ocean currents. Combination with current data from

CIRCULATION, EDDIES, ADCP, AVHRR fixed moorings allow separation of the tidal current
component from the ADCP data. Tue horizontal

INTRODUCTION scales, obtained by the ADCP are in agreement with
the typical meander size resolved in the AVHRR

Haltenbanken is located on the continental shelf off the images. In addition the change in speed is 50 cm s-1
west coast of central Norway. The mesoscale ocean across these features of about 30 kin. The
circulation in this region is affected by a mixture of corresponding change in sea surface topography is
s~veral mechanisms, including topographic steering
by the shelf break and depressions and seamounts on TRACK Al -11/03/88
the wide continental shelf as well as instability at the -o-
boundary between the Norwegian Coastal Current and -.oo- " 4
the North Atlantic Current. In consequence
generation of mesoscale meanders and eddy features .1o
occur regularly. 4.20

S.13o:~h

OPURFRVATT NS
.:401

The GEOSAT altimeter investigation during " ____ soNORCSEX'88 is part of a preparation study for the . ,400ioo 200 300 4o
ERS-1 and Topex/Poseidon radar altimeter missions. Distance (in km from 63.2SN; 07.81E)

The sea surface topography data from the US GEOSAT Figure 1: The residual height of the ocean topography as
altimeter satellite have been analyzed by repeated track resolved by repeated track analysis of GEOSAT altimeter height
analysis for the entire Exact Repeating Mission (ERM). Jata.
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about 20 cm when the geostrophic balance equation is that more variability occur along the ascending track
applied. Since the vertical velocity structure is observed direction. This is expected since the mean flow
to have a significant barotropic comporent the direction of the current system is north eastward. The
observations of sea surface slopes (h,-ights) and variability range from 5 to 20 cm. Maximum standard
subsequently comparisons to the altimeter ocean deviation is located where the Norwegian Coastal
topography measurements are valid. In Figure 1 the Current accelerates north-eastward due to a "bottle
residual height of the altimeter measured topography neck" effect induced by a seamount (Haltenbanken)
for an ascending track is shown. A significant offshore.
anomaly 20 cm in height and 100 km in width are Finally, a full analysis using all the trucks from the
seen. area would yield a more comprehensive picture of the
In order to construct a horizontal contour map of the mesoscale variability obtainable from satellite radar
residual height, 8 ascending and 6 descending tracks altimetry.
were selected. Data from the first 36 repeat periods of
the GEOSAT ERM were used in the analysis. Each
track is typically a few hundred kilometers long within
the box considered but data gaps occur, leading to
variation in the extent of the track from one period to
the next. Small lateral deviations are also present in
the repeat tracks. To facilitate averaging, equidistant
points were defined on a standard track and trend-
removed height data were interpolated to these points
from the closest data points from each repeat period.
Then, at each point the mean height and the standard
deviation were computed. For the two NORCSEX
periods, the mean heights were subtracted from the
original trend-removed data to give the mean
deviation.
After the data from each track were processed in this
manner, a plotting program was used to map the
standard deviation (Figure 2), which give indications
of the mesoscale variability in the region.

2 E 4E 6E I'T WE WE 14"E

$6"N .... _ .SB".., 6N

64-H

NOnWAY

" E 8-E 0E 1E 14-E

Figure 2: Standard deviation of trend removed altimeter height.

It is possible that the trend-removal operation may
have led to the loss of part of the mesoscale signature,
considering the short length on a few of the tracks. It
is proposed that longer tracks should be used in future
analyses. Also no allowance has been made for the
eventuality that there might exist significant
differences in the data around the cross-over points
from the ascending and the descending tracks.
The contour plot is elongated in the descending
direction almost parallel to the coast. This suggests
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MESOSCALE VARIABILITY DURING NORCSEX '88 DERIVED FROM AVHRR
SURFACE STRUCTURES, ADCP CURRENTS AND A NUMERICAL MODEL

P.M. Haugan'), J.A. Johannessen*), M. Ikeda") and K. Kloster*)

*)Nansen Remote Sensing Center ") Bedford Institute of Oceanography
Edvard Griegvei 3A, 5037 Solheirmvik P.O. Box 1006
Bergen, Norw. Dartmouth, N.S. B2Y 4A2, Canada

Combinatiu., of remote sensing and in situ The model has idealized bottom topography
data sets with each other and with model results including the shelf break, the northward widening
are used for description and understanding of the and deepening of the shelf, and the Haltenbank
mesoscale variability in the area around represented as a sea-mount. Instabilities in the
Haltenbanken off mid-Norway. This is an eddy- basic configuration and interactions with
rich region, where the generally northward- topography are explored, and compared with the
flowing Atlantic water meets a widening observed flow patterns. Numerical model
continental shelf and mixes with coastal water. simulation will be attempted based on the model

Data collected during NORCSEX in March 1988 results from the idealized current structures and
allows us to demonstrate the correlation bottom topography.
between sea surface structures as measured by
NOAA AVHRR, and in situ measured currents along
the meandering front between warm Atlantic
water and cold coastal water. The AVHRR
imagery is supplied with grid information,
screened for clouds, and then processed to
enhance the temperature gradients. In situ
current measurements are obtained from
shipborne Acoustic Doppler Current Profiler -
(ADCP), providing large areal coverage and high
vertical resolution in a short survey time.
Bottom-tracking of the ADCP on the shelf allows
reliable determination of absolute currents.
Synoptic maps are obtained through objective _.
analysis of the ADCP data, utilizing also time 4 - , 10
serit-, from moored current meters to model the
tidal components of the current variability. Fig. 1 Surface temperature from AVHRR on 25

Following an initial comparison between March
AVHRR sea surface temperature structures and in
situ currents, the AVHRR is subsequently used as
additional data to improve the objective analysis J1
scheme for current mapping from ADCP. The !
analysis of the current field is constrained by
requiring the preservation of fronts found in
AVHRR images.

model covering 300km x 200km of the
experiment area, is set up to study processes
responsible for meandering and eddy generation 4 f
along the shelf break and in the NorwegianCoastal Current. Fig. 2. ADCP currents at 25m on 25 - 26 March
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ABSTRACT at the aircraft nadir. The first line (1/1) was
synchronized with the Geosat overflight time so that

During NORCSEX-88 (NORwegian Continental Shelf the two data sets would be coincident in time and
EXperiment) in the Haltenbanken region off the coast space in the vicinity of buoy 4. The second line
of Norway in March 1988, a quasi-simultaneous (2/2) paralleled the first with the radar look
aircraft underflight of the Geosat altimeter took direction reversed in space to provide confirmation
place with the X- and C-band SAR on board the of line I data and to monitor temporal changes in the
Canadian Convair 580. This flight transected a well- ocean surface. Flight lines 3 and 4 were flown to
developed storm in which high waves and winds provide multiple aspect angle data in the vicinity of
occurred. buoy 4 and to link data from buoy 1. During all

flight lines, the X- and C-band SAR's were operated
Analysis of the Geosat altimeter sea state in VV polarization using the nadir mode of the system

parameters are presented and compared with SAR and to provide surface measurements over a large
wavescan buoy data. The Geosat sea surface wind incidence angle range (0 to 74 degrees).
speed and significant wave height measurements are
used to compute minimum significant swell heights, 67.0 ---- ,
and parametric JONSWAP wave spectra. A swell family, -
sequentially observed by the Geosat altimeter, 66.5 ---+---.----.---- ---
propagated from a region southwest of Scotland to the
Haltenbanken region, where it was observed
simultaneously by the altimeter and the aircraft SAR. 66.0 --- -.. .
Swell wavelength deduced from the Geosat altimeter,
the airborne SAR, and tIe wave rider buoys are I65.5-
compared. -

6 . . -- -., L -,,- - - __ ... .,

1. INTRODUCfION 64.5 - - - -I-----I

On March 20, 1988, as part of the NORCSEX-88
experiment, the Canadian Center for Remote Sensing
(CCRS) Convair-580 (CV-580) Synthetic Aperture Radar 64.o ... Q--=...r----A .., S ,
(SAR) system flew a data acquisition pattern over the * ;UNE 272 0 , A JS S
Haltenbanken region of the Norwegian continental 63.5 -. -_zU-35Y- ----- ---I I-
shelf to provide supporting data for ocean surface -- ,UNE 4/4-,e MBOYSO1. 2, B,
measurements made during an ascending pass of the 63.0.. I . ,....-~st . mt. Figure 1 identifies the majer- ^

features of the aircraft flight pattern and the LONGITUDE
location of the four directional wave rider and
meteorological buoys that monitored sea state and Figure 1: CCRS SAR CV-580 flight lines pattern on
atmospheric conditions during the whole NORCSEX-88 March 20, 1988 in the NORCSEX-88 area, with the
experiment. The SAR flight tracks on this diagram locations of the frontal feature SAR observations
are 34 degrees incidence angle tracks with a 10 along each flight line (F1 to F4), and the buoys
nautical miles (n ml) wide imaged swath which starts locations.
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The simultaneous airborne SAR and Geosat 1) the altitude of the altimeter above the ocean
altimeter data were acquired during a local storm surface derived from the time delay between
that started on March 19 with strong winds blowing transmission and reception of the radar altimeter
from the southwest along the coast. During the signal;
Geosat pass at 8 hours UTC on March 20, an occluded 2) the significant wave height (H/3) computed

front was located over the Hlaltenbanken region, onboard the satellite from the slope of the
parallel to the Norwegian coast. return waveform leading edge; and

3) the surface wind speed (U) derived from the
The SAR imagery obtained on March 20 is Automatic Gain Control loop used to normalize the

characterized by well-defined wave fields throughout amplitude of the ocean return signal.
all passes and systematic slow variations in radar
return with sudden discontinuities at the crossing of The Geosat radar altimeter system is described
the frontal feature in the vicinity of buoy 4 (marked in MacArthur et al. (1987). The HI/3 and U
Fl, F2, F3, and F4 in Figure 1). This front is very measurements are acquired along the satellite track
sharply defined and is seen by the SAR at all every second (over a distance of approximately 7 km)
incidence angles. This SAR feature is associated and are used for sea state analysis. The precision
with an atmospheric front and not with a front or a of the HI/3 measurement is 50 cm rms or 10 percent of
current boundary in the ocean surface layer. Similar 111/3, whichever is greater, and the wind speed
features observed during other NORCSEX flights were precision is 1.8 m/s rms up to 18 m/s (Dobson et al.,
probed with oceanographic sensors by the research 1987). The algorithm selected to compute the wind
vessel Hakon Mosby and were found to be sea surface speed is described in Brown et aT. ( u w).
manifestations of surface wind structures (pronounced
wind shear). During the time interval between the From the Geosat HI/3 and U measurements, a
front crossings in data acquisition passes I and 2 minimum significant swell height can be derived when
(62 minutes), the front had shifted 16 n mi from the HI/3 measured by the altimeter is greater than
position Fl to F2 (Figure 1). The shift was verified the fully developed wave height derived from U. The'
in flight line 3 and line 4 (positions F3 and F4 in fully developed wave height is computed using the
Figure 1). formulation in Pierson and Moskowicz (1962). When

the fully developed wave height associated with U is
The dominant swell field observed in the SAR smaller than the altimeter-measured H1/3, the

imagery came from the southwest and was augmented by difference between the energy in the altimeter H1/3
a wind sea especially to the east of buoy 4. field and the fully developed wave field is due to

the presence of swell, and a minimum significantswell height can be computed (Mognard, 1984).
2. THE CCRS CV-580 SAR SYSTEM DURING NORCSEX-88

The CCRS CV-580 C- (5.30 GHz) and X-band (9.25 4. SAR AND ALTIMETER OCEAN SCATTERING CROSS SECTION
Glz) SAR system was the primary data acquisition
sensor during the NORCSEX-88 flight program from 4.1 THE SAR MEASUREMENTS
March 11 to March 21, 1988. During this period, the
C-band SAR was nearing the end of its commissioning An analysis of the along-track variation in
phase but the X-band was newly installed and provided radar reflectivity at constant incidence angle is
its first extensive ocean imagery. The radar systems performed using outputs from the C-band SAR real-time
are described in detail in Livingstone et al. (1987) processor. The data are block av.raged over 1.2 km
and in Livingstone et al. (1988). ground range by 6 km along track interval centered at

34 degrees incidence angle (Figure 2a). The real-
Both C- and X-band radars employ selectable time output of the SAR has an image signal magnitude

transmitter polarization and simultaneous phase- that is a monotonic function of the mean ocean
coherent, dual-polarized receivers to allow the scattering cross section and thus can simply be
acquisition of simultaneous and cross polarized related to surface wind speed.
images. Both antennas are carried on the seme two
axis (azimuth/elevation) controlled drive, they view Gray and Hawkins (1985) show that at C-band the
the same terrain and cannot be po.nted independently, relationship between radar cross section (a) and wind
For the NORCSEX experiment, both radars were operated speed (U):
exclusively in a VV polarized single channel mode for
ocean measurements. The wide swath imaging mode o - CU7

(18 m range resolution, 61 km swath at 15 m range
pixel separation) was used for investigation of large is valid over a wide range of wind speeds and
scale sea surface structure and the nadir mode (5.7 m' incidence angles if C is a function of incidence
range resolution, 16.4 km swath at 4 m pixel angle and 7 a function of both wind 3peed and
separation) was used to measure ocean waves. The incidence angle.
nadir mode geometry allows imaging from incidence 0
to 74 degrees and the real-time processed image is At off-nadir angles, Bragg scattering is the
normally recorded in the slant range plane to dominant physical effect that determines the return
minimize field errors arising from errors in aircraft signal to the radar imaging the ocean surface. An
attitude estimation. increase in radar reflectivity corresponds to an

inLreCdse in wind speed, such as the case of the
strong wind-driven sea in the vicinity of buoy 2 near

3. THE GEOSAT ALTIMETER SEA STATE MEASUREMENTS the Norwegian coast (Figure 2a), and a decrease in
radar reflectivity to a decrease in wind speed, as in

The Geosat altimeter is a 13.5 GHz nadir- the case of the shay 'ecrease of 7 dB in radar
looking pulse compression radar that performs three reflectivity at the L Ing of the frontal feature
independent measurements: F1 (Figure 2a).
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I-- The Geosat pass starts north of buoy 2, which

M -4 has a sheltered position near the Norwegian coast
(Figure 1). On March 20 at 5 hours UTC, buoy 2

6 - '- -measured a wind speed of 8.5 m/s, and at 8 hours UTC
Z a speed of 8.9 m/s, both with a stable wind direction

-7" ,from the south-southwest. A local fetch-limited sea-- was present at buoy 2 where the wind speed
U/ wmeasurements are in good agreement with the Geosat

-9" - -wind speed at 9.3 m/s at the start of the pass. Buoy
a )4, which is located at the edge of the atmosphericNLLJI front at the time of the Geosat pass, recorded very

variable wind speeds of 20.5 m/s at 6 hours UTC and
- 5.3 m/s at 9 hours UTC. Buoy 4 was measuring very
:-12 I variable wind conditions corresponding to an

. .I atmospheric front crossing.
0i

Z CNTINENT
FRONT S ELF S. SAR AND ALTIMETER WAVE MEASUREMENTS

B UO 5.1 THE SAR PROCESSING

640 64.5 65.0 65.5 66.0 66.5 67.0 SAR images of ocean waves are sensitive to SAR
C -14- - - 14 system parameters, such as incidence angle, radar

RONT 1 I C0 INENTA frequency, antenna look direction relative to the
wave field, integration time, and slant range

z - -l.,.. - - _distance over motion of the SAR platform (R/V ratio),Z 
-3 12 as well as wind speed, long wavelength wave field,

12 - - wave height and slope, and surface currents.

LA SAR preprocessing is performed onboard the
-o - aircraft. This processing uses the onboard

I LJ navigation system to maintain good spatial control of
l°J the image locations. The radar system real-tme

0 0_ motion compensation is engaged for all the flight
° o I (/) lines. The real azimuth correlator provides a

0  . . O- 10 0 focussed image output in flight. This unit performs
SI Z a time domain correlation between seven frequency

N defined sub-beams and a stored azimuth reference
0 9E- g . function (computed for the radar imaging geometry and0, -initial ground speed at the start of each flight
0.3 - EOSAT OAR C OSS-S CON line) then recombines the time shifted, detected lookoooo 3EOSAT )ERIVED WIND S EEo images to form an output magnitude image.

64.0 64.5 65.0 65.5 66.0 66.5 67.0
LATITUDE A complex precision processing is performed on

the ground. This processing consists of:
Figure 2: (a) Variations of the SAR normalized
return along flight line 1, location of buoy 2, of 1) slant to ground range conversion, (geometric
the frontal feature (FI) and of the edge of the correction necessary because the SAR views the
continental shelf; (b) quasi-simultaneous variations ground at an oblique angle);
of the Geosat altimeter cross-section and of the 2) windowing and median filtering of the data for
derived wind speed. speckle reduction;

3) two-dimensional Fast Fourier Transforms (FFT)
4.2 THE GEOSAT ALTIMETER MEASUREMENTS assuming that the ocean surface can be

represented as a stochastic field; and
For the Geosat altimeter, the amplitude of the 4) application of a modulation transfer function to

ocean-return signal is normalized via an Automatic the data (Monaldo and Lyzenga, 1986).
Gain Control (AGC) loop. The AGC setting measures
the backscatter coefficient at the ocean surface Plots of the wave number-intensity spectra
which is dependent on wind speed (Mognard and Lago, provide information about wavelength and wave
1979). The scattering cross-section of the ocean travelling direction along the track. Ground
surface at nadir can be modelled by specular points corrected area with 512x512 pixel size have been
assuming that the sea surface slopes are nearly selected in order to approximately contain 10 waves
gaussain and isotropic in their distribution of 200 m long wavelength. Wave numbers in azimuth
(Barrick, 1974). The altimeter senses the variations and range are indicated along the axis, while the
in specular reflection along the track and thus circles identifies the wavelength for every 100 m
responds to changes in wind speed that are opposite between 100 and 500 m. In order to obtain the wave
to the SAR responses. travellin 1 , tinn in o h .nnin2 ac +* v

must be rotated clockwise so azimuth becomes parallel
During NORCSEX-88 on 4arch 20, the variations to the flight direction.

of the Geosat altimeter ocean cross-section along
with the derived wind speeds are shown in Figure 2b.
The position of the front (FI) is sharply defined by
an increase of 0.6 dB on the altimeter cross-section
(Figure 2b).
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05.2 THE GEOSAT ALTIMETER WAVE ANALYSIS

A
The Geosat HI/3 and minimum significant swell

heights are presented in Figure 4 along with the
position of the atmospheric front. The H1/3

9 variations show a steady increase from the start of
the pass to almost the end of the continental shelf

ofrom 3 m to 4.5 m. Beyond the continental shelf, the
mean HI/3 remains stable at 4.5 m.

The altimeter-derived swell is lower near the
9o Norwegian coast at the start of the pass with a mean

__ _ - -height of 2.5 m. North of the atmospheric front the
mean swell height is 3.5 m. South of the atmospheric

> front, where the highest winds were measured, the
9swell cannot be derived from the altimeter HI/3 and U

measurements. The Pierson Moskowicz expression used
to derive the swell height from the wind speed

h °measurement assumes that the wind sea is fully
developed. In the middle of a storm when the
conditions are not fully developed (as is the case
here), the altimeter-derived swell height cannot be
estimated.
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LATITUDE
Figure 4: Geosat altimeter HI/3 and swell heights

o variations on March 20, 1988, over the NORCSEX-88
o __________ ___________area.

-0 10 -0,05 0.00 005 0.10

AZIMUTII WAVENUMBER (RADS/M) During the March 20 SAR flight, the dominant
Figure 3: C-band SAR wave number-intensity spectra swell and wind wave fields observed in the SAR
along flight line 1 at a) latitude 64"52', longitude imagery came from the southwest. The four buoys
8"33', and at b) latitude 66"03', longitude 5"26'. measured a swell coming from the southwest that was

still present and dominant during the SAR flight. On
The radar look direction was favorable for March 15, this swell family was observed west of

flight lines 1 and 2 on March 20, imaging mostly Scotland by the Geosat altimeter, which measured high
range travelling waves. These waves had a mean sea state conditions along one pass with HI/3 of
travelling direction of 230 degrees with a mean 7.30 m and wind speed of 16.53 m/s at 54.13N
wavelength of about 180 m. Figure 3a and 3b gives latitude and 17.87"W longitude. Using the JONSWAP
two examples of wave number-intensity spectra plots parametric formulation for wave generation in the
in the fetch limited region south of the front midst of a storm (Hasselmann et al. 1973), the peak
(Figure 3a) and beyond the continental shelf (Figure period of the waves generated during this storm is
3b). Both plots show mainly range travelling waves estimated at 12.5 s which corresponds to a peak
systems cominn from the southwest. In the fetch- wavelength of 240 m (Mognard et al., 1986). Given
,,,,, u die ea (Figure 3d), Lhere are three main wave s.ould.have.reached.the ,a.ena ..n.re on
systems: the two long wavelength systems (180 and should have reached the Haltenbanken area on
150 m) are 30 degrees apart, and the shorter wind- March 17, and would thus on March 20 only be a
driven wave has a wavelength cf 120 m. In the open residual system arriving from the southwest.
ocean (Figure 3b), there is one long wavelength
system between 185 and 270 m, and a shorter one
between 95 and 120 m. These two systems are range
travelling waves.
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On March 19, at 5 hours UTC, a storm was 3) a new incoming northwesterly swell with a period
measured by the Geosat altimeter north of of 8.5 s that was not imaged on the SAR but that
Haltenbanken at latitude 72.04"N, longitude 4.55"E, was forecasted using the Geosat altimeter
with maximum HI/3 of 5.38 m and wind speed of observations.
17.64 m/s. Using the JONSWAP parametric wave
spectrum expression, the estimate of the wave peak
period generated by this storm is 10.30 s and the 7. REFERENCES
time of arrival at buoy 4 is March 20 at 8 hours UTC.
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GEOSAT DERIVED WINDS, WAVES, AND SWELLS IN THE NORTH ATLANTIC DURING NORCSEX-88

Nelly M. Mognard William J. Campbell
Centre National d'Etudes Spatiales Edward G. Josberger

18 Avenue E. Belin U.S. Geological Survey
31055 Toulouse-Cedex France University of Puget Sound

Tacoma, WA 98416

ABSTRACT reflected toward the altimeter antenna is greatly
reduced and the precision of the wind speed

NORCSEX-88 (NORwegian Continental Shelf measurement is difficult to estimate (Mognard and
EXperiment) took place during March 1988 in the Lago, 1979).
Haltenbanken region off the Norwegian coast. The sea
state conditions were highly variable, ranging from An estimate of minimum significant swell height
calm to swell dominated, wind-wave dominated, and can be deduced from the altimeter sea state
mixed swell and wind-wave situations. The Geosat measurements (H1/3 and U), except within ocean areas
altimeter observed sea surface wind speeds and covered by intense storms (Mognard et al., 1986).
significant wave heights over the Northeast Atlantic Along an altimeter track the maximum height of the
during the NORCSEX-88 experiment. These observations locally generated wind waves, corresponding to fully
were used to derive fields of minimum significant developed conditions, can be determined from the
swell heights and maximum significant wind waves, and altimeter wind speed measurements using the Pierson
also parametric Jonswap wave spectra. and Moskowicz formulation (Pierson and Moskowlcz,

1962). If the altimeter HI/3 is higher than the
The averaged monthly mean fields of wind speed, estimated fully developed wind wave height, then a

wave height, and swell heights for March 1988 show minimum significant swell height can be computed
that the sea state conditions in the Haltenbanken (Mognard, 1984). This technique, developed using
region of the NORCSEX-88 experiment were not extreme Seasat altimeter data, has tracked swell propagating
when compared to the conditions in the North Atlantic for several days across the South Pacific (Mognard,
during this period. The three-day averaged mean sea 1984) and the North Atlantic (Mognard, 1983).
state fields, from the Geosat altimeter, show the
evolution and propagation of wind and wave patterns Using the global data set acquired by Seasat
across the North Atlantic. A swell family, created altimeter during its 3-month lifetime (July to
off Newfoundland, propagated all the way across the October 1978), monthly fields of wind speed, H1/3,
North Atlantic to the Haltenbanken region, and swell revealed the presence of mesoscale features
Individual Geosat passes across two particularly that are not present in the long-term monthly
intense storms during the NORCSEX-88 experiment are climatological fields (Mognard et al., 1983). This
analyzed and compared to weather maps, wave same technique has been used to compute the
hindcasts, and wavescan buoy measurements. These altimeter-derived monthly fields in the North
comparisons show that the Geosat altimeter can Atlantic during NORCSEX-88 in March 1988 (Figure I).
accurately locate atmospheric fronts, determine swell
propagation, and give an estimate of parametric wave Sea state fields derived from the Geosat
spectra for wind-wave dominated situations, altimeter in the North Atlantic for two consecutive

3-day periods (March 6-8 and 9-11) are shown in
Figures 2, 3, and 4. During these 6 days a swell

Key words: Geosat, NORCSEX, HI/3, Wind Speed, Swell family generated during the March 6-8 period in the
Northwest Atlantic off Newfoundland propagated across
the Atlantic and reached the Haltenbanken region on

I. INTRODUCTION March 11 during a local storm. The Northwest
Atlantic storm responsible for generating the swell

Over the ocean, the Geosat radar altimeter was sampled by the altimeter on March 6 and 7. For
measures the significant wave height (H1/3) and the those 2 days, a JONSWAP parametric spectrum is used
-............ 1,1.1. . Lo dutermi ine tle wi,,d-wdve pedk ,,1,qu16y. "Ie
appruximately 7 km along the satellite track. The arrival time of the resulting swell in the NORCSEX
HI/3 measurement has an accuracy of 50 cm or 10 area is then estimated.
percent of H1/3, whichever is greater (Dobson et al.,
1987). The wind speed is determined from the amount A Geosat pass in the midst of the local storm
of power reflected by the ocean surface using the that occurred on March 11 in the Haltenbanken region
algorithm developed for the Geos-3 altimeter (Brown, revealed the presence of a 3-5 m background swell
1981). The wind speed measurements have an accuracy superimposed on the locally generated wind waves.
of 1.8 m/s for winds less than 18 m/s (Dobson et al., Comparisons between the Geosat estimates of swell
1987). For winds higher than 18 m/s, the power height and period and the Norwegian WINCH hindcasts



743

swell give a very good agreement for the height, NORTH ATLANTIC MARCH 1988 -WIND SPEED(m/s)-
period, and direction of the swell. Geosat HI/3 and
wind speed measurements in the center of the March 11 NA

storm are in good agreement with simultaneous buoy
observations.

II. GEOSAT MEAN FIELDS IN THE NORTH ATLANTIC FOR /
MARCH 1988

Monthly fields of wind speed, HI/3, and swell-'o - - l(.
heights, characterize the regional sea state features \ ... ,. (

of the North Atlantic during the NORCSEX-88 - -
experiment. Various sea state features which appear
in the long-term climatological fields, such as the \I /
region of high sea state in the Northwest Atlantic,
are observed in the Geosat altimeter averaged monthly ,
fields.

NORTH ATLANTIC MARCH 1988 -H1/3(m)-

11.1 THE WIND SPEED FIELD

The Geosat averaged wind speed field during
March 1988 is characterized by maximum winds of 9.25
m/s and minimum winds of 7.25 m/s (Figure la). The c
region of minimum wind speed is located in the /
Northeast Atlantic along the Norwegian coast. The
Haltenbanken area had a% .-age winds between 7.25 m/s
and 7.50 m/s, which is low compared to the rest of 2.n

the North Atlantic. There are two regions of maximum
wind speed: a large region of averaged winds higher
than 9 m/s in the middle of the North Atlantic, south
of Iceland, and another region in the western part of
the North Atlantic between Greenland and Newfoundland
(partly shown in Figure 1a) where intense storms
usually occur during boreal winters. ' F , - i /

11.2 THE HI/3 FIELD NORTH ATLANTIC MARCH 1988 -SWELL(m)-

The mean HI/3 field obtained with the Geosat Kc
altimeter in the North Atlantic in March 1988 is
shown in Figure lb. The western part of the North
Atlantic is covered with HI/3 ranging between 3 and
3.5 m, while north and east of a line from Iceland to
Scotland, there is a gradual decrease of HI/3 from 3
to 2 m. The maximum averaged H1/3 is 3.5 m and the -.I
minimum is 2 m. The Haltenbanken region has averagei .,
HI/3 of 2.25 m. ,, .

11.3 THE SWELL FIELD

During March 1988, the mean significant swell "5

height, derived from the Geosat altimeter, vary
between 2.25 and 0.75 m (Figure 1c). The highest -

swells, greater than 2 m, are located South of 50*N 4w 3e 2e e s o

and West of IOW. North of 50°N, the mean swell
height uniformly decreases to 0.75 m, north of 70"N. Figure 1: Geosat mean monthly fields of wind speed
The Haltenbanken region has a mean swell of 1.25 ma (a), H1/3 (b), and swell height (c) in the North
slightly but significantly higher than the rest of Atlantic during March 1988.
the averaged swell in March along the Norwegian
coasts. III. GEOSAT 3-DAY AVERAGED FIELDS IN THE NORTH

ATLANTIC
In summary, during March 1988, the mean monthly

sea state fields derived from the Geosat altimeter The Geosat 3-day fields present a quasi-
show that the highest sea state were located in the synoptic view of the ocean sea state of the North
wastern part L of "he North Atl....j . . Ant .th .. ast +Atlantic. uMnnard et fl (196) fndln tIhat nuon the

Atlantic being characterized with lower averaged sea sampling spatial coverage of the Seasat radar
state values. altimeter, a 3-day averaging of all observations in a

given ocean area provided sufficiently spaced data to
generate a quasi-synoptic view of rapidly changing
conditions in the area. These fields delineate areas
where intense storms have occurred and show the
propagation of ocean swell. Two consecutive 3-day
periods during the beginning of March 1988 are
presented: March 6-8, and March 9-11. The first
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3-day period was a very calm period in the with HI/3 ranging from 3-6 m occurred in the
Haltenbanken region with an intense storm in the Northwest Atlantic, with a gradual decrease in HI/3
Northwest Atlantic. This storm, south of Greenland in the Northeast Atlantic where the Norwegian coasts
and east of Newfoundland, generated a swell family and the NORCSEX area had H1/3 less than 1.5 m. This
that reached the NORCSEX area after 3 to 4 days. The situation changes completely in the next 3-day period
second 3-day period from March 9-11, had a storm in (Figure 3b) where two regions with waves greater than
the Northeast Atlantic where the swell generated 4 m are found in the mid-Atlantic extending from
during the first 3-day period was superimposed on the Iceland to Scotland, and in the Haltenbanken region.
wind wave sea created by the ongoing storm. These two regions of high HI/3 are composed of swell

and wind waves, as can be seen on the 3-day swell
111.1 THE 3-DAY WIND SPEED FIELDS fields.

During March 6-8, intense winds with an average 6 to 8 March 1988 -H1/3(m)-

maximum of 14 rns occurred South of Greenland (Figure 8, -

2a). Averaged winds less than 10 r/s occurred in the
eastern part of the North Atlantic ocean. The lowest
mean winds were observed along the Norwegian coast
and in the NORCSEX area where they were less than 6
m/s. During the next 3-day period, from March 9-11
(Figure 2b), the highest mean winds of 11 rn/s were
located in the Northeast Atlantic, along the 3

Norwegian coast and in the NORCSEX area. However, *

the averaged winds were lower than in the intense g
storm in the Northwest Atlantic of the preceding , i
3-day period.

6 to 8 March 1988 -WIND SPEED(m/s)- 12 , ,

N A &d

9 to 11 March 1988 -H1/3(m)-

iski

X NB

4

9 to 11 March 1988 -Wind Speed(m/s)- -

NN B_

/ Figure 3: Geosat 3-day H1/3 fields in the North

,____, Atlantic for.(a) March 6-8 and (b) March 9-11, 1988.

111.3 THE 3-DAY SWELL FIELDS

The averaged 3-day swell fields (Figures 4a-b)
-. show the swell fields which occurred in the North

Atlantic. The first 3-day field, the period March
6-8 (Figure 4a), shows an area of high swell, with a
maximum of 3.5 m, in the Northwest Atlantic, south of
Iceland. This shows the start of the swell
propagation from the region of high winds and high

4ew e s eed fl t e H1/3 observed during the same period south of
Greenland (Figures 2a and 3a). During this first

Figure 2: Geosat 3-day wind speed fields in the 3-day period, northeast of a line between Iceland and
f- f% M",hrQ2nAthlMarh Q11 ,cc"an, " swll was3 lssf tan~ 2 ir, aIU less tainl

1988. 1 m in the NORCSEX region. Three days later (Figure
4b) the core of swell, higher than 3 m, moved toward

111.2 THE 3-DAY HI/3 FIELDS the east and extended between Ice;and and Scotland.
The 2 m swell moved towards the northeast and reached

During the March 6-8 period, the average HI/3 the Haltenbanken area, where mixed south westerly
field measured by the Geosat altimeter (Figure 3a) swell was superimposed on a wind sea generated by a
shows that the highest magnitude, 6 m, occurred south storm on March 10 and 11.
of Greenland where the highest winds were observed
during the same period (Figure 2a). A large region
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6 to 8 Morch 1988 -SWELL(m)- period of 11.7 s. For March 7, the measured maximum
-- wind speed of 18 m/s corresponds to an HI/3 of 7.5 m

N A and gives a peak frequency of 0.079 Hz, or a period
of 12.6 s.

IV.2 THE SWELL PROPAGATION TO THE HALTENBANKEN
_ _REGION

"The two Geosat passes of March 6 and 7 in the
Northwest Atlantic may not have observed the highest

I- ' *I ., wind speeds and HI/3 that occurred in this particular
storm. Indeed, given the sparse temporal and spatial
coverage, they probably did not. The sea state

3.") conditions measured on March 7 are representative of
more fully developed conditions that) the sea state
parameters measured on March 6. Considering the sea

(. _,//_,. state conditions measured on March 7, the propagation
velocity of waves with a 12.6 s period is 10 m/s.

9 to 11 Morch 1988 -SWELL(m)- These waves should arrive in the NORCSEX area
approximately 3.13 days after the time when they were
generated, on March 10 at 11 hours UTC. If we assume
that the highest sea state in this storm could occur
only during a period within 6 hours before or after
the time when Geosat measured the highest sea state,

.__it gives a propagation time for the 12.6 s period
waves between 2.88 and 3.38 days. It is impossible
to evaluate what the highest sea state in this storm
was without any other data acquired at a different
time or place than the Geosat passes. Therefore, the

00 12.6 s period is only indicative of the period of the
swell propagating from the storm. If the Geosat
missed the highest sea statb conditions, than the

/ ] period of the resulting swell would have been
Zgreater.

4eW 3 2d id' 6 le~ WE

Figure 4: Geosat 3-day derived swell height fields V. THE MARCH 11 STORM IN THE NORCSEX AREA
in the North Atlantic for (a) March 6-8 and (b) March The Geosat altimeter at 1 hour UTC on March 11
9-11, 1988. acquired data during an intense storm in the NORCSEX

area. Figure 5 shows the variations of HI/3 and wind
speed along the pass and the quasi-simultaneous

IV. THE SWELL GENERATION AREA IN THE NORTHWEST measurements at 0 and 3 hours UTC of a buoy located
ATLANTIC along the satellite track. The sharp change in wind

speed at 65"N latitude from 5 to 15 m/s corresponds
IV.1 THE JONSWAP SPECTRA IN THE MIDST OF THE STORM to the crossing of an occluded front. East of this

front where the altimeter winds are low, between 5
Between March 6 and 8 an intense storm occurred and 6 m/s, the H1/3 measured by the altimeter is

in the Northwest Atlantic. Parts of this storm were about 3 m, indicating the presence of a swell. Thus,
observed by the Geosat altimeter on two consecutive t'ae wave regimp along the pass is a combination of
days. On March 6 at 12 hours UTC, Geosat measured wind wave and swell. Using the Pierson-Moskowicz
high winds along one pass with maximum wind speed of formulation for fully developed waves, minimum
?0 m/s and HI/3 of 7 m at 56"N and 501W. On March significant swell heights are estimated and compared
7, at 3 hours UTC, the Geosat altimeter measured to the WINCH hindcasts along the satellite track
HI/3, varying between 5 and 9 m, with winds reaching (Figure 6). In the middle of the storm, where the
13 m/s at 60*N and 40"W. This storm then moved HI/3 measured by the altimeter is lower than the
northeast, fully developed wind wave, no swell heights can be

estimated. The WINCH swell periods along the tack
In the absence of swell, HI/3 measured by the vary between 13.1 s and 12.8 s, with a mean

altimeter in the midst of a storm is representative propagation direction toward the east. The swell
of either a fully developed condition or a duration- direction is in perfect agreement with the Geosat
limited situation. In this case, nearly all spectra location of the generating storm in the Northwest
can be determined by a JONSWAP parametric form of the Atlantic. The Geosat estimate of the swell peak
spectrum (Hasselmann et al., 1973). This parametric period at 12.6 s indicates that the Geosat tracks
represenLation was u-ed wiih Lie SedasL diLimLer Lu came close to the center of the storm and the
estimate wave spectra in the Southern Ocean during altimeter observed nearly the maximum sea state that
winter storm conditions (Mognard et al., 1986). occurred.

The peak frequency of the JONSWAP spectrum (fm)
can be determined by means of the altimeter measured
wind speed and H1/3 using the JONSWAP dimensionless
energy frequency relationship (Hasselmann et al.,
1976). For March 6, the observed wind of 20 m/s and
HI/3 of 7 m gives a peak frequency fm-O.O85Hz, or a
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A Study of Textural and Tonal Information for Classifying
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Abstract Sea, was imaged with the SEASAT satellite. The system
configuration for each sensor is summarized in Table 1.

Many textural and tonal measures have been proposed and
used to classify sea ict from imagery collected by a synthetic In conjunction with the SAR pass over Mould Bay on March 3,
aperture radar (SAR). These measures, however, are 1984, a surface truth program was started on March 15
computationally expensive to calculate. Moreover, the (13jerkelund et. al., 1984). Although a two week period
behaviour of some measures in the sea ice application is largely separated the overflight and surface truth collection, the
unknown. datasets are comparable because the ice remained stable during

this period (Cameron M.A., 1986). In the scene, a cluster of
II this study, the cliaracteristicc and relationship between five old ice flues are in the middle of the bay and surrounded by
textural measures derived from the spatial grey levels or co- thinner first-year (FY) ice. Landfast ice is present along the
occurence matrix, non-cohcrent averaging, standard deviation, shore and in a sheltered bay.
and a texture measure that accounts for speckle noise are
examined for a X-band and L-band SAR dataset. Initial results Prior to processing the digital imagery for Mould Bay, the
suggest that a high correlation exists between measures and resolution and size of the imagery was reduced by a factor of
therefore, significant savings in computation can be achieved by two. This was achieved by convolving the image with a 2 by 2
eliminating redundant channels, averaging filter then decimating by two in both the x and y

directions to produce an image one quarter the area of the
original, or 12 meter square pixels.

1.0 Introduction
The second dataset, collected by the SEASAT satellite on

With the launch of E-ERS-I and RADARSATsatellites, a large October 5, 1978, covers a 100 km bquare area of sea ice in the
volume of data will be available. The manual extraction of the marginal ice zone. Over 60 percent of the scene is covered
location and identification of ice types, however, is slow and with old ice floes. Young FY ice covers the remaining portion
may not meet the throughput requirements for operational of the scene except where new ice has recently formed in areas
applications. To improve turnaround, automatic techniques to of floe movement.
classify ice types could be implemented.

No preprocessing of the SEASA' data was performed before
It is well known that both tone and texture can be used to input to the processing stage described in the next section.
discriminate between ice types. However, the characteristics
and utility of different textural measures for the sea ice 3.0 Data Processing
application is not well understood.

The data processing was performed on an image analysis system
In this paper, the characteristics of some tone and textural (IAS) manufactured by DIPIX Technologies Ltd. using the
features are investigated. In section two, the datasets used in standard software package as well as custom software developed
this study are described while section three outlines the at the Canada Centre for Remote Sensing.
procedure used to process the data and extract statistical
information on the sea ice. The analysis of the statistical data In the first stage, tone and textural features were generated for
is discussed in section four and conclusions follow in section each location on the image. Then, representative samples of
ive. the dtllerent ice types were manually delineated on the IAS,

Statistics of the samples for th: features were calculated for
2.0 Dataset Description each ice type and graphed as illu.trated in Figures 1 and 2. To

supplement the graphs, the correlation between features for
Two digital SAR datasets are evaluated in this study. The each ice type was determined and tabulated (Tables 2 and 3).
Mould Bay scene was acquired with the Intera STAR-1 system

and the second, a view of the marginal ice zone in the Beaufort The nine features evaluated in this study include
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correlated (Tables 3a-c) but confusion between new and young References
ice types exist.

Bjerkelund, C., D. Lapp, and S. Prashker "An investigation and
Contrast, dissimilarity, and the standard deviation values Report on the Definition of the Physical Properties of Ice Types
(Figure 31), show new and young ice with overlapping at Mould Bay and lsachsen, N.W.T.". 1984. Volumes I and 2.
signatures. Commensurate with the other features, old ice is Prepared for AEIS. Vol. 1 128 pp. and Vol. 2 106 pp.
separable from new and young ice.

Cameron, M.A. "Analysis of Winter Ice Using Digital STAR-
The field texture shows a very small signature ,ariation for new 1 SAR Imagery of Mould Bay, N.W.T.". 1986. Master's Thesis
ice. However, the new ice signature is within the range of the prepared for the Dept. of Geography, Carleton University. 152
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Old ice has significantly lower values and is separable from the
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Mould Bay vs Marginal Ice Zone IEEE Trans. on Systems, Man, and Cybernetics. Vol. SMC-6,No. 4. pp. 269-285.

When highly correlated features in one scent. are compared

with correlated features in the other, a consistent behaviour is
observed. Correlated features are the same in both scenes.
Moreover, four distinct groups containing correlated features
can be recognised. Table 1.0. Sensor Characteristics.

SENSOR WAVELENGTH INCIDENCE ANGLE PIXEL SWATH

In the first group, the tone and mean filtered image are POLARIZATION NEAR FAR (m) WIDTH

correlated. The reason for this is obvious. Entropy, (Ck)
homogeneity, and uniformity form the second group with SEASAT L U3.5 cm) NH 18 25 12.5 100
correlation values greater than 0.8. Similar correlation values
(> 0.8) are observed within the third group which consists of STAR-i X (3.2 cm) N 68.5 78.9 6 23

contrast, dissimilarity, and the standard deviation measures.
Field texture is in a group of itself with little correlation with
the others.

Table 2.0. Mould Bay correlation coefficients between features.

The dissimilarity and standard deviation measures are also
correlated with the entropy, homogeneity, and uniformity group, a) Correlation coefficient matrix for Old Ice in Nowld Nay.
especially for first year ice types. CeNT DISS ENTR HOMO MEAN 0RIe STOP TEXT

OISS 0.944
50 Conclusions ENTR 0.302 0.496

N0140 -0.378 -0.589 -0.931
InI this study, the charactistics of nine spectral and textural NEAH 0.015 -0.003 -0.368 0.341

ORIG 0.071 0.054 -0.272 0.238 0.829
features are investigated. It was found that they could be STXE 0.926 0.957 0.442 -0.519 0.015 0.069

divided into four groups, each group containing correlated TEXT 0.714 0.665 0.289 -0.336 -0.276 -0.132 0.749

features. One group contains the tone and mean filtered UNIF -0.184 -0.369 -0.945 0.879 0.426 0.331 -0.296 -0.181

images, a second with entropy, homogeneity, and uniformity
measures. A third group consists of contrast, dissimilarity, and b) Correlation coefficient matrix for Landfast Ice In Koukd Nay.

standard deviation. The field texture measure is in the fourth CONT DIS ENTR HOMO KCAN ORIG $TOE TEXT

group. 05ss 0.946

ENTR 0.718 0.826

These initial results suggest that some of the measures are NHOM -0.814 0.9330.902
redundant and could be eliminated from a classification scheme MEAN 0.433 0.458 0.391 -0.433

ORIG 0.341 0.381 0.318 -0.358 0.829
without affecting the results. However, the selection of best SIDE 0.908 0.933 0 770 -0.848 0.479 0.381

features to be used alone or in combination is a subject for TEXT 0.328 0.298 0.192 -0.207 -0.028 -0.017 0.352

future research. Further study on the affect of different UNIF -0.561 -0.785 -0.957 0.871 -0.366 -0.300 -0.716 -0.162

distance separations and optimal window size used to generate
the co-occurrence matrix is also necessary. c) Correlotion coefficient matrix for FT ice in Mould Say.

CONT DISS EHR HOMO MEAN ORIG SIDE TEXT
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Table 3.0. marginal ice zone correlation coefficients between feotures.

a) Correlation coefficient matrix for New Ice in the marCinat ice zone.

CONT 02S$ ENTR HONO MEAN 0IG SIOE TEXT

0255 0.906
EMIR 0.557 0.719 c) Correlation coefficient matrix for Young Ice In the marginal Ice zone.
HOMO -0.692 -0.908 -0.308
MEAN 0.482 0.482 0.386 -0.390 CON! OISS EMTR HOMO MEAN ORIG STOE TEXT
ORIG 0.348 0.347 0.276 -0.282 0.721
SlOE 0.856 0.901 0.623 -0.766 0.538 0.366 0IS$ 0.907
TEXT 0.278 0.240 0.103 -0.166 -0.571 -0.434 0.270 EMIR 0.548 0.755
UNIF -0.421 -0.613 -0.931 0.773 -0.306 -0.218 -0.498 -0.070 HOMO -0.578 -0.829 -0.864

14EAN 0.584 0.700 0.526 -0.612
ORIG 0.491 0.585 0.442 -0.513 0.832

b) Correlation coefficient matrix for Old Ice in the marginal ice zone. SIOE 0.885 0.953 0.700 -0.753 0.713 0.564
TEXT 0.541 0.371 0.181 -0.128 -0.261 -0.255 0.417

CONT DISS FNTR MOO HEAN ORIG S0E TEXT UnIT -0.392 -0.606 -0.921 0.845 -0.419 -0.346 -0.54. -0.104

0ISS 0.960
EMIR 0.562 0.678
HOMO -0.641 -0.794 -0.830
MEAN 0.432 0.462 0.376 -0.395
006 0.347 0.375 0.300 -0.326 0.794
SlOE 0.913 0.934 0.630 -0.700 0.475 0.360
TEXT 0.088 0.033 -0.084 0.073 -0.822 -0.662 0.056
UNIF -0.430 -0.556 -0.928 0.806 -0.315 -0.249 -0.497 0.093

Figure la. Mean and standard deviation for ice In Mould Bay. Figure 2a. Mean and standard deviation for ice In the MIZ.
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ICE CLASSIFICATION ALGORITHM DEVELOPMENT AND
VERIFICATION FOR THE ALASKA SAR FACILITY

USING AIRCRAFT IMAGERY

Benjamin Holt, Ronald Kwok and Eric Rignot
Jet Propulsion Laboratory, California Institute of Technology

4800 Oak Grove Drive
Pasadena CA 91109 USA

ABSTRACT The aircraft SAR imagery used in the algorithmdevelopment was obtained during the March 1988 NASA

The Alaska SAR Facility (ASF) at the University of DC-8 SSM/I validation program which obtained SAR
Alaska Fairbanks is a NASA program designed to receive, imagery over many regions of the Alaskan Beaufort,

Chukchi, and Bering Seas. The aircraft SAR, designed andprocess, and archive SAR data from ERS- as well as built by JPL, operates at three frequencies, C-, L-, and P-
support scienc investigations that will use this regional bands with full quad-polarization. The imagery has adata. As pdrt of' ASF, specialized subsystems and algorithms resolution in range and azimuth of 10 m and a swath width
are under dcvclopmcnt to produce certain geophysical of 7-10 km over an incidence angle range from 20 to 60
products from the SAR data, in particular ice motion, ice d e In an toithe aR, other senso wi
classification, and ice concentration. This paper focuses dgres. In addition to the SAR, other sensors whichon the algorithm under development for ice classification obtained data during the program included the AMMR
ond the verifcatio algorithm underdevelopmentfossi ecan profiling radiometer and the KRMS imaging radiometer, as
and the verification of the algorithm using recently well Landsat, SS1v/l, and ORLS. Other comparison data
a'uired C-band aircraft SAR imagery over the Alaskan obtained included video and hand-held photography,
A~ctic. voice-rccordcd observations, and surface measurements
Keywords: Ice classification, aircraft SAR, algorithm from an ice camp in the Beaufort Sea. These SAR datadcvclopicne represent a very valuable set of imagery over regionally

varied, winter conditions that are particularly useful for
verifying the ASF ice classification algorithm.

2. DATA SIMULATION
1. INTRODUCTION

The data simulation and ice classification flow chart is
The Geophysical Processing System (GPS) of the shown in Figure 1. The -ircraft C-band SAR high

Alaska SAR Facility (ASF) is being designed to resolution imagery were used to generate 4-look square-
automatically process ice and ocean geophysical products root intensity images of sea ice of sizes 1024 samples by 750
from SAR data received from th,. European ERS-l, Japanese records each (Fig. 2). To simulate the ERS-1 imagery, the 4-
ERS-l, and Canadian Radarsat missions. The ASF, located at look images were convolved with an 8 x 8 smoothing (box)
the University of Alaska Fairbanks, will receive, process, filter which is identical to the procedure used to generate
and archive SAR products oLtaincd within its station mask the low resolution (100 m) imagery at ASF. The sample
from the three satellites. The GPS will the,, produce ice spacing was not changed and kept at 100 m so the resulting
motion, ice type, and ice concentration maps as well as images are over sampled. The signal-to-noise (SNR) ratio
limited quantities of ocean directional wave spectra in for the aircraft imagery is about -30 dB which is
geophysical units. This paper focuses on the ice considerably better than the ERS-I expected SNR of about -
classification algorithm under development and some 18 dB so a noise level was added to the aircraft data to
preliminary results using C-band aircraft SAR imagery produce the expected SNR of 9 dB for multiyear ice which
which is quite similar to the SAR data expected from the has a common backscatter coefficient of -9 dB [1]. Only the
European ERS-I sensor. near range angles of the aircraft imagery were used

(angles 23 to 38 degrees) and a radiometric compensation
was then applied to normalize the ckanges in backscatter

The ERS-I SAR is single frequency (C-band, 5.3 GHz), single due to incidence angle.
polarization (VV) and has a fixed iook angie o.^ 23 degrees.
The satellite will be in a sun-synchronois, 98 degree orbit
and is expected to acquire extensive imagery of sea ice
ov.er the Arctic Ocean and adjacent seas. The GPS is being 3. ICE TYPE BACKSCATTER VARIATION
designed to utilize the low resolution (100 m pixel spacing) Preliminary assessment of the aircraft SAR C-band
data product processed at ASF. The low resolution product imary a tio te thatt s a-andis an 8 by 8 pixel averaged scm. :made fronm the 4-look imagery at VV polarization indicates that there is a mariced
isoand 8correce ull argedto (5 m)ae fron the 14- contrast ir. radar return between multiyear end first yearground corrected full resolution (25 m) image and is 1024 ice. Frazil ice in ice bands and young smooth ice can be
by 1024 pixels in size. distinguished as well as wind-roaghened open water leads.
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The SAR imagery also detects ridging in both first year and angular dependency. Four classes arc clearly separable in
multiycar ice. The separation of these ice types has been this figure and no open water was present. The ice types
strongly confirmed from polarimctric analysis and visual are also identifiable on a histogram(Fig. 3b). Next, the
observations as well as from comparison with overlapping backscatter ratio of the different ice types was computed
KRMS imagery. The KRMS, which has a frequency of 33.6 over eight separate images and the results are shown in
GHz, is able to distinguish multiyear ice from first year ice Table 1. The different classes are separated by about 4 dB.
and open water but cannot separate new ice from Although there were variations in the multiyear ice
multiyear ice due to similar brightness temperatures [2] intensity values from image to image as high as 4.5 dB, the

backscatter ratios between different ice types stayed fairly

DATA SIMULATION AND ICE-CLASSIFICATION constant as indicated by the small standard deviation.
ALGORITHM

ETZ- I I ,H RESOLUTION SAR IMAGES E-ERS 1 INCIDENCE
i AmP, AIRCRAFT SAR ANGLE 20-26*

MODIFIED FOR E.ERS I CHARACTERISTICS
N NUMBER OF LOOKS (0 X B AVERAGING
P FIXEL SIZE ( 100 METERS

•SNR ( NEe. * • 18DB)

(RAIOMETRIC COMPENSAONINCDENCE ANGLE VARIATION

CLUSTER INTO 4 CLASSESq[110171M D ,ISODATA ALGORITHM

LOOK UP TABLE

ASSIGN BRIGHTEST CLUSTER
MULTI.YEAR TO
FIRST YEAR ROUGH MULTI.YEAR ICE
FIRST YEAR SMOOTH
NEW.YOUNG

0 RECUIRFS ABSOLUTE
CALIBRATION FOR

0 CLASSIFICATION ACCURACY IMINIMUM OISTANCE VERIFICATION
OE PE .OS N RADI M ETRIC | CLASSIFIER
CALIBRATION

ccLASSIFIED SAR DATA)

Figure 1. Data simulation and ice classification algorithm
flow chart using a lookup table of Arctic winter ice. In
this study the lookup table was derived from the aircraft
data directly.

C-BAND VV
The optimum procedure fc separating ice types with SAR, Figure 2. NASA DC-8 aircraft SAR imagery from March 11,
upon ice type identification would be to compare 1988. Multiycar ice is bright, thick first year ice is medium
calibrated backscatter values to surface-based gray, and thin or young first year ice is darker gray. The
scatteromcter measurements. At present the airc;aft C- incidence angle of the ERS-1 SAR is indicated on the
band SAR has not been highly calibrated. A lookup table imagery.
of absolute backscatter of various principle ice types
obtained with a C-band surface scatterometer is currently
being compiled IR.Onstott-personal communication] but
was not available in time to be utilized in this preliminary
study.

This study determined the relative backscatter power ratios 4. ICE CLASSIFICATION ALGORITHM
between different ice types from the aircraft SAR imagery
**-^tf c . .ve 2s Ia ,nt',n th*,: for the cla;f'irtinn The approach for this classification algorithm is to
algorithm (Fig. 1). Multiyear ice was selected to be the 0 dB implement an unsupervised ice segmentation routine
reference for comparison with the pixel intensity values which selects a possible set of classes which can then be
of several ice types including the following verified ice compared to backscatter values in a lookup table to identify
types, rough first year ice (greater than I m thick), the ice types. The difficulty in long term calibration in
smooth first year ice (less than I m thick), young ice, and SAR systems including ERS-I precludes having a
open water. Figure 3a illustrates the backscattcr power of classification algorithm based on ba-kscattcr alone.
different ice types for one image with varying incidence Multiple lookup tables arc needed to account for natural
angles from 23 to 58 degrees after radiometric regional and seasonal variations in ice conditions and
compensation was pLrformcd to remove any backscatter , e.
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A The clustering algorithm is sensitive to the quality or
sharpness of the brightest cluster. Varying the brightest

ED cluster width by I dB decreascd the classification accuracy
BEAUFORT SEA 30 %. A typical variation of +- 0,5 dB results in an error ofC WID O W- 136 5-10 % imisclassificd multiycar ice pixcls. This suggests

that the ERS-I long term relative calibration should be
accurate to within +-2.5 dB and short term relative

0. MY caltbration to +-0.5 dB.
0~-tO

-4 4 ++5. 
RESULTS

yTwo examples of classified aircraft SAR imagery are shown
'3^in Figures 4 and 5. The classification error is ectitnated to

NI be 7 % for multiyear ice according to the sensitivity studies
of cluster sharpness. A comparison of the classified SAR

_o image with KRMS imagery is shown in Figure 6. The
comparison of multiyear ice is qualitatively good for both

43.50 sensors. While not easily seen in this figure, the SAR i6
able to distinguish young ice from thin first year ice and

_ _402 ......... i .......-.. 1....... 50 ......... to detect ridges more clearly than the KRMS.
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BEAUFORT SEA
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-30 -20 -10
GREY LEVEL ( LB )

Figure 3. A). Normalized backscattcr power of the different
ice types from C-band VV aircraft SAR compared to
incidence angle after iadiometric compensation. B). C-BAND VV INCIDENCE ANGLE 23-38*
Histogram of aircraft SAR image.

RED HEW ICE
DARK BLUE FIRST YEAR ROUGH
LIGHT BLUE FIRST YEAR SMOOTH
WHITE = MULTI-YEAR ICE

A clustering algorithm called ISODATA performs the
unsupervised segmentation (Fig. I). Stable clusters can be
obtained using a small fraction (3-5%) of the total number Figure. 4. Comparison of aircraft imagery from March 11,
of pixels. The input parameters for clustering are simply 1988 (panels I and 3) ,vith classification results (panels 2
the desired number of classes and the expected sePaiation and 4).
between classes in the feature space. For this study four
classes separated by at least 4 dB were used although good
results can also be obtained with slightly diffetent input

%-r Th enhterc nre ranked aecordirnp to their
mean and then compared to the lookup table. The Further work on this algorithm will tnclude a more
brightest class is first compared to the multiyear ice table comprehensive analysis based on coincident surlace ice
value and then the other clas~es are compared and defined, measurements which will be available in tle near future,
Next each pixel in the image is assigned to the nearest class the investigation of tc,.ture analysis in the classification
based on the mean grey value computed from a moving 3 x routine, and the incorporation of temperature and wind
3 window which also provides some contextural speed data since thee parameters have strong influences
information. This eperation corresponds to a minimum on ice and ocean -.orditions. Also validated lookup tables
distance classifier (Fig. I). based on scatterometer data will be included as they

become available.
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MUL1I YEAR0

Orusr YEAR ROUGH -6.1 ±.8

FIRST YEAR SMOOTH -11.6 ±.9

HtW.YOooo ICE -15.4 ±.7

Table 1. Normalized backscatter powcr ratio of the
diffrent ice types using C-band VV data at 25 degree-
incidence angle.

It WHITE - MULTI-YEAR
GREY =FIRST YEAR ROUGH
DARK-GREY - FIRST YEAR SMOOTH
BLACK - NEW ICE

Figure 5. Comparison of airctaft imagery from March 11,
1988 (partels I and 3) with classification results (panels 2
and 4).
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ABSTRACT 2. In Situ Data

The purpose of this studs is to develope a system for A number of experiments have been performed in order
automatic classification of sea ice from SAR images. to study the behavior of SAR images. Some studies are
A number of speckle reduction filters have been based on SEASAT or SIR-A or SIR-B satellite data.
tested. Speckle reduction improves the classification Other studies are based on airborn sensors. An impor-
significantly. The adaptive filters the Lee filter and tant aspect of the experiments is to provide reliable
the Sigma filter give the best images for classifi- surface truth of the areas covered by the satellites.
cation. They also preserve details in the images well. The in siLu data may be used for calibration of the
When combining backscatter with texture (particularly planned methods for automatic interpretation of the
local variance), small improvements in the classifi- data achieved from the SAR sensors.
cation results are shown. By using supervised classi-
fication, we were able to discriminate between three The data used in this study was acquired during the
ice categories and open water (possibly mixed with MIZEX 87 experiment that took place in April 1987 in
some thin, new ice), with a performance of 92 - 98%. the Fram Strait, see (Johannessen. 1988) and

(Shuchman, 1988).
KEY WORDS: SAR, Sea ice, Speckle, Classification.

22 SAR data collection missions were flown daily,
using the Intera STAR systems. The SAR data recorded

1. Introduction are 7-look X-band, 1111-polarized, and the resolution is
15 x 15 m. This study is based upon a scene consisting

Interpretation of sea ice in the Arctic regions will of 3000 x 2000 pixels.
be an important application of the SAR data produced
by the ERS-l remote sensing satellite. Real time pro- During the experiment, the surface truth was recorded
duction of reliable sea ice data will become crucial by a research vessel and helicopters. 32 areas within
for future Arctic activities. This study aims at pro- the image were categorized into the following seven
viding fast and reliable systems for interpretation of categories (after Shuchman, 1988):
SAR images of sea ice. The study is supported by the
Royal Norwegian Council for Industrial Research(NTNF). A. 50 - 60% Multiyear Ice in Consolidated First-Year

Ice Framework (1-3 cm snow).
Similar studies are reported in a number of publica- B. 30 - 40% Multiyear Ice with Rubble in Loose First
tions. See for instance (Holmes, 19814) and (Skriver, Year ice Framework (some open water).
1986). C. First-Year Ice with Rubble (.60-1.5 m thick).

D. First-Year Ice (20-40 cm thick).
This study is based on the in situ data recorded E. New Ice (5-8 cm thick).
during the MIZEX 87 experiment. The in situ data are F. Open Water.
described in Section 2. G. Open Water with Grease Ice Streamers.

The first results i'rom classification of the SAR The classification tests in this study are based on
images gave poor results, mostly due to the speckle the in situ data from these (rather small) areas.
noise in the images. A number of methods for speckle
reduction was therefore implemented. The results of
these tests are described in Section 3. 3. Speckle reduction

In order to improve the classification results furt- Speckle noise is disturbing for the interpretation of
her, local texture in the SAR images was computed. The SAR images. Much emphasis has therefore been put in
results from these tests are described in Section 4. reduction of the speckle, see for instance (Skriver,

1986), while maintaining as much as possible of the
In Section 5 is decribed classification of the images information in the image, such as texture and edges.
using maximum likelihood classification. First, class- Most important in our choice of filters is to find
ification into the seven ice types defined from the in those which give the best images for classification.
situ data was tried. The experiments proved that a re-
duction into four categories was optimal. We have in our study applied a number of methods for
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noise reduction. These include traditional image pro- 5. Data Analysis and Classifi:ation
cessing methods as average and median calculations, as
well as lowpass filters. Because the speckle noise is The main purpose of this study is to determine how
data dependent, filters that can adapt to the image is well the 7 data classes desribed above classes can be
likely to give the best results. Various adaptive separated, or which classes can be separated. We did
filters have been implemented and tested on the SAR this by first studying the data by histograms and
imagery. These include the filters called "Lee" (Lee. statistical measures, and then classifying the data
1980). "Frost" (Frost, 1982). "Sigma" (Lee, 1983) , using maximum likelihood classification.
"Symmetric nearest neighbour" (Harwood, 1984) and
"Maximum Homogenity" (Nagao, 1978) filteis. Among The backscatter values and the textural measures were
these adaptive filters, we found that the Lee and the calculated for the test areas described above, where
Sigma filters gave the best results, and they were the ice types are known. Histograms for each of the
used for further tests. classes were computed. Fig 2 shows the histograms for

the 7 ice categories for unfiltered and filtered
For comparison, five filters, which have approximately images.
equal smoothing capabilities, were applied to the same
image, shown in fig. 1. (They give approximately the The relationships between the classes were studied by
same results %hen applied to an image without any computing the Mahalanobis distances, which are statis-
other variations than the speckle noise.) The five tical measures describing the distances between the
filters which have been tested are: Average (with a classes. Table 1 shows the Mahalanobis distances
Gaussian shaped kernel of 9x9 pixels), Median with between the ice categories. Fig. 3 shows the distribu-
kernel 7x7, a lowpass filter, the Sigma filter kernel tion of the categories when backscatter and texture
5x5 (used twice), and the Lee filter with kernel 7x7. are combined.

In table 2 in Section 5, some classification results
are summarized. We see that speckle-reduced SAR images A B C D E F G
give much better classification results than unfil-
tered images. Up to a certain limit, we have found A 0
that the better the images are smoothed, the better B 2.86 0
are the classification results. Our experience is that C 3.42 2.24 0
filter kernels of 7x7 or 9x9 pixels do well. D 9.22 6.32 2.37 0

E 13.84 11.02 4.61 6.94 0
To compare the filters' ability to preserve struc- F 13.85 10.98 4.15 7.25 2.24 0
tures, the backscatter values along a fixed line G 14.64 11.90 5.77 8.37 2.85 3.70 0
(shown on original) were plotted as "profiles" for the
same images, see fig. 1. Table 1. Mahalanobis distances between 7 sea ice and

water categories. Backscatter (Lee-filtered) combined
From fig. 1, we can see that the adaptive filters blur with texture (Variance). As a rule, we can state that
the images less than the non adaptive filters. The when the distance between two classes is greater than
median-filter also preserve much of the structures 4.0, the classes may be well separated, when it is
well, but the highest peak has almost disappeared, less than 4, confusion between the classes is more

likely to occur.
From these studies and the classification results
shown in section 5, we conclude that the most success- These studies indicate that we cannot distinguish
ful filters are the two adaptive filters Lee and between all the 7 classes. We wanted therefore to
Sigma. categorize the ice into fewer categories. From the

data analysis we found that:
4. Texture - Type A may be kept as a separate ice category.

- Type C can be described as a mixture between the
One may expect that the classifiLeuixoa will be im- two classes B and D, and the two mixed ice cate-
proved by including textural information in discrimi- gories B+Cl and C2+D may be distinguished as two
nating between the classes in SAR images. See for separate ice categories.
instance (Holmes, 1984), (Skriver, 1986). In our - Types E, F and 0 can hardly be separated from each
study, we have applied different textural measures, other, but are well s-;.t.rec from the other
including: variance and standard deviation, power-to- classes.
mean, local energy and local frequency distribution.

Discrimination between th se 4 classes seems therefore
Some results of the classification are shown in table to be achievable: A, B+Cl C2+D and E+F+G.
2. Only marginal improvements were obtained by adding
texture: combined with the average, lowpass or Lee The images were classif'ied by using supervised
filters, the error rates were reduced, but combined classification. In order to get realistic estimated of
with the median or the Sigma filters, no improvement the classification results, the in sit,; uate set was
was obtained at all. Variance, standard deviation and divided into two disjoint group .Thu first data set
power-to-mean give the best results. Note, however, was used as a training set when calculating the proba-
that in our experlmnt tha Il... fi-v-- -. 0- bility density functions used in the e1qq tfirnn

were already very good when using backscatter only. When classifying, confusion matrices and performance
statistics was calculated for the second data set. The

We also found that texture alone is not sufficient for results show an overall performance of maximum 60 -
discriminating between these ice categories. For dis- 70% when using all the 7 classes. Multiyear Ice in
crimination between only ice and open water, however, Condolidated First-Year Ice Framework (ice category A)
variance or standard deviation succeed with more than can be fairly well discriminated from the others
95% correct classification. (about 90%), but the other classes are tou intermixed

with each other.
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When rearranging the class definitions into the four References
classes described above. we obtained the classifica-tion rates described in table 2. V.S. Frost et.al: "A Model for Radar Images and Its

Application to Adaptive Digital Filtering of Multi-
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Table 2. Percent correctly classifled pixels for Smoothing Filters." Report CAR-TR-59, University of

unfiltered and filtered images. Maryland, 1984.

Fig. 4 shows results from classifying a SAR image into E. Holbek-Hanssen et.al.: "Filtering and Classifica-

4 classes, tion of SAR Images from Sea Ice." Report No. 821,
Norwegian Computing Center, Oslo, 1989 (in Norwegian).

When instead using data set 2 for training and testing
on data set 1, we obtained similar results, but the Q.A. Holmes et-al.: "Textural Analysis and Real-time
performance was reduced to 92 94 %. There, texture Classification of Sea-ice Types Using Digital SAR

only improves the results by 1 - 2 %. Data." IEEE Transactions on Geoscience and Remote
Sensing, Vol. GE-22, No. 2 March 1984.

The results of these tests show that when reliable in
situ data are available, one is able to classify into O.M. Johannessen et.al.: "Overview of the Winter Mar-

four sea ice and water categories with more than 90% ginal Ice Zone Experiment in the Greenland and Barents
significance. Seas." Proceedings of the Seventh International Con-

ference on Offshore Mechanics and Arctic Engineering,
When limiting ourselves to only two classes: (1) Sea Vol. IV, pp. 99-109. 1988.
Ice and (2) Open water and new ice, the classification
results were almost 100% correct. J-S Lee: "Digital Image Enhancement and Noise Filte-

ring by Use of Local Statistics." IEEE Transactions on
PAMI, Vol. PAMI-2, no. 2, March 1980.

6. Future plans. M. Nagao et.al.: "Edge Preserving Smoothing." Computer

The objective of this project is to make a system that Graphics Image Processing 9, 1979.
can produce the results in real time. Filter proces-
sing and texture analysis are CPU-consuming tasks. We R.A. Shuchman et.al.: "Intercomparision of Synthetic-
have therefore applied an image processing system with and Real-Aperture Radar Observations of Arctic Sea Ice
a fast filter processor for the computations (GOP- During Winter MIZEX '87." In Proceedings from IGARSS
300). Typical processing times for a 512x512 image are '88. Edinburgh, Sept. 1988.
1 - 2 minutes for filtering and texture analysis, and
similar performance for classification. The plans are H. Skriver et.al.: "Active Microwave Observations of
to integrate the filtering and the classification into Sea Ice and Icebergs." In "SAR Application Workshop",
one process. Proceedings of an ESA Wc.kshop help at Frascati,

Italy, Sept. 1986.
The other plans for the project is to combine the
supervised classification with unsupervised classifi-
cation, in order to classify sea ice in the more
realistic situetion, were no, or very limited in situ
data are available.

7. Conclusion

We have shown that speckle reduction is necessary for
classification of SAR images of sea ice. The adaptive
filters Lee filter and Sigma filter give the best
results, and they also preserve details in the images
well.

When combining backscatter with texture (particularly
variance), small improvements in the classification
results are shown.

By using supervised classification, we were able to
discriminate between three ice categories and open
water, with a performance of 92 - 98%. We were able to
discriminate between ice and open water (possibly
intermixed with new, thin ice) with almost 100% accu-
racy. These results are based upon reliable in situ
data, but the test areas are rather small.
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Abstract

In this paper we report on discrimination of sea ice classes using 102m resampled image (CRAGTAG Tape #RD2826),. The 6mf
texture statistics derived from Grey Level Co-occurrence Matrices image was produced using an adaptive filter [1] described in
(GLCM). Simple Discriminant Analysis and Multivariate Durand et al. (1987) where the subscript 'nk' is a 3 by 3 window
Discriminant Analysis are used to interpret the relationship and 'hom' is a homogeneous texture class.
between 5 texture measures, GLCM inter-pixel sample distances
(8) and orientation (a) on discrimination of 4 ice classes. Results
show that discrimination is maximized when measures at different X =R + (Xi
a and 8 are used. Discriminability is affected by adaptive filtering i nk i ) (Snk +ShoX)/-n [1]and resampling to a coarser pixel scale.

All ice classes were selected using a 20 by 20 pixel grid,
Keywords: Discriminant analysis, Texture statistics, Synthetic overlain on a hardcopy image. Ground confirmation was supplied
Aperture Radar, Sea ice. by the Atmospheric Environment Service Ice Branch, as part of

the standard CRAGTAG dataset. Random coordinates were
selected using a Macintosh II pseudo random number generator.
A subarea was accepted if it represented a homogeneous sample of

1. Introduction an ice type of interest. This process was repeated until 5
homogeneous replicates of 4 ice types (New Ice (NWI), First-

Quantitative description of radar backscatter is central to Year Ice (FYI), Multi-Year Ice (MYI) and Land (LAND]) were
feature discrimination in radar remote sensing applications obtained. The class, New Ice, did not constitute a sufficient
research. This project is directed towards description of fiuncdonal number of pixels to select 5 independent samples at the 102m pixel
ice classes, derived from Grey Level Co-occurrence Matrix size. Only FYI, MYI and LAND are used in the discriminant
(GLCM) probability distributions or more specifically, from analysis of 102 m data.
texture statistics derived from these matrices. The GLCMs used The Grey Level Co-occurrence Matrices and the texture
consist of the frequency of joint occurrences of quantized grey statistics derived from these matrices were programmed on a
levels (4 bit), at intersample spacing distances (8=1,3,5 ) and Macintosh II microcomputer, based on algorithms described in
orientations (ct=0 0,45o,900 ). Five texture measures, commonly Haralick (1986) and Shanmugan etal. (1981).
found in the literature, are used in this investigation [2]] TO [6]
(Haralick, 1986). Our intention is to determine the utility of these
texture measures for discriminating ice classes. Four objectives
are addressed: Uniformiity611 i-I j.1 [2]
* What is the relative contribution of each texture measure to

discrimination of ice classes? j n i )( ~)q
What affect does the intersample spacing variable 8 and Correlation

orientation variable a have on discrimination of ice types. i.1 jX C ' lay
* Can discriminant analysis be used to indicate the minimum [3]

number of texture measures required to achieve i) a
reasonably precise discrimination ii) complete E' '
discrimination. Entropy -. Cij log C..
What affect does filtering, and resampling to 102m pixel i.1 j.l [4]size, have on discrimination of ice classes.

D ............. . ...
2. Methods is' j. [5]

A STAR- 1 SAR image (Mould Bay, East-West pass, May
13, 1984) from the Canadian Radar AgedType Algorithm Group Contrast C11 (i - j),
(CRAGTAG) standardized image dataset, was used to create 3 i-i -- [6]
images: original 6m (7 look), 6m adaptively filtered (6mf), and
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Where: Cij is the matrix cell frequencies normalized by the each trial; (a) and (8) are orientation and interpixel sampling
number of pixel pairs Pij. distances used to generate the GLCM; (Trials) is the number of
n is the number of pixel pairs in the image at (a,8). sets of variables (ie; Set #1=3 trials of 5 vars.); (Selection) is
ax is the sample standard deviation of row i. either fixed (all possible) or random (Table 1). Set # is referenced

oy is the sample standard deviation of column j. in the results.

L'x is the sample mean of row i. Table 1. Parameters contained in each MDA dataset.
lay is the sample mean of column j.

To asses the utility of texture statistics for discrimination of Set Vats a 8 Trials Selection

ice classes in SAR imagery two forms of linear discriminant 1 5 0o 1,3,5 3 fixed
analysis were conducted. 2 5 00,450,900 1 3 fixed

1) Simple Discriminant Analysis (SDA) consists of a pairwise 3 3 00 1,3,5 15 random
linear combination of variables to maximize -paration of 2 4 5 0o 1,3,5 20 random
groups. The SDA was programmed on a Macintosh II 5 10 0o 1,3,5 3 fixed
microcomputer, based on algorithms described in Ludwig ct 6 10 0o 1,3,5 20 random
al. (1988). Output from SDA provides a pair of discriminant 7 10 00,450,900 1 3 fixed
coefficients, the relative percent contribution of each variable
to discrimination, and a Mahalanobis multivariate distance
measure (D2); which is the metric used for class assignment. 3. Results and Discussion
All pairwise combinations of variables (5 texture statistic3 at
a=0 0 and 8=1) and classes (4 ice types) were tested using First-order image statistics for each subarea are presented
SDA. to provide the reader with an indication of inter- to intra-class

variability over the ice classes tested. Note that mean and standard
2) Multiple Discriminant Analysis (MDA) is a statistical technique deviation (SD) are the average of 5 replicates. The SD decreases

which can be used to define spatial patterns and to assist in from the original 6m data to filtered 6m and resampled 102m data.
meaningful interpretation of these patterns (Williams, 1983). The substantial drop in SD for 102m data is a function of
We used MDA as a means of determining which set of p resampling, and contributes to difficulties in discriminating ice
variables maximize discrimination of k ice classes, classes using texture statistics.
Identification of classes is done a priori, either through
functional description of classes (as we have done), or through Table 2. First order image statistics for each texture field.
some form of ordination. The number of discriminant
functions that result is the smaller of k-i or p. MDA finds a 6m data 6m M=Cd OEMw
set of linear transformations which maximize the inter- to intra- Class Mean SD Mean SD Mean SD
class variation over k. This is equivalent to maximizing the F
ratio of a one way analysis of variance (Manly, 1986). The FYI 27.35 8.37 27.26 6.31 27.04 3.75
first function (ZI) maximizes the inter- versus intra-class LAND 54.93 20.45 55.62 18.46 47.57 6.80
variation, over the entire data matrix. The second function MYI 44.32 15.54 44.63 13.52 43.00 5.18
(Z2) maximizes the F ratio, with the important limitation that NWI 19.34 5.33 19.37 3.59
Z2 is orthogonal to ZI, and so on (Manly, 1986). Simple Discriminant Analysis (SDA)

Two approaches to discriminant analysis are available for
interpretation of feature discrimination: predictive and descriptive To assess discriminability of ice classes, using the 5
(Johnston, 1980). In this analysis, descriptive MDA is used to texture statistics, a Simple Discriminant Analysis (SDA) was
gain an understanding of the complex relationships between conducted. The Mahalanobis distance measure provides an index
groups of texture statistics and ice class discrimination. By of class separability, relative to pairs of texture statistics at a=0o
transforming the original texture variables through each and 8=1. The results are summarized by the magnitude of D2

discriminant function, we can display relationships between the ice (larger D2 = more separation), and by whether the separation of
classes in discriminant space (Fig. 2).' Interpretation of these plots group centroids is significant. Differences due to filtering (6mf)
provides information on the direction and magnitude of class and resampling (102m) are evident by comparing the D2 statistics
separation as a function of the input variables. Other, more (Table 3). Comparison of D2 distances should be considered an
objective, measures used in interpretation of MDA include Chi- index of relative difference. With such low degrec of freedom,
Square statistics for the eigenvalues associated with eachma
discriminant function, and an overall appropriateness test for a isiynotbe stable (Manly, 1986).
specificDiscrimination of Multi-Year Ice and Land was the most
calculation of these statistics and a description of hypothesis difficult (Table 3). In 6m data these ice types can only be
conditions is provided in Manly (1986). differentiated using a single pair of texture statistics; Entropy and

Dissimilarity (6.45 in Table 3). The next nearest value,
Assumptions of these parametric analysis procedures are Uniformity-Dissimilarity (2.83), illustrates how different this pair

that the variance-covariance matrices are samples of the same of measures is from the rest. All other classes are easily
population matrix, and that within each class the variables follow a discriminated in the 6m data. After filtering (6mrf), 4 pairs of
multivariate normal distribution (Manly, 1986). Because of variables could discriminate between the difficult classes; MYI vs
correlations within each statistic over the 3 levels of a and 8, and LAND. Again, Entropy-Dissimilarity provides the best
similarities in calculatior f the statistics (eg. Dissimilarity [5] and discrimination. Entropy-Contrast provides a strong second with
Contrast [6]), we expect a high degree of multicolinearity. To the pairs Uniformity -Dissimilarity and Uniformity-Contrast also
le rease this proilem a square root tranbiummduoa , .pjnlU LU providing significant discrumnation. As a general result, filteredthe data matrix. Althougl discriminate analysis is considered data provide the most powerful discrimination, followed by
invariant to scale (Manly, 1986) a row column centering operation original 6m data, then the resamrr led imagery. Note that no pair of
appeared to improve discrimination. The technique of centering texture measures were able to discriminate MYI-LAND in the
data matrices, in discriminant analysis, is described in Legendre 102m imagu. This is most likely due to a reduction in the contrast
and Legendre (1983). between texture classes in the 102m image. Removing the

Multiple Discriminant Analysis (MDA) was conducted on component of variation due to fading in the 6mf imagery,
7 data sets (Set #); (Vars) is the number of texture statistics used in contributes to improved discrimination.
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Tablc 3. Summary of Simple Discriminant Analysis (SDA) conducted on all
pairwise comparisons of 5 texture measures on 4 ice classes. Mahalanobis

multivanate distances are presented. F statistic significance is based on
calculation in Ludwig (1988).

Ice Class Imagte Unif-Corr Unif-Ent Unif-Diss Umf-Cont Corr-Ent clusters of points for MYI and FYI, compared with 00 and 450
orientations.
.1When sets of three variables were randomly selected from

6m 1.06" 0.89* 2" 1.37* 1.03* the 15 available (Set 3, Table 1), errors in discrimination ranged
MYI vs LAND 6mf 1.52* 1.58* 53 4A8 1.31" from 15 to 40 percent. We found the minimum number of102m 0.69* 1.00" 0.41* 0.42* 0.35* variables needed to obtain only a single error in discrimination was

6m 11.33 11.90 13.47 11.33 12.89 5. Using each of the 5 textur- me:.sures at 8=1 and ce=O resulted
MYI vs FYI 6mf 10.70 11.91 12.68 10.66 21.76 in a single error between NWI and FYI (Fig. 1). When Set 4 was

102m 20.63 2.59* 9.30 8.71 20.61 submitted to a MDA, four other combinations of texture measures
6m 14.25 13.30 13.31 13.51 16.12 showed the same error rate. Uniformity at 6=1 and 8=5 with

LAND vs FYI 6mf 23.11 20.11 20.22 21.13 32.64
102ni 64.91 10.21 9.12 11.04 64.70 !.P" :opy at 8=1 and 8=5 and one of either correlation or contrast at
6m 18.02 33.73 25.09 17.47 30.59 either 6=1 or 8=5, results in a single error in discrimination

MYI vs NWI 6mf 26.89 28.16 31.55 2662 29.61 blrween LAND and MYI. The other 16 sets of variables (Set 4)
102m resulted in errors from 13 to 27 percent. Apparently, Uniformity
6m 15.68 24.79 19.66 18.25 34.58 and Entropy have a significant impact on discrimination of the ice

LAND vs NWI 6mf 30.57 33.67 32.64 31.42 43.46 classes tested. Perhaps more importantly, the combination of 8=1
102m and 8=5 for these measures, is important in discrimination.
6m 10.02 8.31 11.23 10.50 8.73 Similar exploratory analysis was conducted to determine

FYI vs NWI 6mf 19.78 14.54 29.99 38.46 16.30 the minimum number of variables needed to obtain complete
102m separation of ice classes. From Set 5 only 1 combination of

fee Class SDA Corr-Diss Corr-Cont Ent-Diss Ent-cont Di-ss Cont variables provided error free discrimination; each of the 5 texture
statistics at 8=1 and 8=5. The other combinations of 6 (1-3 and 3-

.17* !.08' 6.45 2.4 0.81' 5) did not provide error free discrimination. To determine the
6m 1* uniqueness of this result 20 other combinations of 10 variables

MYI vs LAND 6mf 1.22' 1.24" .92 11& 0.45* (Set 6) were randomly selected and submitted to a MDA. Error of
102m 0.57* 0.40* 0.84* 0.29* 1.72' discrimination in these trials ranged from 10 to 25 percent.
6m 25.25 5.26 12.63 12.78 38.16 Although using 10 texture measures is far from operationally

MY! vs FYI 6mf 29.28 4.68 11.41 17.00 58.94 viable for SAR sea ice discrimination, this result provides another
102m 22.24 21.91 9.40 9.56 5.99 example of how contrasts in the parameter 6 appear to be useful in
6m 12.17 10.05 11.75 13.89 14.85 discrimination of ice classes.

LAND vs FYI 6mf 16.08 10.31 22.72 34.63 29.92 Interpretation of MDA for the effect of orientaton (Set 7)
102m 71.18 70.96 4.63 6.05 7.14

6m 29.65 10.64 30.19 31.78 33.83 shows the combination a=00 and 900 provides full discrimination
MYI vs NWI 6mf 50.81 9.81 27.42 30.68 69.59 (Fig. 2a). The other two combinations ae=450 and 900 (Fig. 2b)

102m and a=00 ard 450 (Fig. 2c) provide full discrimination and I
6m 25.00 17.79 35.54 32.37 24.44

LAND vs NWl 6mf 35.42 18.21 36.49 40.78 53.15 error, respectively. The Chi-Square statistics measure the
102m significance of each discriminant function (cumulative measures in
6m 11.01 10.54 10.26 12.36 10.53 Table 4) to separation of ice classes. Although 450-900 is error

FYI %s NWI 6mf 27.01 26.92 24.82 34.22 26.13 free, the discrimination is not as powerful as 00-900 (Table 4).
102m Figure 2a-c is very similar to discriminant plots of Set 5. At high

Denotes F statistics which arc not significant at F 0 10; (2, NI+N2-3) df. contrast (either 6 at 1 and 5, or a at 00 and 900 ), a more powerful
Denotes a flag for references in the text. discrimination is observed. Decrease in the Chi-Square statistic

over these levels of contrast are consistent when both a and 8 are
Multiple Discriminant Analysis (MDA). considered (Table 4). Note that orientation appears to provide

stronger discrimination than the equivalent variables, which

Results of SDA are useful in identifying MYI-LAND as contrast interpixel spacing (Table 4).
the pair of ice classes most difficult to differentiate. We used Table 4. Relationship between contrast in orientation and
MDA to conduct exploratory data analysis on the location and
separation of ice classes in discriminant space to try and determine interpixel satpling distance for all 5 texture measures. Chi-square
the minimum number of variables needed to achieve i) minimal statistic calculation is from Manly (1986).
error, and ii) no errors in discrimination.

MDA was applied to discrimination of 4 ice types: Multi- w spaMingi g
Year Ice, First-Year Ice, New Ice and Land, using 6m data. To 0-90 45-90 0-45 1 & 5 3 & 5 1 & 3
identify differences that might exist in discrimination due to cc and
6 a set of MDA (Table 1) were run on all five texture statistics 1 through 3 73.2 68.9 53.6 89.2 83.8 63.9
from Set I (Fig. la-c) and Set 2 (Fig. ld-f). The discrimination 2 through 3 37.8 40.2 26.0 35.1 37.4 33.8
tables (Fig. la-f) show the observed versus predicted group 3 through 3 11.6 17.6 10.2 10.8 12.3 11.3
discrimination based on a multivariate D2 distance metric. An
intersample pixel spacing of 8=1 provides the least discrimination
error (7 percent). At 8=3 and 5, errors occurred between classes
o similar texture (LAND vs MY! and FYi vs NWi). it is
interesting to note the error in discrimination that occurs at a--90o.
One observation of MYI was misclassified as FYI, even though
the first-order statistics for these two classes are considerably
different (Table 2). Discriminant plots of this analysis show that
the misclassification was both a function of increased dispersion
of the FYI class and a slight increase in overlap between the
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rn NWI LAND MYI FYI NWI LAND MYi FYI NWI LAND MYI functions. With 5 or more discriminant variables the decrease in
fading caused by filtenng is reflected in improved discnmmnation
of ice classes. The decrease in contrast between ice texture when

NW 1 4 1 4 1 the imagery is resampled to 102m results in poorer discrimination
N only when the number of variables exceeds 5.
LAND.4

I a -314. Conclusions
FYI 5 I"5 I Our analysis indicates that the pair Entropy-Dissimilarity

N w i I 4 4 1! 4 contribute significantly to discrimination of MY! and LAND in the
LAND 4 6m image. Correlation provides poor discrimination, paired withAJone of the other measures. The parameters 8 and a appear to be

5 4 useful when statistics are obtained at contrasting levels (i.e., 8=1and 5, a=00 and 900) for the same statistic. Using all 5 measures
provides a reasonable discrimination, while 10 measures (all 5 at

o-J, I Discrimnation erors from 5 texture statistics, contrasting a or 8) are needed for complete discrimination.
et I (a, o, c) and Set 2 (d, e, f), using I 06n data Adaptive filtering improves discrimination when 5 or more

measures are used. Resampling to 102m decreases discriminatory6 power over all variables tested.
4 - Discriminant analysis is a useful tool for understanding the

o relationships between several variables and discrimination of ice
Z2 D A ar '2, B classes. It is most often used in an exploratory fashion to identify

A a D B and describe patterns that may exist in the data. The conclusions
0 A . . 1

A B presented here are the result of the exploratory side of MDA and
-2 c A SDA. Future work will be directed towards the use of more easily

computed descriptive variables (first order statistics and image-4 h, A transforms) used in conjunction with texture statistics. Results

-b presented here will be quantified using classical univariate and.10 0 10 2o -1o o o 2D multivariate hypothesis testing, to determine the stability and
Discminant AXs I universality of these results.

6I LEGEND
2 D ID-Nw! Acknowledgements.,2 D 3ow

. o A 8 CLAND Thanks to T. Carrieres, Atmospheric Environment Service, Ice
G "' D 1 Branch, for providing ground confirmation, and to J. Piwowar

-2 ,and P. Howarth for review of the manuscript. This research was
o c supported by a Centre of Excellence grant from the Province of

-4 Ontario to the Institute for Space and Terrestrial Science, and an
.6 n , , NSERC Operating Grant to E. LeDrew.

-10 0 10 2o

Oiscminant Axis I
Literature Cited

- gi-e 2 Plot of tne two significant discriminant functions
for 10 texture statistics
,a O-90 deg, 0-45-90 deg and c 0-45 deg )1. Durand, J.M., B.J. Gimonet and J.R Perbos. SAR DataFiltering for Classification. IEEE Trans. Geos. and Rem.

Sens. Vol. 25 (5). pp. 629.637.1987.Effect offiltering and resampling on discrimination 2. Haralick R.M.. Statistical Image Texture Analysis.
Handbook of Pattern Recognition and Image Processing.

Theoretically, adaptive filtering will remove a component Ch. 11. Academic Press. 1986
of the variation attributable to fading, leaving a texture random 3. Johnston, R.J. Multivariate Statistical Analysis in
variable which is more representative of the natural variation of ice Geography. Longman, London. 1980.
type backscatter (Ulaby, et al. 1986). Simple Discriminant 4. Legenere L. and P. Legendre. Numerical Ecology.
Analysis showed that, in general, filtering improved Elsevier. Amsterdam. 1983.
discrimination. In this section we wish to determine if filtering or 5. Ludwig, J.A. and J.F. Reynolds. Statistical Ecology. John
resampling changes the discriminatory power of the sets of Wiley and Sons New York. 1988
variables tested on the 6m data (Table 1). The Chi-Square 6. Manly, B.F.J. Multivariate Statistical Methods. Chapman
statistic, associated with the discriminatory power of ZI to Z3 is and Hall, London. 1986.
compared between the three image types. Although the sample 7. Neter J. and W. Wasserman. Applied Linear Statistical
sizes are much too small for definitive statements, the data does Models. Richard D. Irwin, Inc. Homewood, Illinois.
indicate a similar relationship determined with SDA. 1974.

When all 5 variables were used at one of the intersample 8. Shanmugan, K.S, V. Narayanan, V.S. Frost, J.A. Stiles
spacings (8=1, 3, and 5) the results show that filtered images and J.C. Holtzman. Textural Features for Radar Image
consistently resulted in a more powerful discrimination than 6m or Analysis. IEEE Trans. Geos. Rem. Sens. Vol. GE. 19,
i02in image. Gruups of iv variabics consistently showed No. 3, pp. 153-156. 1981.
improved discrimination in the filtered imagery, but not in the 9. Ulaby F.T., R.K. Moore and A.K. Fung. Microwave
resampled imagery (102m). Groups of 3 texture measures Remote Sensing: Active and Passive. Vol III. Addison-
showed no difference in discrimination on either the filtered or Wesley Publishing Company. Massachusetts. 1986.
resampled imagery. We make the general conclusion that with a 10.Williams B.K. Some Observations on the Use of
small number of variables, changes in image texture caused by Discriminant Analysis in Ecology. Ecology. Vol. 64,
filtering or resamnpling are not captured by the discrimiiant no.5, pp1283-1291, 1983.



763

TEXTURE MEASURES FOR SEA-ICE CLASSIFICATION FROM RADAR IMAGES
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(I) ABSTRACT

Automated sea-ice classification from radar images have pointed out the importance of textural informa-
has been identified as one of the prime goals of tion, and suggested combining spectral and textural
future sea-ice monitoring programs. The performance information for image classification. Several textu-
of any image classification scheme, supervised or ral measures have been successfully used in previous
unsupervised, depends on the set of image properties studies. Measures that are related to solving texture
chosen to characterize the existing classes. There- discrimination problems were reviewed (Davis, 1979).
fore, further understanding of those properties that
promise strong interpretation capabilities for radar Two main approaches have been adopted in the
images is highly desirable at present. This paper literature to characterize texture: the first- and
reports on preliminary results front a recent study to second-order texture measures. The first-order
evaluate the utility of selected textural measures, measures operate on the gray level of pixels within a
derived from the gray-level co-occurence matrix,in spacified window to calculate statistical parameters
sea-ice classification using X- and L-band SAR images. that describe texture. This approach was used by
The sensitivity of the measures to different computa- Guindon et al. (1982), to derive and examine three
tional parameters were also examined, texture measures called homogeneity, concrast and

correlation. They concluded that the measures were
Key words: sea-ice, texture measures, SAR. generally useful in separating rough from smooth ice,

and the contrast measure was the principal source of
(II) INTRODUCTION classification improvement. The second-order texure

measures operate on a matrix derived from the gray
Imaging radars, specially Synthetic Aperture Radar tone values of a window of pixels to calculate

(SAR), have demonstrated a great potential in sea- statistical parameters from the matrix entries. The
ice monitoring programs. With the prospect of SAR on parameters can be related to the actual texture
future satellites (ERS-l, RADARSAT and EOS), a vast content of the window. A widely-used matrix for that
volume of imagery data is expected to be received purpose is the Gray-Level Co-occurence Matrix (GLCM)
routinely. To ensure efficient utilization of the (Haralick et al., 1973). It has been frequently used
data, several research programs have been undertaken in SAR image analysis for a variety of applications,
to devise automated methods of extracting information but not very much considered for the sea-ice
from the images especially on sea-ice classification, application. An early study (Holmes et al., 1984)

examined two GLCM textural measures for sea-ice SAR
An efficient sea-ice classification scheme, the images: the inertia and entropy. They concluded that

long term objective of the current study, entails first-year ice and multi-year ice could be character-
defining a suitable set of image properties that ized by different values of inertia texture, while
separates different ice types uniquely. The two sets entropy texture could be used to characterize ice
commonly used in describing image information are the floe boundaries and regions of rough-surface. Two
spectral and textural properties. Spectral properties more recent studies (Hirose et al. 1989 and Barber et
describe the gray tone as related to electromagnetic al., 1989) have addressed the application of GLCM
radiation received by the imaging sensors, while texture measures to sea-ice radar images.
textural properties describe the spatial distribution
of the gray tone within a reasonably small block of The immediate purpose of the present investigation
pixels. Quantitative definition of texture is rather was to examine the utility of selected textural
more difficult, however a few indicators of the gray- measures (single and combined) for sea-ice classific-
tone spatial distribution are usually used to ation into four main classes: multi-year (MY), first-
quantify texture. Among those indicators are the year (FY), young ice (YI) and new ice (NI). The
degree of coherence (pattern-likeliness), homogeneity dependance of the measures performance on a few
and contrast. They all contribute to what is comnonly computation parameters (Sec. III) was also examined.
perceived as smooth or rough texture. Results would contribute to a long-term objective of

ebLdblibili1u a nada:-Imave Prop'Cric
Gray tone from a single-band radar proved to be Library (RIPLIB) that describe the variation of image

not useful for ice classification, and the utility of properties for different ice types under different
multispectral radar data remains to be evaluated when seasonal and regional conditions. The library can be
such date become more available. Recent studies on consulted to select a best set of properties that
SAR image interpretation (Guindon et al.,1982, Holmes suits sea-ice SAR interpretation tasks in general,
et al.,1984, Frost et al.,1984 and Ulaby et at.,1986) and classification in particular.
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(II) DATA sET

Two SAR images were used in this study. The first,
Fig. 1, was of Vould Bay in the Canadian North West 4.
Territory, obtained in March 1984 using the airborne
Intera STAR-I SAR (X-band, HH polarization). The
image was gathered during one of the North-South "
transects of the aircraft, and was resampled to 35X35
m from 6X6 m pixels. A median filter was applied
later to reduce the speckle. The image was made of
three ice types: multi-year (MY), first-year rough
(FYR), and first-year smooth (FYS). They could all be
easily identified manually. Detailed set of field
validation data was available.

The second image, of Beaufort Sea/Banks Island
Marginal Ice Zone, was obtained in October 1978 from
SEASAT SAR (L-band, HH). The image, Fig. 2, was
resampled to 50X50 m from 12.5X12.5 m pixels. It was -

predominantly made up of MY floes (with numerous
ridges and rubble) surrounded by a very close pack
New Ice (NI) and Young Ice (YI) near shore. New and Fig. 2, SEASAT Beaufort sea image
young ice are remarkably darker than multi-year ice,
although YI is slightly lighter than NI and has more
texture definition. Training data sets for each ice
type in the two images were created based on manual
interpretation by sea-ice experts. Mould Bay and
Beaufort Sea/Banks Island images will be refered to window (again, in this study a matrix was assigned to
in this paper as MB and B/B image respectively, each individual pixel). The un-normalized entry Pij

of the matrix represents the number of occurences
of two neighbouring pixels within the window, one

(III) TEXTURE ANALYSIS with gray-level i and the other with gray-level J.
The two neighbouring pixels have to be separated by a

The set of textural measures used in this study displacement vector D
consists of three statistics derived from the GLCM,
namely the inertia, uniformity, and entropy.
Definitions of those measures, along with a brief P ij(D) - # [(xly I) . (x2,y2)]
explanation of their relations to the actual textural
structure of the image are presented in this section. I G(xl,yl)-i,G(x2,y2)-j,
Main aspects of the GLCm calculations are introduced
first. [(xly l) - (x2,y2)-DJ } (1)

Let G(x,y) be a gray level function of an image,
defined at loaction (x,y), and let N be the number of where # denotes the number of elments in the set.
quantized gray levels in G. The GLCM is a square Three computation parameters have to be selected in
matrix of dimension N. A window of image pixels, Fig. order to perform the computation: N, W, and D.
3, has to be specified in order to compute the matrix
entries (in this study a square window of dimensions Four co-occurence matrices were computed at each
WxW was used). The matrix may be assigned to an pixel, one for each of the foUL discrete angles 0
individual pixel, usually the center of the window, associated with the selected value of D , i.e. for
or to the entire block of pixels that comprise the 0 - 0, 45, 90, and 135 (see Fig. 3). The entries

were then normalized by dividing by the total number
of paired occurences (varies for each direction) in
the window. Normalized entries P were calculated
as follows (D- magnitude of D): iJ

,-*--Entire image

FYS. Window[W=5X51

"ll~'. 411'. " kI~[ , '1I
Fig. 3, Geometrical arrangement for GLCM

Fig. 1 Mould Bay STAR-I image calculation at the center pixel of

the shown window.
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Pij(D) - Pij(D)/[2 W (W-D)] for 0- 0,90 (2) The actual textrual structure of an image subscene
can be related to the structure of the co-occurence
matrix as follows. For a homogeneous subscene,

j Pij(D)/[2 (W-D) 2 I for 0 -45,135 (3) transitions between high and low gray levels are not
frequent. Therefore, most of the pairs of adjacent
pixels will have similar gray levels, and that leadsThe four matrices were then averaged, and the to large values of diagonal and near--agonal entriesaverage matrix was assigned to the pixel under of the matrix. On the other hand, if a subecene isconsideration. The advantage of using this matrix is highly textured, transitions between high and low

twofold. First, it is rotationally invariant (all gray level occur more frequently, and that buildsdirections are involved in the computation) so that towards large values of the off-diagonal entries.
identical results are guaranteed if the image is
rotated during a transfer process from one medium to Next to this relation is the relation between theanother. Secondly, it avoids using an angular- structure of the co-occurence matrix and the valuesdependent GLCM that may contain misleading of the texture measures defined above. Inertia is
information as far as ice classification is highly influenced by the off-diagonal values of theconcerned. To explain, angular-dependent GLCM may matrix. Therefore, it should be considered as areveal information about texture biased towards a measure of contrast between the gray levels in thecertain direction, but this information should be computation window. High inertia values mean higherregarded as disclosure about directionality of ice contrast texture. Uniformity, on the other hand, is
features (ridges, rubbles, waves, .. etc.) rather mainly influenced by high-value entries of thethan indicators about ice types. Therefore they matrix. Bearing in mind that such high values result
should not be employed within an ice classification when the gray level distribution over the window hascontext. The texture measures examined In this study either a constant or a periodic form, then uniformity
are derived from the GLCM as follows as the name indicates, can be considered as a measure

of the homogeneity of gray level distribution. A high
Ineria N N uniformity value means more homogeneous region andInertia D i - j _ ] P. (4) vice versa. Entropy, as pertaining to the random
i 14 : 1=1 iprocess theory, is a statistical measure which is

used to quantify the "disorder" in a function. To
unf u NN Pj2 illustrate, consider two extreme cases of the grayUniformity: U - (5) level function: a uniform, and a fully random (white: i j - noise) function. In the first case, the " "ltogram is

a Delta function and therefore all but o of the PijN Nin the entropy equation are zero, and the entropyEntropy : E ": - Ptj " Log (Pj) (6) achieves a minimum value of zero. In the second case,
iZ1 =1 jl jthe histogram is a constant function, i.e. all P

are equal, and equal to 1/m where m is the total
number of entries in the signal. In this case theInertia and uniformity are sometimes used in the entropy reaches its maximum value of log m (Whittle,literature under different names: contrast and 1970). In conclusion, the entropy takgs a higherhomogeneity respectively. The definition of inertia value as the histogram of the gray level distributionis slightly different from the commonly-used version becomes closer to uniform (more disordered).

(Holmes, 1984) in that it is normalized by the factor
(1.3), the multiplication of the coordinates of the
centriod of the GLCM entries. The coordinates are Computation of the three texture measures at each
defined as: pixel resulted in three "texture images" . The gray

level at each pixel in a texture image is proport-
N N ional to the mean value of the relevant measure.

Texture images can be generated in a reasonablei- EL I i.Pij / ( r Z Pij ) (7) computation time only if the gray level range isi:1 j:1 J reduced from the commonly-available 255 intervals

(8-bit). For that reason, the gray level was compre-
ssed to 4, 16 and 64 intervals. The relevant computa-

I - j.P j/( E Pij )(8) tion time for any texture image was 8, 45, and 470
ki- J=1 minutes respectively on the Concurrent 3244 computer

of the Aerospace Meteorology Division of Atmospheric
Environment Service (AES). A special applicati'n
program was developed under PCI EASI/PACE image

This normalization procedure was adopted to ensure analysis software to perform the computation. The
the invariance of the in6rtia measure under two gray level compression was achieved by examining the
possible conditions: linear gray level transformation histogram of the raw image and re-quantizing the gray
and re-quantization of the gray level scale. To level band centered on the mean value and bounded by
explain, suppose that same image is acquired from two a width of * 3 standard deviations.
sensors calibrated differently. The impact on the
GLCM will be such that the structure is preserved
though displaced in the matrix space. The calculated (ON) RESUTS
inertia measure will be affected unless normalized by
a fat tor which reflects that displacement. A similar All values of texture measures presented in this
argument applies when GLCM is calculated or the s section are in the actual "texture-measure" scale
image using different N values. In this case, GLCMs rather than "texture-image" scale. The difference
will have different sizes and the spatial between the two scales is that the latter (usually
distribution of entries will be compressed or 8-bit ) is derived from the former (real numbers
enlarged accordingly. Again, the inertia measure will typically between 0.0 to 1.0) using a linear mapping
be affe .ted unless normalized by a factor that function in order to allow the display of a texture
involves the centriod of the modified distribution, image. Obviously, the mapping function depends on the
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Table I shows the parameter values used for that
FYS R (inertia) (uniformity) purpose. The vaean values of the three measures with

error bars representing k one standard deviation from

MY MY FYR means, are plotted in Figs. 5 for the three ice types
Yin the MB image. It is important to interpret the

error bars in relation to the sample distribution
functions described above.

FYS As can be seen from the figures, the sensitivity
of texture measures to N is tangible only between N-4
and 16, after which no significant change is noticed.
This means that there is no need to perform texturet FYR calculation for N > 16, which is desirable from the

eny standpoint of computation time. Results from the B/B
image suggests that texture measures calculated using
N-4 may be used to furnish a priliminary discrimina-
tion between MY ice and other ice types. This may be
particularly useful for a near-real-time ice

Fig. 4 Histograms of inertia, uniformity and classification scheme. With respect to the window

entropy from Mould Bay image. size and pixel displacement, texture measures are
almost insensitive. A minor exception here is the
inertia, which demonstrates a slightly less
discrimination capability between ice types as the

Table I GLCM parameter values used in the study window size increases. This observation is evident in
the results of both images. Results from Figs. 5 also
suggest the selection of N-16 (4-bit image) ,W-5X5

Examined values of the other two parameters and D-1 as the best set that preserves the texture
parameter information while ensuring a reasonable computation

N W D time. These values were used to construct table II,
where gray level and texture-measures statistics

N-4,16,64 - 5 1 (mean, median, and standard deviation) are shown for
different ice types in the MB and B/B images. The

w-5, 7, 9 16 - 1 table constitutes a small portion of the proposed
RIPLIB, defined in Sec. I.

D-1, 2, 3 16 7 -

A few interesting observations can be drawn from
the table. First, MY ice in both images had almost

image content, and therefore texture values obtained identical textural statistics, notwithstanding the
in the texture-image scale from a certain image will differences in radar frequencies (X-band for MB and
lose their meaning when compared to corresponding L-band for B/B), the region and the season under
values from another image (comparison between texture which the two images were acquired. This is a
from different ice types in the same image should promising result because it confirms the possibility
still be possible). Texture-measure scale has to be of identifying a region-independent classifier
used if the purpose is to assimilate data from parameter. It is worth mentioning that texture
several test images to define suitable discriminating statistics, in terms of texture-image scale, of MY
measures applicable to any SAR image. ice from both images, were not identical as such. The

second observation is pertinent to the significant
Histograms of different texture measures for each difference between the gray level statistics from the

ice type were evaluated for their use in characteriz- two images. MY ice is nearly twice as bright in B/B

ing ice types. No characteristic distributions were image as in MB image. The difference may be
found although both the inertia and entropy of MY ice attributed to the question of SAR radiometric
tended to fit a Guassian function. Distributions of calibration. As a result, gray level should not be
all texture measures for YI and NI had a large peak used to characterize ice types (in an absolute sense)
followed by a long, thin tail at one side. The unless a proper normalization procedure is devised.
uniformity measure was characterized by blunt tails. Here again, the invariant character of the GLCM (and
Selected distributions are shown in Fig.4 for MB the derived textural measures) under monotonic gray
image. No attempt was made to construct and test level transformations proved to be a highly desirable
hypotheses about histogram of a population (an ice property. Thirdly, the table indicates the
type) as related to the histogram of a sample difficulty in discriminating FYR, FYS, and YI. The YI

(training data of an ice type). has a texture closer to the FYR ice. Additional
image properties are required to clarify the fuzzy

Sensitivities of the texture measures to the three region occupied by those three ice types.
GLCM control parameters: N, W and D, were examined.

Table II Statistics of gray tone and texture measures for different ice types

ice r- Gray tone- I  r- Inerta----i r-Uniformity-- , r- Entrpy---,
.pc DATA e D, . 1 MEA, . .. .. ..MD, E.... D" ,
---------- ,-----,----------------- ----- -- --- - - -------- --

MY MB 57.38 56 11.56 0.1923 0.1725 0.0863 0.0307 0.0265 0.0131 0.8101 0.8083 0.0603

my B/B 120.30 120 30.63 0.1908 0.1745 0.0828 0.0290 0.0264 0.0121 0.8261 0.8259 0.0594

FYR HO 28.53 27 7.84 0.0562 0.0531 0.0271 0.0911 0.0806 0.0437 0.6431 0.6448 0.0903
FYS nB 22.33 22 5.73 0.0280 0.0265 0.0172 0.2061 0.1805 0.1131 0.4866 0.4991 0.1331

Yi :/B 44.83 44 15.75 0.0445 0.0388 0.0281 0.1308 0.1221 0.0618 0.5880 0.5830 0.0945
NI B/B 11.66 8 16.07 0.0205 0.0097 0.0363 0.5038 0.5091 0.3018 0.3051 0.2694 0.2100
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Fig. 6, Variation of texure measures for different ice types in 2-D feature space

Combinations of textural measures are plotted in
two-dimensional feature space as shown in Fig. 6. The
plots are for N-16, W-5 and D-1. Qualitative examina-
tion of the plots allows preliminary evaluation of

the performance of a given combination in a classifi-
cation routine. They indicate that MY ice can be The author wishes to acknowledge the contribution

discriminated in any space, while NI is relatively of AES Ice Branch in interpreting the SAR images used

identifiable in the uniformity-entropy space. Because in the study.

of the long-tailed histogram of texture measures of
the NI, a measure variance can be significantly
reduced if a small portion (e.g. 5%) of the tail is References:

eliminated, and therefore the NI separability can be
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ABSTRACT regions. The presented case studies from the Beaufort, Bering,
Ice concentrations derived from passive microwave data from Weddell and East Greenland Sea reflect ice conditions during
the Special Sensing Microwave Imager SSM/I, Landsat- freeze up and spring with low and high ice concentrations.
Multispectral Scanner (MSS) and Advanced Very High Ice concentrations are determined from the higher
Resolution Radiometer (AVHRR) are intercompared for the resolution imagery, averaged over 50 by 50 km grid cells
validation of SSM/I derived sea ice products. Case studies with corresponding to the approximate size of the SSM/I 19 GHz
data from the Beaufort, Bering, East Greenland and Weddell Sea channel footprint and compared to sea ice parameters calculated
are conducted to evaluate the performance of the NASA -Team from the SSM/I brightness temperatures. The analysis of errors
SSM/I algorithm under various sea ice conditions. The results then reveals possible problems with the SSM/I algorithm with
show that SSM/I ice concentrations are accurate with a mean respect to a particular ice regime and the selection of algorithm
error of 15 % using globally derived tie points, parameters such as the assumed brightness temperatures for first-

and multi-year ice and open water (tie points).
INTRODUCTION

Polar oceans play an important role in the global climate system. DATA PROCESSING
Recent modelling results indicate that the warming effect of
"greenhouse" gases in the atmosphere will be amplified in the Landsat MSS
polar regions where the presence of sea ice provides a positive Cloud-free Landsat imagery was acquired for a range of ice
feedback (Hansen, 1988). Further studies investigating the role conditions and geographic locations to allow for a validation of
of the polar regions in global climate change require a better the SSM/I sea ice algorithm for a variety of ice concentrations
understanding of heat and mass transfer processes in the polar and ice types. Landsat imagery was acquired in two formats:
oceans. These processes are largely controlled by the Landsat MSS digital imagery and Landsat MSS photographic
geographical distribution of sea ice as well as types. Passive transparencies.
microwave remote sensing techniques with the ability to
determine first and multi-year ice concentrations have been used Digital imagery
to monitor sea ice in the arctic regions since 1973 (Cavalieri et Geometrically and radiometrically corrected Landsat MSS
al., 1984; Comiso, 1986; Gloersen and Cavalieri, 1986; Steffen imagery at 80 m resolution (Field of View) is available from
and Maslanik, 1988). With the launch of the Special Scanning EOSAT corporation. This imagery can easily be geolocated and
Microwave Imager (SSM/I) on board a Defense Meteorological regridded to match the SSM/I grid foimat (polar stereographic
Satellite Program (DMSP) passive microwave data have become projection). Due to the high reflectance levels of ice, MSS
available that allow the compilation of a long term data base for channels 1-3 are frequently saturated and can only be utilized in
the sea ice research community. The research presented is part of the ice parameter classification under low sun angle illumination
an ongoing effort to validate and improve sea ice products conditions. However, reflectance differences between thin ice
derived from SSM/I brightness temperatures through comparison types and open water are greatest in the near infrared spectral
with higher resolution LANDSAT-MSS and AVHRR imagery. It range, so that MSS channel 4 ( 0.8-1.1 g) is most suitable for the
addresses the general question to what accuracy sea ice determination of ice concentrations.
concentrations can be determined in different geographical
regions with varying sea ice regimes. Photographic transparencies

Due to data communication problems with the satellite downlink
METHODOLOGY (TDRS), no digital imagery is available for some areas in the

The accuracy assessment of sea ice products based on Bering, Chukchi and Beaufort Sea, but photographic
microwave radiometry is significantly complicated by the large transparencies could be ordered through the Alaskan Quicklook
fields of view of the SSM/I passive microwave sensor (69x43 system operated by the University of Alaska's Geophysical
km for the 19 GHz and 37x28 km for the 37 GHz channel). In Institute (Miller et al., 1981). This imagery is received in real
effect the sei.oor integrates over areas substantially larger than time and recorded on photographic transparencies. Data are
nmobit k.. fcaturis. T1hcrcfuxc, higcr resolution inagcry, allowing geometrically corrected for earth rotation but Seohlcation
the classification of ice features on a pixel level, needs to be information is unreliable due the lack of accurate ephemeris and
compiled for areas covering several SSM/I footprints in order to real time satellite attitude data. Landsat MSS channel 4 data
allow a meaningful comparison. Since a comparison at the were therefore acquired in swaths so that at least one frame
hemispheric scale typical for the SSM/I sea ice products is within each swath contains identifiable landmarks. Through
impossible, case studies have to be designed to comprise a comparison with maps and digital coastline data (CIA World
representative sample reflecting the geographical and seasonal Data Bank 2), a geolocation correction can be calculated for the
variability of sea ice conditions in the north and south polar entire path resulting in a residual geolocation error of 1.5 km

with respect to the map data. For the subsequent determination
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of ice concentration and sea ice types the transparencies were Landsot MSS image (Path 70, Row 9)
digitized using a high resolution scanner, geolocated using the Beaufort Sea, March 12, 1988

above outlined procedure and projected to a polar stereographic 240
projection (true at 700 latitude) used for the SSMII gridded sea 0 0 0
ice products. w220 0 00 0

Sensor Noise Removal f 200 0 0
Landsat MSS image reflectance values are very low due to the .0
low illumination conditions during spring and fall in the Arctic. -180
Despite the high albedo of sea ice surfaces, images frequently 0 a
display maximum digital numbers (DN) not exceeding 40. :1160 0 0 0
Signal to noise ratios therefore are enhanced and significant 0 0 0 0 0
'stitching' interIerence patterns become noticeable on contrast 140

stretched imagery (Miller, 1986). A fast fourier transform (FFT) 15 15.5 16 16.5 17 17.5

filter was used to remove sensor noise which made the imagery Solar elevation above the horizon

more suitable for classification and extraction of sea ice
concentrations. Fig.l Mean pixel values for a Landsat MSS image in the

Beaufort sea vs. Solar elevation above the horizon in Deg.
Effects of varying solar zenith angles on Landsat imagery
During the process of classification of the Landsat MISS imagery,
low frequency brightness variations, a darkening from one side Tie point algorithm
of the hn.,ge to the other, were discovered on many of the During periods where no new ice formation occurs, the spectrum
images. These brightness variations seem to be unrelated to ice of classes is reduced to open water and white ice. If open water
type varia'.ions or cloud interference but rather consistently and white ice are the only two classes that are present, the
occurred aong an axis in the direction of the sun. The brightness assumption can be made that all brightness values in between
variation was strong enough to influence the result of the those classes mue represent ice concentrations at sub-resottin.
brightness threshold based sea ice type classification scheme. The following algoritent (Comiso and Zwally 1982) was devised
Fig. I shows the relationship between the variation of solar the oligial or Comisosan ice 8)ws devised
elevation above horizon across the image, and the mean DN to more realistically account for the presence of ice floes smaller
values (only values above DN = 100 were sampled). Despite the that the MSS resolution.
small solar elevation changes of only 2.3 degrees, a substantial Ic = (Dx- D1/Dh- DO)* 100
change in mean DN values can be observed, Snow and ice
surfaces display strong forward scattering characteristics at low where:
sun angles (Steffen, 1987; Taylor and Stowe, 1984), thereby Ic = Ice concentration
reducing the radiance in the direction of a near nadir satellite. In Dx = Brightness value representing ice concentration
light of previous research, the magnitude of the solar zenith Dl = Brightness value for open water
angle dependance is surprising. Nonlinearities during the film Dh = Brightness value for white ice
recording and digitization processes prevent an absolute
calibration of DN values to radiances for the redigitized
products. To reduce this effect for the purpose of ice Tie points were found using training areas for open water and

classification, images displaying a large brightness variation due large white ice floes, where Dh represents the mean brightness

to the solar zenith effect are corrected using a linear fit of for that floe minus one standard deviation. The tie point

observed mean brightness values to the solar elevation, algorithm produces better results due to its capability of
accounting for sub-resolution size ice floes. This was also found
by Comiso and Zwally (1982) in comparison with electrica

Ice classification scanning microwave radiometer (ESMR) derived sea ice
For the determination of ice concentration MSS channel 4 is concentrations.
most useful, since it displays the greatest reflectance differences
between thin ice types and open water. The capability to AVIIRR
distinguish thin ice types seems crucial for the validation of the AVHRR local area coverage (LAC) and direct read out images
SSM/I sea ice parameters since sea ice concentrations derived (HRPT) were obtained and registered to a polar stereographic
from passive microwave data are too low in the presence of thin projection for comparison with SSMII and Landsat data. The tie
ice (Steffen and Maslanik, 1988). A combination of channel I point ice concentration algorithm developed for Landsat imagery
and 4 displayed some utility for the classification of clouds and was applied to the AVHRR data. So far no direct comparison of
cloud shadows. For the ice type classification, two methods were ice concentrations from AVHRR and Landsat data in the visible
developed, channels has been carried out. However, it is one of the goals of

the ongoing validation effort. Ice concentrations derived from
Threshold techniques thennal infrared AVHRR data showed substantially lower values
Using training areas, the brightness value ranges for different ice compared to the Landsat derived products, and therefore, will
types and open water are determined. By selecting appropriate not be used in future comparisons.
trightness thresholds, an image can be classified into 5 different
ice types. For the determination of ice concentration the class SSM/i
spectrim comprised open water/dark nilas, light nilas, grey ice, Passive microwave data used in this study were acquired by the
grey-wite ice and white ice, corresponding to a categorization DMSP special sensor microwave imager (SSMII). The
of ice thickness and stages of development commonly used in instrument operates at four frequencies: 19.3, 22.2, 37.0 and 85.5
sea ice research (Steffen, 1986). During spring when only open GHz. Vertical and horizontal polarizations are provided for each

.... ice arc resc,, an class was frequency, cxtcpi ilit 22.2 Hz channe.

introduced. Pxels at intensity levels between open water and SSM/I orbital data supplied by Nasa Ocean Data System
white ice where interpreted as containing ice floes of (NODS) and National Snow and Ice Data Center (NSIDC) were
subresolution ,.i:es and put into this class. Following mapped to grid cells with a dimension of 25x25 km and
classification, ice ,,'ncentrations are calculated for 50 by 50 km projected to a polar stereographic projection (true at 700
grid boxes correspriotding to the grid of the SSM/I sea ice latitude). For the calculations of ice concentrations, brightness
concentration produclt'. temperatures were averaged over 50x50 km grid cells.
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Ice Classification
Mapping of sea ice concentration using passive microwve data Case Mean Std.Dev Min Max N Grid
is possible owing to the large difference in polarization bKtween
water and sea ice. In addition, the drainage of brine pockets 1 9.7 3.4 5.7 13.9 9 50
during summer causes alterations in the scattering properties that
allow a differentiation between ice types (Svendsen et al., 1983; 1 9.15 5.8 .4 22.3 51 25
Comiso, 1983; 1986; Cavalieri et at., 1984; Gloersen and 2 13.9 3.9 9.9 19.7 6 50
Cavalieri, 1986). Using the algorithm devised by Gloersen and 2 15.7 6.1 1.1 24.9 36 25
Cavalieri(1986), sea ice concentrations and multi-year ice
fractions are calculated from the 19 GHz polarizations and 37 - 3 7.5 1.4 5.4 9.8 7 50
19 GHz brightness temperature differences of the SSM/1 data. 3 7.8 2.1 2.1 14 47 25
The algorithm interprets measured brightness temperatures as the
respective contributions of open ocean, first-year and multi-year 4 11.1 1.2 9.5 13.1 12 50
ice and assumes fixed brightness temperatures values for open 4 11.1 2.0 6.7 15.0 64 25
water (Taw), 100 % first-year ice (Tap) and 100 % multi-year ice 5 15.8 4.9 5.4 24.1 14 50
(TftM). These fixed temperatures, known as tie points are critical
for the accurate performance of the ice concentration retrieval 5 15.13 4.8 1.9 25.8 87 25
algorithm and are commonly detenr,-ed from statistics for the 6 3.9 1.3 2.8 6.2 7 5
entire polar ocean (Cavalieri and Gloersen 1984). An analysis of 6 3.7 2.3 .3 11.1 34 25
the sensitivity of the retrieval accuracy to the selection of tie -

points is discussed by Steffen and Schweiger (These Table I . Statistics of Landsat-SSMII comparison for 2 different
Proceedings). grid size. Differences are expresses in absolute mean errors.

Case 1,2,3.4 Beaufort Sea Area, Case 5 : Bering Sea, Case 6:
Weddell Sea. N is the number of observations per case study.

A VIIRR East Greenland SeaRESULTS SSM/I derived ice concentrations based on NASA tie point
Beaufort Sea statistics are compared with average AVHRR derived ice
Four case studies were conducted for the Beaufort Sea region concentration for 50 by 50 km size pixels for an area in the East
covering an ice concentration range from 0 to 100 % during fall Greenland Sea (Fig. 2). The ice regimes is governed by a
and spring. Case study I represents the situation of low ice mixture of first and multi year ice flows with ice concentrat,m",
concentration (mean = 13 %) along the ice edge during the fall ranging from 0 to 70 %. The SSMII ice concentration algorithn
with air temperatures above freezing. Case study 2 represents the overestimates ice concentration on average by 7.6 % . A
freeze-up situation showing Landsat ice concentration between comparison based on the 25 km shows a mean error of 9.6 %
91 and 97 % with 5.9 % open water and dark nilas, 5.1 % grey with extreme values of errors are substantially larger than for the
ice, 38.3 % grey-white ice, and 50.3 % white ice. Case studies 3 50 km grid (42 % and 24 % respectively). In light of the fact,
and 4 represent the very close pack ice situation in spring with that this particular case study reflects the more complicated
ice concentrations above 95 % largely composed of first - and summer situation with potential melt-freeze on top of the ice,
multi-year ice types. Mean Landsat - SSM/I ice concentration these results must be viewed to be good.
differences for the Beaufort sea area case studies range between
7.5 % and 13.9 % with extreme deviations of up to 19.7 %.

SSM/I and AVHRR Ice Concentrations
Bering Sea for July 25 1987 in the East Greenland Sea
In the Bering Sea (Case study 5) the Landsat ice type
classification shows total ice concentrations between 88 and 100 o.
%. The ice regime is dominated by young ice with over 70 % +
nilas, grey and grey white ice. In the cioud free regions, more + +
than 70 % of the ice cover was young ice (grey ice and grey- so.
white ice) and nilas. Further comparison with high resolution . + +
aerial photographs showed that linear features of 120 m in +  ": +f
dimension such as ice floes or fractures could still be identified 'O: +
in the Landsat imagt. Ice concentration differences between :. + + "+
Landsat and SSM/I are large in this areas showing a mean error + :. .. "+ "

040 .... ,of 15 % percent and a maximal difference of 24 % can be / +
observed. This large discrepancy is most likely due to the o . +inability of the NASA algorithm to detect thin ice types. + .. + +

Weddell Sea (Case study 6) +
Ice regime is close pack ice with concentrations between 8/10
and 9/10, composed of floes mostly in contact. Floes size varied 2
from small( <100 in) to giant ( >10 kin), with the largest floes / + + Ice Core.
being approximately 40 kin in diameter. No significant open
water areas are present except in leads. The objective of this case to....n. Regr.
study is the validation of high first-year ice concentration during +
premelt. Landsat and SSM/I derived ice concentrations are in
good agreement with a mean difference of 3.7 percent. Detailed 0.

0 10 20b 60 40 e0 so 70results for the Landsat-SSM/l comparison by cases studies are SSM/I Total Ice Concentration
presented in table I with separate calculations for 25 and 50 km
grids.

Fig.2 Comparison of AVHRR and SSMI derived ice
concentrations for an area in the East Greenland Sea (July 25,
1987). Solid line represents the line of perfect agreement. Dot -
Dashed line represents a lintear regression ofAVHRR on SSMII
ice concentrations.
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Weather effects
Effects due to wind or intense cloud systems can substantially outside the cell. In regions, of large brightness temperature
alter the brightness temperatures over open ocean and lead to contrast, such as along the ice edge, this can lead to spurious ice
spurious ice concentrations of up to 18 % in ice free areas of the concentrations and therefore to large discrepancies in the
East Greenland Sea AVHRR image. The weather filter derived comparison with high resolution sea ice products. This
hy Cavalieri and Gloersen (1984) proved ineffective when hypothesis is supported by the AVHRR-SSMI comparison
applied to SSM/I data. Fig. 3 shows a scatterplot of gradient vs which shows the largest discrepancies in ice concentrations
polarization ratios for manually classified ice covered areas (any along the ice edge. It is therefore recommended to calculate 50
concentration) and areas displaying intensive cloud cover due to kin brightness temperature averages for the 19 and 37 GHz
a stonn system moving through the area. The clear distinction channels prior to the calculation of ice concentrations.
between the cloud and ice clusters allows the filtering of weather REFERENCES
contaminated pixels through the application of a gradient
threshold at 0.05. This threshold is considerably lower than the Cavalieri, D. J., P. Gloersen, and W. J. Campbell,
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ABSTRACT ICE ALGORITHM AND TIE POINTS

The sensitivity of passive microwave sea ice concentration algorithms to the The derivation of ice concentrations from the SSM/I data was carried out
selection of tie points was analyzed. Ice concentrations were derived with the using the algorithm described by Cavalleri et al. (1984), with the addition of the
NASA Team ice algorithm for global tie points and for locally and seasonally weather filter as discussed by Oloersen and Cavalierl (1986).
adjusted tie points. The passive microwave ice concentration from the Special The measured brightness temperatures of the 19 GHz vetical and horizontal
Sensor Microwave Imager (SSMI) were then compared to Landst MSS derived as well as the 37 GHz vertical channels are interpreted as the respective
ice concentrations. Preliminary results show a mean difference of SSM/I and contributions of open ocean, firm-year and multi.year Ice.
Landsat derived ice concentrations for 50 x 50 km grid cells of 2.7% along the
ice edge of the Beaufort Sea during fall with local tie points. The accuracy TB -Taw(-Cf-Cm)+Tap* CF+TBM*CM (1)
decreased to 9.7% when global tie points were used. During freeze up In the
Beaufort Sea, with grey ice and nlas as dominant ice cover, the mean difference where:
was 4.3% for local tie points and 13.9% for global tie points. For the spring ice Taw = Brightness temperature of open water
cover in the Bering Sea, a mean difference of 4.4% for local tie points and 15.7% Tsp = Brightness temperature of firm.year ice
for global tie points was found. This large difference reveals some limitations of TaM = Brightness temperature of multi-year ice
the NASA-Team algorithm under freeze-up and spring conditions (thin ice Cf = First-year ice concentration
areas). In the Weddell Sea of the Antarctica, global tie points perform quite well Cm = Multi.year ice concentration
as the mean difference between Landsat and SSM/I derived ice concentrations
was only 3.9%, compared to 2.1% for local tie points. The respective concentrations of multi- and first-year ice can thus be

This analysis indicates that the accuracy of ice concentration calculation expressed as a function of the polarization and gradient ratios and constant tie
based on passive microwave data could be greatly improved when varying sea points for open water, 100 % first-year and 100% multi-year ice.
ice properties are accounted for by the selection of locally and seasonally
adjusted tie points. CM = MO + MIPR + M2GR+ M3(PRXGR) (2)

CF a FO + FIPR + F2PR +F3(GRXPR) (3)
PR(f) = (Tav(f)-TaH(f))/(Tav(f)+TaH(f) (4)

INTRODUCTION OR - (Tav(37)-Tav(19))/(Tav(37)+Tav(19) (5)

Long-term monitoring of sea ice is of prime interest for studies of global where Tav and TaB are the observed vertically polarized and horizontally
climate. Polar oceans and their Ice cover are more than passive indicators of polarized brightness temperatures, respectively, and (f) is either 19 or 37 GHz;
change in global climate. It is thus of great importance to determine the accuracy and MO, Mi, M2, M3, FI, 12, F3 are constants solely dependent of the tie
with which sea ice parameters such as ice concentration and ice extent can be points. A graphical depiction of the algorithm is shown in Figure 1 with
monitored with todays satellite technology, polarization and gradient values plctted for the Beaufort Sea ares (Sept. 17,

On June 19, 1987 the Defense Meteorological Satellite Program (DMSP) 1987, first cue study).
launched the special sensor microwave imager (SSM/I). The SSM/I is a passive Tie points Taw, Tap, and TBM are radiances chosen as typical for open
microwave radiometer which provides near real-time data for operational use ocean, flrst-year Ice, and multi-year Ice derived from a global data set as a mean
and for specific research topic (e.g. sea ice). This work is part of the NASA over one year. However, brightness temperatures of these surfaces are not
sponsored sea ice validation plan for the DMSP SSMII. The objective of this constant over time because of changes in ice thickness, melt/freeze cycles, snow
validation plan is to demonstrate a quantitative relationship between the SSM/I- cover variation, Ice roughness changes and drainage of brine pockets. There ae
derived sea ice parameters and those parameters derived from other data sets large variations in Taw along the ice edge, and In open and very open pack ice
Including visible and infrared satellite imagery, aerial photographic and high- areas, caused by various effects including surface roughness, foam and
resolution microwave imagery from aircraft. The general question to be atmospheric water vapor content. A combination of these tends to increase the
addressed is with what accuracy (relative to these other observations) can we brightness temperature of the ocean by as much as 40 degree K. Further, the
determine the following sea ice parameters: physical properties of ice in different geographical regions can be diverse (e.g.

large areas of pancake ice are common In the Antarctica whereas in the Arctic
(i) pusiiiua U1, rtI bea kc budLkary thlc != 1,V I- ct l fou d in the marg;nl ice zone ar'd in polyny,), .Ato Tnr,
(2) total sea ice concentration are affected by spatial and temporal variations in physical temperature (Steffen
(3) multi-year sea ice concentration and Maslanik, 1988). If globally chosen tie points am used for regional ice

concentration calculation and multi-year Ice fraction, the variation of Taw, Tap
This paper describes the sensitivity of passive microwave sea ice and TBM over time and space are ignored.

concentration algorithms to the selection of locally and seasonally adjusted tie A preliminary set of global tie points provided by the SSMI validation team
points. Landsat MSS images were used for the validation of the SSMII derived manager (D. Cavalieri) was used to calculate ice concentrations. Local tie points
ice concentrations. The technique of ice concentration retrieval from Landat were derived from selected case studies using the following procedure. At least
MSS imagery is described by Schweiger and Steffen (this issue). ten Zx25 km grid cells of open water were averaged near the ice edge over one
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to three days and used as water tie point (TRw). The same method was applied to NASA Team algorithm + Beaufort Sea (Sept.
select fist-year tie points (Tap) and multi-year tie points (TaMXTable 1). In with global tie points 17, 1987)
order to locate areas of fimt-year Ice and multi-year ice, some knowledge of I
local ice type distribution Is essential. For six case studies the ice concentrations : 0.06 : PMWote
were calculated based on globally chosen tie points and on locally chosen tie o 6 .... ... .... ... ........
points. The values were then compared against the ice concentrations derived
from the Landsat MSS data (Table 2). o.o4 .......... .. .....

i o~ ..... ... .. . ,: :.,' ',..,.-'.. .. ... .. ... :........ ....._. 0.0 .. ....,
RESULTS 0+C - 0...X.

BeaufortSea 0

Preliminary results show a mean difference of SSM/I and Landsat derived Ice / ..

concentrations for 5,x5O km grid cells of 2.7 % along the Ice edge of the .-.....
Beaufort Sea during fall (Sept. 17, 1987) with local tie points. The difference "2
increases to 9.7 % with global tie points (Fig. 2). Ice concentrations derived with 0 06 ..

global tie points were 5 % or more higher than the corresponding Ice t_J i __cet_-___r______

concentrations derived with local tie points. 0 0.05 0. 0.15 0.2 0.25 0.3
During the freeze up in tde Beaufot Sea (Noe. 10. 1987). with grey ice and Polarization Ratio (19V - 19H GHz)

nilas as dominant ice types, the mean differnce for the 50 kin grid was 4.3 %
for local tie points, and 13.9 % for global tie poinis (Fig. 3). Ice concentrations
derived with global tie points were 10 % or more lower than the corresponding Fig. Graphical depiction of SS algorithm. The inside of the tl n lde

ice concentrations denved with local tie points. describes total ice concentrations from 0 t 100 % along the longer sides
For the spring ice cover in the Beaufort Sea (March 12, 1988) the mean of the triangle and multi-year Ice fractions along the shorter side.. The

difference for 50 km grid cells in Landsat and SSMI ice concentrations was only corners of the triangle represent tie points for open water, W' % firs:.
0.8 % with the locally chosen tie points. The same comlpadion with globally year ice, and 100 % multi-year ice (After Cavu:,ri and GIrersen, 1986).
chosen tie points showed a mean difference of 6.9 % with values between .4 % The crosses give the polarization and gradient ,-atios fit case study I
and -10 % (Fig. 4). (Beatfort Sea, Sept. 17,1987).

The last case study for the Beaufort Sea (March 16, 1988) showed only small
differences between Landsat and passive microwave ice concentrations when
local tie points wee used, whereas ice concentrations derived with global tie Case Mean Std Dev Min Max #
points were more than 10 % lower than the corresponding Lmndsat Ice
concentratiors (Fig. 5).

1 2.7 2.7 0.2 5.9 9
Bering Sea 2 4.3 2.9 1.6 9.7 6

3 0.8 0.7 0.1 1.7 7
For the spring ice cover in the Bering Sea (March 13, 1988), a mean 4 1.5 1.3 0.2 3.8 12

difference of 4.4 % for local tie points, and of 15.7 % for global tie points was 5 4.6 4.1 0.0 13.1 14
found for SSM/I and Landsat ice concentrations (Fig. 6). This large difference - 6 2.1 2.1 0.0 5.7 7
even with locally chosen tie points - reveals some limitations of the NASA-
Team algorithm under freeze-up condition. Polarization ratios of new ice and
nilas range between 0.05 and 0.2 for 19 GHz (Steffen and Maslank, 1988). it Number of grid cells (5Ox5O km)
Therefore, the NASA Team algorithm underestimates ice concentrations when
new ice and nlas are covering large areas. Table 2 Differences between Landsat ice concentration and SSMII Ice

concentration based on locally chosen tie points. The Min and
Max represent the smallest respectively largest difference in

Weddell Sea ice concentration for an individual grid cell. Cases I to 4 are
from the Beaufort Sea corresponding to Figs. 2 to 5, case 5 Is

In the Weddell Sea of the Anarctica( Nov. 29, 1987), global tie points from the Bering Sea (Fig.6), and case 6 from the Weddell Sea
perform quite well as the mean difference between Landsat and SSMI derived (Fig. 7).
ice concentrations was only 3.9 %, compared to 2.1 % for local tie points
(Fig. 7).

Channel NASA 1 2 3 4 5 6

19VOW 176.3 187 185 177 182 184 177
19V FY 252.4 245 252 258 254 257 266
19V MY 221.8 222 222 228 218 222 222

19H OW 96.1 120 115 100 110 102 103
19H F 244.8 230 232 241 238 238 254
19H MY 202.3 202 202 204 198 202 202
37V OW 201.7 209 205 200 204 204 187

37V FY 243.6 245 250 255 250 254 261
37V MY 183.5 184 184 196 188 184 184

Table I Tie points used in the sensitivity study of passive microwave sea ice concentration algorithm to the
selection of globally (NASA) and locally adjusted values (case studies I to 6, see Figs. 2.7). Tie points
are given in degree Kelvin for open water (OW),first.year ice (FY), andmulti.year ice (MY), and for the
frequencies 19 GHr vertical and horizontal polarizations, and 37 GH: vertical polarization.



775

100 100

60 80

0 0

20

o to 20 30 40 50 60 70 60 90100 0 10 20 30 40 50 60 70 80 90 10

Londsat Ice Concentration Landsat Ice Concentration

IC Difference (%) Landsot - SSM/l IC Difference (%) Landsat - SSM/I
20 10-

uL) 0 0 5 + +
C 0

,) .,. 0 ,) ,0 i |L. L- + +
9 ++ 4) - +

0-1* 0 9 +

L.5 + o-t5 0_- -o -20 --

0 to 20 30 40 90 92 94 96 99 ioc
SSM/I Ice Concentration SSM/I Ice Concentration

Fig. 2 Comparison of ice concentration (50 km grid) between NASA-Team Fig. 3 Same then Fig. 2for Beaufort Sea (Nov. 10,1987).
algorithm using local, respectively global tie points versus Landsat values
for the Beaufort Sea (Sept. 17. 1987). Globally chosen tie points are
called NASA tie points in graph.
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Fig. 4 Same then Fig. 2for Beaufort Sea (March 12,1988). Fig. 5 Same then Fig. 2forlBeaufort Sea (March 16,1988),
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CONCLUSION

In areas with higher amounts of Wais and young ice we found that the SSM/I REFERENCES
Ice concentration algorithm underestimates ice concentration by as much as
11%. This was observed in two separate Landsat-SSM/t comparisons (Beaufort
Sea: Nov. 10, 1987, and March 13, 1988). Due to the higher polarization ratio of Cavalieri, D. I., P. Gloefsen, and W. J. Campbell, Determination of sea Ice
nila s (ice types which ar less then 0.1 m in thickness) compared to white ice at aaeers . Nmu 7 SloRen . Gamp e s, Von 8 f pp. 535
19 OHz, the NASA Team algorithm underestimates ice concentration parameters with Nimbus 7 SMMR", J. Geophys. Res., Vol. 89, pp. 5355-
considerably. 5369,1984.

It appears that seasonal and regional adjusted tie points will improve the Gloersen P, and DJ. Cavalieri, "Reduction of weather effects in the calculation
overall performance of the SSM/I sea ice concentration algorithms, at least in theoersea ice cc eri "R o n mirwae afacs in teopaysulRts.,

North Polar region. Our work suggests that where the ice has a higher variation of sea ice concentration from microwave 9i3ances", J. Geophys. Res.,

internal characteristics (e.g. salinity) that the global tie points will cause a mean Vol. 91, No. C3, pp. 3913-3919,1986.

error of up to 10% in the ice concentration. Use of local tie points dropped the Steffen, K., and L.A. Maslanik, "Comparison of Nimbus 7 Scanning
mean error to 3% for the same cases studied. In the South Polar regions, where Multichannel Microwave Radiometer radiance derived from ice
'the ice cover is essentiall) ",e year in age, the global tie points offer reasonable concentrations with Landsat imagery for the North Water area of Baffin
performance. The mean err.,i was only decreased from 4% for global to 2% for Bay",J. Geophys. Res., Vol. 93, No. C9, pp. 10,769-10781, 1988.
local tie points.
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Abstruct pixel values within the defined subarea and lying outside of the 2-
sigma range represent eith"r noise or edge detail. A gradient

In this paper we report on the utilization of texture measures thieshold factor was employed to identify the presence of an edge
generated from Grey Level Co-occurrence Matrix (GLCM) as the within this region.
basis for filteing Synthetic Aperture Radar sea ice imagery. Four
measures of texture were generated tand then processed through an The disadvantage of these filters is that only the spectral properties
adaptive local statistics filter. The filtered images were subsequently of the image are considered. Therefore the next logical direction for
algebraically summed to the original image to provide a viable and examining image filtering is the utilization of image texture. There
interpretable tonal product. Results shuw that the filtered texture has been extensive research into the use of texture in remotely
measure "Contrast/Original" provides good noise reduction and ice sensed imagery for the purpose of improving ice classification.
ridge retention. However, the majority of these studies have not investigated the

application of texture for input to local adaptive filters. In this paper
Keywords: Texture measure, Adaptive filtering, Synthetic Aperture we report on the use of local texture transforms as a means of
Radar, Sea ice. filtering SAR sea ice imagery for the purpose of both image noise

reduction and pressure ridge detection and enhancement.
1. Introduction
Increasing ':conomic development of the Canadian Arctic has created 2. Study Area
demand for an extended shipping season and therefore improved ice
naviga,'on ability. Utilization of real-time Synthetic Aperture Radar The study area in the North Wellington Channel, lat. 760 N/long. 980
(SAR) imagery permits long range and strategic route selection W imaged Dec. 2,1986, has been selected on the basis of its content
through ice covered waters, of definitive ridges and large areas of homogeneous smooth First-
SAR imagery, due to its multiplicative nature, is degraded by Year Ice (FYI). The imagery is Intera STAR-1 X-band, three line
random field speckle. Because speckle obeys a negative exponential averaged and azimuthally resampled to 12m 2 resolution provided
behaviour, the noise is concentrated in the same tonal regions as through the co-operative arrangement with Canarctic Shipping
physically significant pressured ice features, such as ridges, which Company Ltd.
are characterised by bright comer reflected and Lambertian returns.
The presence of speckle may introduce distortions in feature The sub area of 256x256 pixels was selected froin the test scene and
morphology or mask the feature altogether. reduced to 32 grey levels to facilitate computation [12]. Although the

use of the small inage size may preclude some coarser texturalCchm~ittUc,. U%- *V !G',. to "cdc "Aag wl. c m ...... . .U . U M t t*..*:

*j.u ,.. . """ b'- 1. '" -'. - v ,n . vuanauun , t ummelitelat i1 ;,nsdere to be sufflClcntly vor'ed
integrity of feature morphology have focused on the use of adaptive for this evaluation.
spectral image filters based on local statistic transforms [1-8]. Lee

[5] developed a series of filters based on the assumption that the
mean and variance of a sample pixel are equal to the local mean and
variance of its surrounding neighbours. The premise is that any
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3. Texture Filter A 17x17 movirg window was applied to the 32 grey level image

with the output central pixel written to an interim image which

The texture measures used were based on the Spatial Grey Level formed the base or the texture filtering operation.

Co-occurrence Dependence Matrix (GLCM) developed by Haralick
et al [9-10]. The GLCM is based on the assumption that the average An adaptive 3x3 moving window based on a variation of the Lee

spatial relationship of grey tones in a local image window are sigma filter [5) was applied to the texture image. Pixels with values

contained in the average spatial relationship of grey tones in the outside of the 2-sigma range were excluded from further processing.
image. This is the same assumption underlying spectral lucal The remaining pixels, if satisfying the 5 majority rule, were

adaptive filters [6]. Therefore, texture measures derived from local converged to create the new output pixel, otherwise the new output

texture transforms do not require a priori knowledge of the image pixel was the result of the mean window value.

model.

In order to compare results the images were normalised and

The GLCM generated was based on the estimation of second order stretched to 256 grey levels. The filtered texture images on their
joint conditional probability density function, where P(ijdO) is the own did not provide a suitable display. To this end the filtered

probability of moving from grey level i to grey level j, given the texture measure images were algebraically ratioed to the original
polar form intersample spacing distance d (where d = max[Ax,Ay]) image through a difference ovf.r sum operation I = F(l) - F(2)/
and angular orientation e (where 0 = arctan(Ax/Ay)) [10]. The F(l) + F(2) where F(l) is the original image and F(2) is the filtered

orientations selected were 00, 450, 90 and 1350, where texture image. This allowed for direct comparison and ordinal

0(d,0) = Ot(d,0), its transpose matrix [11]. ranking.

The four orientations were averaged to provide the directional 4. Results and Discussion
measure. The intersample distance (d) was set to 1 in accordance

with Haralicks' findings on information majority content [9]. Preliminary results indicate that the texture filter is a viable tool for

image noise reduction and edge retention in SAR sea ice imagery.
GCLM's were generated for window sizes of 17.17 and 21x21. Qualitatively, the filtered texture images clearly reduced the noise in

the homogeneous FYI and retained the ridges with varying degrees
The texture measures employed were based on a qualitative analysis of success (figures 1-5). The Uniformity/Original (UO) image lost
of the contextual information of the images. The presence of large all low order ridges while distorting the areal extent of the higher
homogeneous FYI regions and distinct pressure ridges lend best to order ridges, where ridge order is a function of pixel width (ie. the
description by texture measures which correspond to image greater the width the higher the ridge order). The FYI became very
homogeneity, contrast and correlation. Consequently, the texture uniform in contrast and tone. The result was a low contrast image
measures of 'Uniformity', 'Contrast', 'Inverse Difference Moment with sparse detail regarding the ice content. The ContrasttOriginal
and 'Entropy' were selected. (CO) image provided greater delineation of the ridges while retaining

1 i 2 some natural variation in the FYI. The Inverse Difference
Uniformity M LJi Moment/Original (10) image maintained ridge integrity and

smoothed the FYI while retaining some natural variation. Ridges in

Contrast P (ij)2 the Entropy/Original (EO) image were reduced in tonal value and

1=1 j=l subsequently suffered in ridge/FYI ratio. The FYI was smoothed to

-, '. the extent of natural variation removal.
Inverse Difference 2.' 2. i ---

Moment =1 J=1+1il The images were quantitatively compared through image contrast

. x- . (po), ridge to FYI ratio, and ridge integrity (width) retention
Entropy , Pij log P measures. The latter is a measure of ridge pixel difference between

1.l j-l the original and filtered ridges. The summary statistics are presented
P:: it thP GtCM matrix vA! it mnition fi) in Table I.
n is the number of pixel pairs in the image at (oh6),
Ox is the sample standard deviation of row i,
oy is the saimple standard deviation of row j,
9x is the sample mean of row i,
gy is the sample mean of row j.
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Future work will involve the the use of other textural measures

suited to morm heterogeneous images. As this study was limited to
the use of a single window size, further testing will be conducted

into the effect of window size and image content retention. As well
new techniques for presenting the filtered texture images will be
explored.U. Acknowledgements
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LeDrew and Howarth. The authors would also thank Canarctic

Shipping Company Ltd. for providing the Intera STAR-1 SAR
digital data.

References Cited

Figures (1) Original image, lat. 760 N/long 980 W, Dec. 2, 1986, 1. Lee, J.S., "Digital image enhancement and noise filtering byuse of local statistics". IEEE Trans. Pat. Analysis and Mach.
SAR X-band 12m2 (2) Uniformity/Original, (3) Contrast/Original, Intel. Vol. 2, No.2, pp165-168, 1980.
(4) Inverse Difference Moment/Original, and (5) Entropy/Original 2. Lee, J.S., "Refined filtering of image noise using local
images. statistics". Comp.Vis. Graph. and Img. Proc.. Vol.15,
Table 1. Evaluation of Texture filter performance pp380-389,1981a.

3. Lee, J.S., "Speckle analysis and smoothing of synthetic
Image Contrast (uloy) Ratio Ridge Retention aperture radar." Comp. Graph. and Img. Proc. Vol.17,

pp24-32,
Original 0.5023 1.276 1, 5, 6 1981b.
UO 0.5128 1.056 0, 56 4. Lee, J.S., "A simple speckle smoothing algorithm for synthetic
CO 0.5128 1.215 1, 6, 6 aperture radar imagery." IEEE Trans. on Sys., Man and
10 0.5126 1.351 1, 6,7 Cyber. Vol.13, No.1, pp85-89. 1983.
13 0.5128 1.450 0, 7, 8 5. Lee, J.S., "Digital image filtering and the sigma filter." Comp.

Vis., Graph. and Img.Proc. Vol. 24, No.2, pp 255-269,1983.
1 Based o, average of 5 selected test sites. 6. Frost, V.S., J.A. Stiles, K.S. Shanmugan, J.C. Holtzman, "A

model for radar images and its application to adaptive digital
filtering of multiplicative noise." IEEE Transactions on

From Table I it can be seen the Contrast/Original (CO) image Pattern Analysis and Machine Intelligence, Vol.4, No.2,
provides the best overall results. The ridge integrity was largely ppl57-165, 1982.

maintained, with a slight spatial extension of the 5 pixel wide ridge. 7. Frost, V.S., M.S. Perry, et al. 1983. "Digital enhancement
The ratio of ridge to FYI most closely approximated the original of SAR imagery as an aid in geologic extraction." P. Eng. &R. S., Vol. 49, No.3, pp357-364, 1982.
image and provided the best discrimination. These results correlate

with the qualitative analysis as the CO visually provided the best 8. Kuan, D.T., A.A. Sawchuk, T.C. Strand, P. Chavel.,
"Adaptive noise smoothing filter for images with signal.filtered representation of the original image. The Inverse Moment dependent noise." IEEE Trans. Pat. Rec., Mach.Intel. Vol.7,

Difference (10) provided the next best filtered image both No. 2, pp165-177, 1985.
qualitatively and statistically. The Uniformity (UO) image was the 9. Haralick, R.M. K., Shanmugan, I. Dinstein. "Textural features
poorest performer on the basis of all parameters tested. for Image classification." IEEE Trans. Sys.Man Cyber. Vol.3,

No.6, ppl65-177, 1973.

5. Conclusions i0. Haraiick, R.M., "Edge region analysis tor digital image data."Comp. Graph., Vis. and Img. Proc. Vol.12, pp60-73, 1980.

Our analysis has shown that on a simple ridge/FYI image the texture 11. Conners, R.W. and C.A. Harloe, "A theore'ical comparison
of texture algorithms." IEEE Trans. Pat. Analysis Mach.

filter is a viable tool for noise reduction and ridge retention. From Intel. Vol.2, No.3, pp204-222, 1980.
the measures tested the combination of algebraically summedContastandoriina imge rovded he estfileriq rsuls wile 12. Shangmugan K.S., V. Narayanam, V.S. Frost, J.C.
Contrast and original image provided the best filterinj results while Holtzman, "Textural Features for Radar Image Analysis"
the Uniformity and original image combination was least effective. IEEE Trans. Geo and R. S. Vol 19, No.3, pp153-156, 1981.



780

SPRING SURFACE CIRCULATION PATTERNS DETECTED USINI RMOTE
SENSING OF DRIFTING ICE FLOES IN RUDSON DAY, CANADA

Pierre Larouche

Institut Maurice-Lamontagne, Minist~re des Piches et des Oceans,
C. P. 1000, Mont-Joli, Quebec, Canada G5H 3Z4

Tel: (418)-775-6569, Telex: 051-6303, Fax: (418)-775-6542

ABSTRACT

Evaluation of surface currents using
remote sensing (Landsat MSS) of free drifting *

floes and a dynamical approach lead to the -67*
recognition of two modes of circulation in * I
southeastern Hudson Bay in the spring of 1985. 4f%
Of the different factors that can generates HUDSON SAY 2.
these two modes, the wind seems the most
highly related to the observed patterns. The
circulation induced by strong persistent winds
is also shown to subsist for at least three w *
days after the end of the storm. 0

Keywords: Ice drift, Circulation, Remote : w
sensing, Wind

1. INTRODUCTION WMAPIK

Evaluating surface circulation in ice
infested areas is one of the most difficult
task to accomplish in physical oceanography. V
Over the years, the use of the Lagrangian
approach using drifting ice floes as tracers JAMES MAY Ir
of the water movement proved much helpfull in
the determination of the surface circulation Fig. 1 Map of the area indicating the location
in arctic areas. There is however another (square) of the ev.._aced currents on fig. 2.
force that influence ice drift : the wind. It
has been showed that wind is the main driving
force over time scales ranging from days to 2. METRODOLOGY
months (Thorndike and Colony, 1982). So the
drift of ice for these time scales may very The methodology used is quite simple. it
well be more representative of the wind is based on the free drift equation relating
pattern than of the surface circulation. It the three main forces acting on ice drift:
does not however mean that the water wind, current and Coriolis force. First, ice
circulation is negligible for ice drift but drift is evaluated relative to selected
simply that it may be concealed and more landmarks using sequential satellite pictures.
difficult to evaluate. These data are then input, together with wind

It has recently been sho';ed that the use data for the area, in a software that model
of a dynamical approach to calculate the the ice drift using the wind and an
surface currents underlaying drifting floes approximate value of the current. The current
produces better results than measuring ice is then adjusted until the difference between

t o .....---... the ,,odaled and observed drift i's Iess than 50
is thus used in order to evaluate the spring meters. The result is a good approximation of
circulation pattern in southeastern Hudson Bay the tidally aver .ed current as the time
(Fig. 1), an area where many winter field between the satellite pictures (-24 h) is very
surveys were done over the last 7 years. close to the diurnal tidal period (24.8 h).
These data should help complement our In this survey, we use 4 pairs of black
understanding of the general circulation and white prints of Landsat MSS-4 (near IR)
patterns in this area and of the factors images taken in the spring 1985 between the
affecting it. beginning of May and mid-June.
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This choice of satellite is mainly made
on the basis of the better ground resolution
of Landsat (80 m) as compare to NOAA images 12-13 2
(1,1 km) thus allowing the identification of
much smaller floes. All images show a number
of free drifting floes over the area allowing
us to evaluate the circulation pattern.
Positions of recognizable features on the
perimeter of the floes are directly digitize
from the black and white prints at a scale of
1 : 1 000 000. These data are then corrected
for scales differences between the images
using the known distance between the visible
landmarks on the images.

To drive the model, geostrophic wind
climatology (GWC) data coming from the
Atmospheric Environment Service of Canada is
use. This choice of wind data set is made
because of their better correlation with winds
evaluated from surface pressure maps (Olson,
1986) for this particular portion of Hudson
Bay. Directions were rotated 200 to the right
as recommended by Swail et al. (1984). 0.5 M S"t

3. RZSULTS

Figure 2 shows the resulting currents
evaluated for the four pairs of images. we JUNE 5-6 3
can see that the surface circulation pattern
seems variable with time showing two principal
modes. In the first two weeks of May, the
first mode indicates a circulation directed
toward the SW. The inverse situation (mode 2)
is seen in early June when water is flowing
into the area. The last image pairs taken in 'r -
mid-June show a more intricate pattern with
water flowing SW along the Belcher Islands
coast and indications of a water inflow in the
southern portion of the area. This suggest an
intermediate situation between the two
principal modes.

On?.y a few factors can influence surface
circulation. These are the wind and
atmospheric pressure systems, the low
frequency tidal signal and influence from
other water bodies (James Bay). We will now
look at each of these factors. 0- Ss

MAY 4-5 1
JUNE 13-14 4

44'13,

0.5 S-1I

Fig. 2. Surface circulation evaluated for the 0.5 S"1
four pairs of images (1 - 4). See figure 1 for
the geographic location.
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3.1 Long distance influence The difference with the June 12 situation was
the duration of the wind stress applied on the

The survey area is located to the east of sea surface. Winds in Kuujjuarapik have been
the Hudson Bay - James Bay junction and as recorded blowing mainly from the SW, sometimes
such may be influenced by processes very strong, for seven days ending June 11.
originating in James Bay. The biggest This was followed by a period of relatively
influence from James Bay at this time of year light winds from the north until the satellite
is the freshwater pu-lse coming from its images were taken two and three days later.
numerous rivers. This pulse generates a On the other hand, the duration of the wind
density driven coastal current that propagates was never more than two days for the other two
northwebterly along the coast until it mets evaluations. Surface water circulation in
with the cyclonic circulation of Hudson Bay this area thus seems to be mainly driven by
(Prinsenberg, 1982a) that could divert it into the wind even over short periods of time.
our survey area. The spring swelling in James However, the effect of this applied stress can
Bay normally takes place in mid-April. This be felt for at least three days when a strong
is 7-8 weeks before the first sign of water SW impulse is given to the system.
input into our area is seen. Using an average
current speed of 0.1 m s-1 (Prinsenberg, 1 2 4

1982b), this leads to a travelling diatance of " ' ' '
430 km. This is however much higher than the
actual distance between the rivers and our
area. So it seems unlikely that the spring
freswater pulse is responsible for the sharp
change of circulation pattern seen from the
satellite imagery.

3.2 Tidal signal 0 a 0 0

The second possible cause for the change 1 ' 0 31
in circulation pattern is the low frequency May j,

(neap-spring) tidal signal. Tides in this
area are relatively small (-1.6 m in Fig. 3. Predicted tidal signal in Kuujjuarapik

Kuujjuarapik). However, as the water depth is for the spring 1985. Numbers refers to fig. 2.

relatively shallow (-100 m), differences in
the spring-neap tides could be reflected in CONCLUSZON
the circulation patterns. Figure 3 show the
predicted tidal signal in Kuujjuarapik over The use of a dynamical approach proved
the time the images were taken. No helpfull in determining the surface
correlation exists between the low frequency circulation pattern and its driving force in
tidal signal and the surface circulation southeastern Hudson Bay. The future
patterns as both the first and second modes avaibility of space based radars will
are observed close to spring tides, the first increased the utilization potential of this
mode being also observed close to a neap tide. method as images will become available with a
This factor can thus also be neglected as the greater time resolution.
source of the observed variability.
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Abstract resolution airborne digital data acquired by the MEIS

A study h.s been undertaken to determine the II system are presented.

extent to which high resolution digital data can be used StudyArm
to enhance field methods for vegetation mapping. Data
from 155 vegetation plots at Presqu'ile Provincial Park, The study area is Presqu'ile Provincial Park on
Ontario are analyzed using TWINSPAN cluster the north shore of Lake Ontario. The park is located on
analysis to produce several hierarchical ecological a boot-shaped tombola peninsula composed of dune
classification schemes. These are used to undertake ridges which encloses the sheltered and marshy
supervised classifications of MEIS II digital data Presqu'ile Bay (Figure 1). The range of landforms, soil
recorded in five spectral bands with a 5 m x 5 m spatial types and hydrologic environments produces great
resolution. Accuracy assessments show a vegetational diversity including both uplands and
considerable range in the classification accuracies for wetlands. Human interference here has resulted in
different plant communities. In general, the more abrupt spatial changes in vegetation, whereas more
ecologically/spectrally unique the class is and the gradual and subtle changes are observed in
lower the species/spectral variations that occur, the undisturbed habitats.
higher will be the classification accuracy.

Data Sources
Keywords: Accuracy assessment, MEIS, Supervised
classification, TWINSPAN, Vegetation mapping Airborne Data

Introduction Airborne digital data were acquired with, the
Multi-detector Electro-optical Imaging Scanner (MEIS

The general capabilities of Landsat MSS and II) (McColl et al., 1983). The data were recorded on
Landsat TM data for vegetation mapping are well June 12, 1984 at 13:00 GMT, from a flying height of
documented in the literature (e.g., Hopkins et al., 1988; approximately 6,100 m. This provided data with a pixel
Talbot and Markon, 1988; Craighead et al., 1988). The size of 5 m x 5 m.
level of detail that this imagery provides, however, is The higher the spatial resolution of the data, the
relatively low compared with many of the mapping less ground area is covered by each swath of data. The
needs of ecologists and foresters. Detailed vegetation 5 m x 5 m pixel was selected to provide reasonable
mapping udually involves an ecological approach areal coverage at a relatively high spatial resolution.
where information, not only on trees but also on shrubs In terms of spectral resolution, the "forestry" set
and herbaceous cover is combined into one of filters was selected for the study as it was felt that
classification scheme. Using ground plots, vegetation this would produce maximum differentiation in the
may be classified either subjectively or by using vegetation. The "forestry" filter set consists of five
standard multivariate analysis tochniques. narrow (3 nm) spectral bands, the bands being centred
Phytosociologists have tended to employ ,,ultivariate at 487 nrn (blue), 577 nm (green), 664 un (red), 769 rn
statistical classifications, whereas remote sensing (red/near infrared boundary) and 833 un (infrared).
practioners have usually used subjective
classifications. Based on the classification scheme, FeldData
m.pping of the different habitetf ;a- carried out,
usually in the field with the aid of aerial photographs. Training plots and verification plots were selected

The question arises as to what extent high to be broadly representative of the major cover types.
resolution digital data can be combined with detailed Vegetation information was recorded from 155 plots,
ground information to improve the accuracies and each measuring 10 m x 20 m and which were
speed of vegetation mapping over relatively large representative of neighbouring vegetation. The long
areas. This report forms part of a study on user needs axes of the plots were chosen to run east-west, parallel
and practices in vegetation mapping. In this paper, to the flight lines. In each plot, tree and shrub clump
results of mapping diverse vegetation from high densities and herb frequencies were recordr 1.
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* Classes in a similar part of the hierarchy but
displaying different spectral characteristics in their
training plot statistics were not merged.

* Minimum training area size was 50 pixels, but
larger sample sizes were preferred.

Selection of Training Plots

Training area definition was performed on a
false-colour composite generated from the infrared,
red and blue bands of the MEIS data which was
displayed on the colour monitor of a Dipix ARIES III
image analysis system. From the 155 training plots,
119 were selected for the training of the classifier,
while the rest were used for later verification. The
detailed ground plots measuring 10 m x 20 m were

rdisplayed on maps of the study area and written site
descriptions of their locations were also available. The
boundaries of the ground plots were transferred to the
digital image visually. They were enlarged to a
minimum size of 15 m x 15 m, and in some cases
larger in order to accumulate a significant number of
pixels for statistical analysis. However, enlargement

I of plots was only performed in areas where the make-
up of the site was homogeneous and matched that of
the actual ground plot.

Classification

Classification was carried out at two levels of
detail. In the first trial, a total of 27 TWINSPAN
classes was used, while in the second case these
classes were recombined to give a total of 20 classes. In
this paper, only the results of the first trial are
reported. In both cases, the maximum-likelihood
classifier was used to generate the results.

Figure 1. A black-and-white photograph showing part
of the Presqu'ile study area displayed on a colour
monitor. The beach ridges and sand dunes can be seen
on the west and south sides of the figure. To the north,
a series of vegetated recurved spits enter Presqu'ile
Bay.

Methodology

Four groups of studies were undertaken, in each SELECTION OF
case a different classification scheme being used. The TTRAINING PLOTS
methodological procedure, however, was similar for
each study (Figure 2).

TWINSPAN Analysis SUPERVISED
MAXIMUM-LIKELIHOOD

CLASSIFICATION

The phytosociological vegetation classification was

carried out using TWINSPAN cluster analysis (Hill,
1979). The result of the analysis is a dichotomous key
which provides ecological groupings of tree, shrub and ACCURACY
herbaceous covers to be used in the classification. In ASSESSMENT
thlis papef, the objective TWNSPAN results were [ P I

trimmed subjectively to establish appropriate classes * Test Plot Dat

(Figure 3).
In develoning the classification scheme and also Figure 2. An outline of the methodological

when selecting the training plots for the field data, the procedures followed In this study.
following guidelines were established:

o In establishing the classification, only classes
from a similar part of the TWINSPAN hierarchy could
be merged.
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Sand Beach
Sand Dune

- Cottonwood Savanna

-Conifer Panne

r- Dry Old Field
Mowed Grass

Parking and Roads
Cobble Beach

Trembling Aspen
-White Birch

Red Ash
Red Oak

Beech/Maple
Sugar Maple

Z Beech/Hemlock

Beech/ Hemlock/
White Birch

Hemlock

-White Cedar
White Spruce
White Pine/
White Spruce

r- Scots Pine
Red Pine

Cattail Marsh
Sclrpus/
Frogblt Marsh
ScIrpus Valldus
Marsh

Carex Marsh

Submergent
Marsh

Figure 3. Classification scheme based on
TWINSPAN Analysis.

Accuracy Assessment accuracy is 71%, with accuracies for individual classes
ranging from greater 95% to 24%. For the test area

The mapping accuracy was examined in two data, it was only possible to identify ground plots for 13
stages. First, the classification accuracy was of the classes. Overall classification accuracy is only
determined. This assessment describes the agreement 40%.
between the actual class membership for the pixels in
the training area and the predicted class membership
derived through the maximum-likelihood Discussion
classification. Second, the interpretation accuracy was
determined by comparing actual class membership of The training area data suggest that the more
the test area pixels (verification plots) to the predicted homogeneous and the more spectrally unique the
class membership arrived at by the maximum- classes are, the greater the classification accuracy is
likelihood claesifie". likely to be. For example, there is good diffirentiatior,

Classification accuracy is usually presented as of the wetland classes and also cobble beach, sand
contingency tables or classification error matrices. In dunes, parking areas and roads. Although not shown
this paper, however, space permits only a summary of in Table 1, there are relatively high errors of omission
individual class accuracies for one of the and commission (averaging about 40 - 50%) in both the
classifications. decidllnna clamer and the conifernum classes, a similar

result to Craighead et al. (1988).
Results Test area data are less conc!usive. To a large

extent this is because it was not possible to identify a
The subjective classification used for the 27 full range of verification plots and in other cases the

classes was shown in Figure 3. From the contingency number of plots to perform the tests was relatively
table derived from the accuracy assessment, a small. For example, in the training area data the
summary has been compiled (Table 1). As can be seen, conifer panne class had an accuracy of 90%, but in the
for the training area data the overall classification test area the figure is 0%. This is because the training
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Table 1 Classification Results Ranked by Order of reflectance of plants can be directly matched to plant
Accuracy of Training Area Results communities.
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area data did not effectively sample the full range of
spectral variability of this class and only two test plots
were available to test the accuracy of the classification.

From the results of the study to date, it is observed
that the Lest accuracies are obtained from classes that
have the least variation ia their surface covers, are the
most homogeneous in terms of their spectral
appearance at a 5 m x 5 m spatial resolution and are
also ecologically unique. Thus, conifers in plantations
are identified with a relatively high degree of accuracy,
as are some of the wetland classes. Difficulty is
encountered in mixed forest areas for two interrelated
reasons. First, there is a continuous variation in
species composition, stand density and understorey
composition, and in turn these variations cause
differences in the spectral characteristics recorded on
the imagery.

Conclusions

From the results of the study, it is concluded that:
* Classes identified with the highest degree of

accuracy are those where the ecological class contains
a relatively small number of species and where the
class has a distinctive spectral appearance.

o The less spectral variance that there is within a
class, the more accurately will that class be identified.

o Emphasis needs to be placed on developing an
eco-spectral classification, one in which spectral
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2. DATA AND TECHNIQUES

ABSTRACT 2.1. TEST AREA AND AVAILABLE DATA

Thc integration of information collected by The testsite is located South of the Po river, in

different sensors is promising for discrimination Northern Italy. it is mainly a flat agricultural

between vegetation classes. In this study two area showing a typical Italian complex parcel

data sets with very different characteristics are structure: many of the agricultural fields are

digitally merged and a single data set containing less than I ha; the most important crops are
both information types is generated. The two data The radar data used in this experiment are the

sets are airborne SAR and LANDSAT TMA data Terdrdt sdi hseprmn r h
acquired over an LANDego of Ita backscattering coefficients measured during theacurdoe nagricultural region of Italy. inultitemporal airborne AGRISAR186 campaign, by

Both "per pixel" and "per field" classifications temrec aR AR SARX-b ampan, by
are performed; results prvddb ADA Mthe French SAR VARAN-S (X-band, HI-I and VVale, perralones andbytprovided by LANDSAT TM polarization), over an area of 100 Km*2 of the

ire evaluated and compared. testsite, during the crop growing season (Ref.
2). The processed products are I look, 8 bits
amplitude, 2,5 m pixel spacing images. Two
acquisitions are selected for this study: June

. INTRODUCTION 26th, HH polarization and July 17th, VV
polarization. In a previous analysis (Ref. 3)

over the complete data set (four acquisitions
Past and present studies reveal the agricultural with both polarizations), these channels were
classification capabilities of optical sensors, found to give the highest discriminability
yet these are limited by the need to have cloud- between agricultural classes.
free coverage of the area under investigation. A For the optical portion of this study a LANDSAT
way to bypass this limitation is to use radar, Thematic Mapper scene is used, acquired over the
which is weather independent. Recent studies show test site, under cloud-free conditions, on July
the utility of SAR for crop type discrimination. 15th. The spectral bands selected in this
Moreover, due to its sensitivity to th experiteint are fM channel 3 (0.624 - 0.693 urn), 4
dielectric and geometric properties of (0.776 - 0.905 um) and 5 (1.568 - 1.784 um) which
vegetation, radar could improve correct crop are sensitive to vegetation parameters (Ref. 4).
classification rates as compared to those The available data set also includes ground truth
obtained with optical data alone. When dealing data necessary for the identification of the
with SAR, "per field" " classification is to be training fields as well as for assessing the
considered: "per pixel" classification of SAR results: digital maps with fields boundaries and
data shows poor results due to the statistical crop types labels are available for forty square
properties of radar images (large within field areas of .025 Km**2. The sample areas were
variance) (Ref. I). selected by systematic sampling of the site and
In this work, a LANDSAT TM image is used together ground truth collected in closest temporal
with two airborne X-band SAR images to classify a proximity of each airborne flight.
typical Italian agricultural region, where There are no significant changes in the observed
extensive ground truth is availablc. The first agricultural crops between end of June and mid-
step of this work is to digitally merge July. At mid-July sugarbeet and corn are still
information collected by the two sensors having growing while wheat has been harvested but

different characteristics and generate a data set stubble is left drying on the ground; alfalfa has
containing information from both. The second step a short phenological cycle therefore it shows
is to evaluate "per pNxel" and "per field" different growing stages at the same date
classification accuracies obtained with microwave providing high variance responses to microwave
data alone, optical data alone and with the and optical observations.
combination of both.
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2.2. DATA PREPARATION FOR ANALYSIS Substantial improvement in classification

accuracy is expected, in particular for the
The objective of this experiment requires radar, if field averages rather than pixel values
dirferent data processing steps before finl1 are used in the classification. The improvement
analysis is performed. is expected to be smaller for LANDSAT. Since the
As far as SAR images are concerned, an adaptive development of image segmentation techniques is
FIR (Finite Impulse Response) Gaussian filter is not the aim of this study, the ground truth map
applied in order to reduce within field superimposed on the five band image is used
variations and preserve fields boundaries. This instead of the result of a segmentation algorithm
involves degradation of spatial resolution but or an available large scale map to select
"per pixel" classification is expected to give homogeneous fields, a measure of class

better results. Images are also stretched to disriminability, the divergence index is

enhance contrast and make visual interpretation computed with the field mean values. The

easier. cmue ih te fed ma aus h
eanior tdivergence is a measure of how separable two
An important step in combining data from classes are, given their covariance matrices and
different sensors is the geometric registration= mean vectors (Ref. 5). It is is computed for each
of the images. In this experiment the two sets of class pair and for every combination of bands to
data, with the extreme difference in spatial identify the classes with poor separability as

resolutin (2.5m for SAR images, 30m for TM), are well as the channels useful for discriminating

formatted to the same pixel size, that is 7.5 m. between them. A classification procedure is also
SAR images are subsampled while the LANDSAT TM carried out cver the same set of fields mean

scene, previously registered to a topographic values: for every channel combination, a
map, is digitally expanded by a factoi of four discriminant function is developed for the data
by nearest neighbour resampling. It is not worth set using the generalised squared distance (Ref.
while expanding more: many fields of small size 6) and the pooled covariance matrix, the
do not appear on the TM scene. The pixel classification criterion is applied to the data
duplication produces a blocky image; nevertheless and the confusion matrices generated and compared
this method is chosen because it does not alter using the K coefficient (Ref. 7). The estimate of
the radiometric content of the original data. this coefficient and its varian.e are used to
Once the images are of the same pixel size, evaluate and compare (within a given confidence
ground control points are selected and SAR images interval) the classification results. Since in
are registered to the TM data. Nevertheless some this experiment the same data are used for
geometric errors still remain and affect the "per training and testing, the results can not be
pixel" classification accuracy as evaluated in considered as an absolute accuracy index but as a

tnis experiment and described in the following measure of relative variations.

paragraph.
The differen! information are then digitally Figure I: The mosaic data set
merged by "band replacement": a five band image a: SAR July 17th, VV polarization
is created with TM band 3 , 4 and 5 and the two
radar acquisitions. To reduce the computing time
and the amount of data to be manipulated, the
sample areaa are extracted from the entire test
area and a mosaic image created (28 sample areas
or 67*67 pixels are recognized, the other ones
lying on image borders). The digitized ground
truth maps of the samples areas are combined as
a further band of the mosaic image (see Figure
I).

b: Digitised ground truth map

2.3. DATA ANALYSIS TECHNIQUES ~

Both supervised and unsupervised "per pixel" A
classification are applied to the mosaic data set Old ili
and the performance assessed. Several
combinations of SAR and TM classification outputs

usually evaluated with testing points or areas.

In this experiment, correct classification rates I Ie
are computed on a "correct classified" image
obtained as time togicai mand" betwen ihe output

of the classification algorithm and the ground
-uth map.
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3. RESULTS AND DISCUSSION is also confirmed by the K coefficient estimates.
KHAT coefficient and confidence interval are3.1. "PER PIXEL" CLASSIFICATION presented in Figure 2. The highest value of KHAT
is given by LANDSAT TM band 5 and SAR June 26th,

Training data statistics are extracted for 31 HH polarization for the two channel case. It a
fields: 7 fields of :orn, 9 of sugarbeet, 5 of 0.05 confidence interval is assumed, the results
alfalfa and 10 of wheat. Then, the maximum of TM5+SI are significantly higher than those of
likelihood classifier is run over a total of TM4+TM3 and TM5+TM3. When three channels are
97559 pixels. The correct classification rate considered, multisensor sets have to be
obtained with SAR multitemporal data set alone is preferred; in particular TM4+TM5+SI shows the
poor (54.37%). The classified map shows high best KHAT value, although the difference from the
confusion in particular between pixels of alfalfa others is not significant.
and corn, while better results are obtained for
sugarbeet and wheat.
The addition of optical information improves 4. CONCLUSIONS
correct classification rate, as expected.
However, classification techniques applied to the The major conclusions of this study are the
five band image are always affected by the large following. No significant improvcment in
witlii: field variancc or SAR diata a ni produce classif;,itioi accuracy is obtained by adding
comparable accuracies. optical information to X-SAR data if the
Different combinations of classification outpu's classification is performed "per pixel". On a
of SAR and LANDSAT are tested separately: the field basis, the results reveal that the two
best classification map is obtained when SAR is sensors are complementary and that both
used to classify sugarbeet and LANDSAT used for information have to be combined to discriminate
the other crops. The resulting correct between particular classes. No more than two
classification rate is 67.67% which is however channels (one from SAR and the other from
comparable to the use of TM alone. Thematic Mapper) are needed to achieve acceptable

classification accuracy. The results obtained in
this study are related to cover types, geographic

3.2. 'PER FIELD" CLASSIFICATION location and time period specified.

Fields averages are extracted for 161 fields: 24
fields of corn, 39 fields of sugarbeet, 58 fields AKNOWLEDGEMENT
of wheat and 40 fields of alfalfa. Boundaries
recognition is done by means of the digitised This work has been supported by the Italian Space
ground truth map. Agency in the framework of the Remote Sensing
The results of the divergence computation for Pilot Project.
each class pair are listed in Table I. Class
divergence is ranked as a function of the number
of channels used. The channel set with the class separability a a function o the numberot select.d channels.highest separability index is selected for each crops: b-ugarbeat, c-corn, awaltati , v-wheat
class pair. sands: SI-SAR June 26th/ffK, S2-SAR July Ith/VV
The critical class pair for SAR is wheat-alfalfa: Tfl3-M band 3,TH4-'TK band 4, TX5-W1T band 5
even with multi-date SAR channels, the divergence
index is very low (4.97). Optical data increase clasa N. iax.Oiv A oiv selected
the separability between these two classes: pair ch channels
stubble fields and vegetated areas appear very c/b 27.03 - T4different on a LANDSAT image. The divergence 2 37.16 37.47 '14,S2

3 4528 8.12 TM4,SlS2index becomes 47.67 when only one TM band is used 4 49.57 0.09 T4h5,Sl,a
(TM band 5). 5 5s.92 o.2 3,TK4,TH5, st,s2(TMbad 5. /W 1 44.38 - MOptical data show poor capability in c/v 2 8 23.85 2744,5discriminating alfalfa from corn and from a 9.55 37.10 TH4,TM5,S2
sugarbeet. SAR is revealed being useful for the 4 101.73 8.74 TX4,TH5,S,s25 108.3 .45 TK3,TH4,TX5,$l,S2
separability of such classes: an improvement of c/a 18.55 6 TSa
93.33% of the divergence index between alfalfa 2 16.53 93.33 TN5,S1

3 20.92 26.55 '1545,Sa2and corn is obtained when SAR June 26th data are 4 24.4 16.63 T54,TH5,s,s2
5 25.30 3.68 T3,2T4,T45,S1,S2added to TM band 5. For the class pair alfalfa/ b/v 1 108.21 - '53sugarbeet, the use of SAR image June 26th 2 193.99 79.27 TX5,s2
3 255.15 31.52 T544,2545,S.improves the divergence index from 1.54, obtained 4 287 0 12.71 TH4,T5,S1,sa

with TM band 3 or 9.27 obtained with TM band 4, 5 318.93 10.89 TH3,254,Ti4s,e1S2
to 23.80. The results obtained with radar data b/a 1 23.80 - 1
alone are still higher (42.41) than the results 2 42.41 78.19 51,$S2
obtained with TM even when two optical channels 4 86.47 36.64 254,Tf5,M,s25 92.47 6.93 'lt3,4,TMS1,S2iare used (the maximum value is 18.39 with TM4 and v/a 1 47.67 - THS, '
TMS). 2 68.31 43.29 'T3,25U4

i I 10i22 7.19 '5TK45,T5.T3,S2divergence (see ADiv% in Table ) are generally 4 107.80 5.381143,"4,TH,S1 s 2
observed whith two multi-sensor channels. This
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Figure 2: Estimated K coefficient as a function
or channel conlbinations

0 '

U

IIchnnel 2 chaoi~gs 3 chanl*s 4 h~rts .

Channels: T144-1, TM5-2. TM3-3, 32-4, S1-5
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ABSTRACT was in response to LMS collaboration in several
agriculturally-based remote sensing studies, and

The paper outlines som collaborative remote the perceived need to carry out research into
sensing studies undertaken by the CSIRO Division statistical problems arising from this
of Mathematics and Statistics. The studies have collaboration.
been concerned with the mapping of pixels Into
various land cover classes, in both agricultural The general objectives of the Remote Sensing
and rangeland settings. The problems of Project have been to assess, develop and
assigning pixels to one or other of a nuwber of implement methods for the analysis of remotely
reference classes, such as crop, pasture and bush sensed data and to collaborate in research
in agricultural areas, and/or determining the projects with other CSIRO Divisions and
proportions of cover types within a pixel, such appropriate Goverment and industry groups.
as bare soil and shrub in rangelands, are common
to most of the projects. The collaborative studies have generally been

concerned with the mapping of pixels Into various
The agricultural studies have focussed on mapping land cover classes, in both agricultural and
the areas som to crop and pasture; delineating rangeland settings. Assigning pixels to one or
areas affected by primary and secondary salinity; other of a number of reference classes, such as
identifying vegetation classes within nature crop, pasture and bush in agricultural problems,
reserves; and detecting areas of crop affected by and/or determining the proportions of cover types
waterlogging. within a pixel, such as bare soil and shrub in

rangeland problems, are common to most studies.

The statistical and collaborative projects
carried out by the group have resulted in the The major agricultural studies have focussed on
development of a simple-to-use image processing mapping the areas sown to crop and pasture,
system based on the Commodore Amiga; the package delineating areas affected by primary and
is now available comnercially. secondary salinity, Identifying vegetation

classes within nature reserves, and more
Keywords: cover class mapping; canonical varlate recently, detecting areas of crop affected by
analysis; classification. waterlogging. The various studies are

interrelated; distinguishing areas sown to crop
BACKGROUND from those in pasture i necessary before the

effect of waterlogging can be evaluated.
In 1984, the CSIRO Division of Mathematics and
Statistics (DMS) established a rosearch project
on the Analysis of Remotely Sensed Data. This
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CROP TING Farm plans giving details of areas sown to crop
and pasture in 1981 were obtained for twenty-four

In 1981, EMS undertook a collaborative project test farms in the Corrigin district. Some farm

with Cooperative Bulk Handling (CBH), the local plans were extremely comprehensive, giving

grain handling authority, to evaluate the role of details of variety of crop or pasture, date of

Landsat multispectral scanner (MSS) data in crop sowing and soil type, while others sinply

forecasting in the wheatbelt of Western Australia indicated whether a paddock was in crop or

(W). Interest was to be focussed on the pasture. To enable the data from the overpasses

evaluation of areas sown to crop and on to be analyzed together, the satellite data were

discrimination between crops. registered to the overpass on August 30, using a

quadratic polynomial and nearest-neighbour

The results discussed here are based on analyses resampling.

of multi-temporal Iandsat MSS data for the

Corrigin district for the 1981 growing season Training areas consisting of between twenty and

(path 119; row 82). Seven cloud-free images were one-hundred or so pixels which were

available for this scene between June and early representative of a single cover type (e.g.

November. spray-seeded wheat, conventionally-seeded wheat,
ungrazed pasture, heavily-gxazed pasture) were

Initial analyses of data from several farms selected.

showed good spectral separation between crop and
pasture. For exarrple, analyses of data from Canonical varlate analyses of the spectral

selected yaddocks from one property showed better signatures for the Landsat MSS data for the

than 95% accuracy of identification of wheat and various farms showed a broadly similar pattern -

pasture pixels using three overpasses in July and training areas representing bush showed a

August. However, three-colour displays of distinct signature, as did training areas

selected combinations of bands (e.g. of band 7 - selected from bare/saline areas. Since the dark

band 5) for these overpasses, and related bush areas and the bright bare-to-saline areas

statistical analyses, indicated that the criteria were readily distinguishable beth visually and

established on one farm could not be used with statistically, the analyses concentrated

any degree of confidence to identify pixels as primarily on the remaining areas of the farm.

crop or pasture on other farms.
Canonical variate analysis makes no assumptions

The traditional approach, in Australia and as to whether a training area within a paddock

elsewhere, has been to use selected paddocks represents crop or pasture; the analysis sliply

within regions of the order of 5-10 km square to treats each training area as a distinct group and

establish suitable statistical criteria for crop seeks to establish the degree of spectral

identification and then carry out a similarity or difference between the groups. The

classification for the region. Given the paddock labels provided by the farmer are added

difficulty of extrapolating results from farm to to the resulting plots, to see if the groupings

farm, such an approach would not be successful in established by the statistical analysis

the WA wheatbelt. correspond to cover classes representing crop and
pasture.

How, then, could Iandsat data be used for crop

forecasting? In view of the promising separation In general there was consistent separation

between croD and pasture for thA InlI1 -- l fx. - ^--. t. c -.--,. . .-.-

and the ready identification of individual farms representing pasture within a farm. The results

on landsat MSS imagery, it was decided to see if from this more detailed evaluation confirmed the

the farm itself could provide the basic sampling observation that the results from one farm could

unit. not necessarily be used to label Dixels on other
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farms. For approximately half the study farms, The classification performance was then examined

the overall spectral separation between crop in the context of regional mapping. Four test

sites and pasture sites could be sumarized by a sites were selected, each one consisting of

simple spectral index, while for the remaining regions of bush, crop and/or pasture, and saline

farms the nature of the spectral separation areas. Corresponding ground information was

changed from date to date. obtained from photo-interpretation of enlarged
1:50000 aerial photographs. The resulting

In conclusion, while good spectral separation boundaries were captured using the Intergraph

could be established between crop sites and Interactive Graphics and Digitising System.

pasture sites within nearly all of the farms in Polygons were fozrmed using the captured

the study, the variation in the nature of the boundaries, each polygon having a linkage to a

separation from farm to farm makes it necessary database containiag attributes for the

to extract training sites and carry out the photo-interpretation classification code, area

analyses separately for each farm. and perimeter. A grid with a cell size of 59 m x

79 m and an origin corresponding to the resnpled

MAPING DR M SAII Landsat MSS images was generated for each of the
four test sites. The class code for the

The VA Department of Agriculture and CSIRO have predominant class was then assigned to each

been collaborating on a project to examine the cell. The coiputer classification was then

feasibility of using Landsat MSS data to identify copared with these ground maps.

and map saline areas in the wheatbelt of Western

Australia. Overall, the four test sites contained 2416

pixels mapped as salt from the

The analyses reported here are based on three photo-interpretation. Of these, 1956 pixels

satellite overpasses for the Moora region (8 (80%) were allocated as salt, while 460 pixels

July, 31 August and 23 September, 1981) (path (19%) were not. A further 224 pixels (equal to

120; row 81). The data were rectified to AM 10% of those mapped) were classified as salt but

coordinates using a quadratic polynomial were not labelled as salt.

relationship and nearest-neighbotr resampling to

a pixel size of 56 m x 79 m. The spectral allocation of boundary pixels

containing a mixture of classes created some

Initially, one hundred training sites covering confusion. The production of the ground maps

the range of spectral variation evident in also suffered from the same difficulty, since the

three-colour displays were extracted. A plot of boundary position is critical in relation to the

the site means for the first few canonical pixel grid. However, disagreements of this kind

variates was then used to define segments showed up as single pixels along boundaries, and

containing sites with similar spectral so could be accomnodated in any sumary.

variation. One or two sites within each segment

were selected as reference classes in a The major concern was with blocks of pixels which

classification procedure, and the remaining sites were wrongly allocated. Usually, such pixels

were allocated to one or another of these were also atypical (relative to the current

reference classes. Those training sites for reference classes), indicating the need for

which most of the pixels were atypical were additional reference classes. Inconsistencies

studied more closely on aerial photographs, between the labelling of the ground maps for the

three-colour d1snlyq and the ranonlr,) varlate test sites and the labelling of the original

plots and further reference classes were training sites also caused sone difficulties

identified. Several iterations of this approach since the selection and tentative labelling of

resulted in twenty-three reference classes being the training sites, and the photo-interpretation

defined, of the test sites, were carried out by different
people.
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It is iportant to note that these results were As a result of this initial investigation, a more

obtained from a first iteration of the detailed study was undertaken in 1987. This

classification procedure for the test sites. latter study focussed on the Upper Great Southern

Examination of the classification maps has Region of WA. The test sites were flown on July

indicated the need for further definition and 25, while colour aerial photographs were obtained

refinement of the reference classes before a in early May and in mid-September.

large-scale regional mapping is undertaken.
The findings from the 1987 study were similar to

ICEIF CATICH OF AREAS OF WATERLOGGING those for the 1986 evaluation, namely that

airborne scanner data could be used to mp

The Remte S, asing Project (in collaboration with waterlogged crops, and that the spectral

the WA Department of Agriculture) has been separation was effected by the same

investigating the degree to which areas of near-infrared, mid-infrared and thermal bands.

waterlogging can be identified from multispectral

airborne scanner data. VETATION CASIFICATIC IN NATIUE RESMVES

An initial evaluation was carried out using data Landsat MSS data have been used to provide
obtained from a flight of the GMSCAN scanner on information on broad vegetation classes within

6 September 1986, the flight path being chosen to nature reserves in the wheatbelt of Western
include several test farms from the CSMPDCBH Australia.

Crop Forecasting Project. (The scanner has

three spectral bands in the visible region, two The analysis was carried out usir.. a summer
in the near-infrared, four in the mid-infrared, (December 1980) and winter (August 1981) Landsat
and three thermal bands.) One of the farms was MSS overpass, the December pass being registered
visited subsequently by a field officer from the to the August pass using a third-degree
Department of Agriculture and areas of polynomial with 20 ground control points. A
waterlogging were recorded. number of training sites (-43) were then

selected, each one chosen to lie wholly within

Analyses of training sites from var..ous parts of mapped vegetation units.

the farm showed clear separation between sites

extracted from the main waterlogged -Area and An overall brightness index separated the lighter

those representing healthy crop and pasture. An vegetation from the heath and shrubland and
evaluation of the contribution of the various woodland and allee sites, while a vegetation

spectral bands showed that a near-infrared band index contrasting the visible and infra-red bands
(830-870 nm), two mid-infrared bands separated the woodland and allee sites from
(1980-2080 rm, and 2300-2400 um), and two thermal heath and shrubland. Examination of the

bands (8.50-9.00 pm, and 9.70-10.20 pm) effected important subsets of bands showed that an
the separation. Waterlogged sites showed higher analysis based on a single date gave
responses in the 2350 nm band relative to the substantially poorer separation than a two-date
850 nm and 2030 nm bands, and in the 9.95 pm band analysis, and that discrmination based on
relative to the 8.75 pm band. Landsat bands 4,5 and 7 weighted for each

overpass was adequate.
A classification based on these five spectral

bands identified a region of waterlogging Allocation of pixels into classes representing

consistent with that recorded on the ground sparse and open heath, Casuarina heath and
maps. The classification procedure was also shrubland, and allee and woodland, compared well
applied to three smaller areas visited by the with the results from ground and photographic
field officer, and again indicated waterlogging surveys.

in regions identified on the ground.
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THE USE OF MULTIDATE LANDSAT THEMATIC MAPPER IMAGERY
FOR AGRICULTURAL LAND USE MAPPING

APPLIED TO ELECTRIC POWER TRANSMISSION ROUTE SELECTION STUDIES

R.N. Pierce and C.L. Wagner

Land Use and Environmental Planning Department
Ontario Hydro

Toronto, Ontario

ABSTRACT METHOD

Agricultural landcover data was derived from Landsat The approach taken for this project was based on
TM imagery using computer assisted image analysis preliminary work carried out using established
techniques. This data contributed to an computer assisted image analysis procedures.
environmental assessment for establishing route Discussion with staff involved in the route
locations for high voltage transmission facilities selection project determined the set of landcover
in southern Ontario. Using images from two stages types required. Images were acquired, processed and
of the growing season it was possible to reliably the results were checked with the ground truth
interpret the individual cover types required to data. The final product was then transferred to an
compile a digital agricultural land use systems in-house Geographic Information System (GIS) and
map. This method provided an efficient and cost incorporated in the planning process.
effective alternative to manual interpretation
methods and extensive field work. These results Study Area
have established the use of this technology for
future route and site selection projects. The area under study extends from London in the

northeast to a western boundary formed by Sarnia,
Key Words: Agriculture, Landcover, Landsat TM, the St. Clair river, Lake St. Clair, and Windsor.
Multidate, Ontario Hydro The southern boundary runs from the Detroit River

along the shore of Lake Erie encompassing a total
area of approximately 11,000 sq. kilometres. The

INTRODUCTION physiography of the area is varied with major units
of clay plains, sand plains and till plains. Land
use is dominated by agriculture with a full range of

The mapping of agricultural crop cover data is an intensities, field patterns and crops. Forest
integral part of the environmental impact assessment vegetation is primarily deciduous, located in small
process for locating electric power transmission scattered woodlots and river valleys.
facilities at Ontario Hydro. Historically, this
information has been gathered using conventional Data Sources
aerial photography, Ministry of Agriculture
inventories and field observations. Recently, Landsat 5 Thematic Mapper (TM) data was the best
computer assisted analysis of satellite imagery has available source of digital imagery. The
been able to provide some of this data. characteristics of TM data provide sufficient
Agricultural cover types mapped in digital form can resolution to separate Lidividual fields which can
be used directly by planners involved in preparing be identified on the ground control sources.
impact assessment models. Temporal resolution was a factor in the selection of

appropriate imagery. It was necessary to identify
The focus of this project was to interpret crop the period in the growing season that would best
types and other vegetative cover for a study area represent the reflectance values for the crops of
defined by a proposed bulk power transmission route interest. It was determined that a late August date
location west from London Ontario. The data derived would provide the best coverage of corn and soybean
from the image analysis would be integrdted with crops. Specialty crops such as tomatoes and other
other land use information to identify agricultural canning crops would require a midsummer date and
land use systems for an environmental impact winter wheat and hay/pasture would require an early
conitrain nwp. Tha wnrk wan rarripd out in the season (spring) image.
spring of 1988 for use in identifying alternative
route locations scheduled for the summer of 1988. Based on an image search with the criteria of
From previous studies (Pierce, 1987) and the minimal cloud cover and the need for up-to-date
literature (Hixson et al, 1978; Jackson, 1986) it information, it was possible to locate spring and
was expected that the method proposed would De late summer images. Unfortunately, a suitable
suitable and cost effective. midsummer scene could not be obtained and the

auility to identify specialty crops was therefore
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limited. Seven band, bulk, full scenes were The results from the above modifications showed
acquired for track 19, frame 30+10, for April 23, improvement in the representation of the cover
1986 and August 29, 1986. types. However, due to the high standard deviation

values for the urban development category, this
Detailed ground truth was required for the image class overlapped with a number of the other cover
analysis procedure. Individual field crop audit types. Consequently, an attempt was made to extract
information for 1986 was provided by the Ontario this information from only one spectral band. Band
Ministry of Agriculture and Food (OMAF). This 3 of the summer scene provided the best spectral
information was contained in random blocks separability and was therefore used in a
approximately 2000 ha in size for all five counties parallelpiped procedure to produce the urban
located within the study area. Aerial photography, development theme.
aerial video surveys and Agricultural Land Use
System maps (OMAF) were also used for ground truth. Training sets for hay, pasture and winter grains

were developed from the spring image. These were
Image Processing and Classification easily identified due to the lack of any other green

vegetation growing at this time of year.
All image processing was carried out using a Dipix Autocorrelation of the three signatures derived from
ARIES III image analysis system. Raw image data was the spring image showed that hay, pasture and winter
resampled to conform with a standard UTM geographic wheat were spectrally separable using this date of
base. The spring image was registered to the summer imagery. A maximum likelihood classification (also
image in order to merge the results of the analysis based on bands 1 to 5) was performed on the image.
from both dates. The resampled image was
approximately 3200 lines by 5200 pixels, requiring Final versions of the classifications of both the
18 megabytes of disk space per file. spring and summer images were selected. The two

regions of the summer image were merged and the
Based on preliminary examination and a trial spring and summer themes were combined using a
classification, the summer image appeared to have "logical operations' task. At this time as well, a
the most potential for identifying the majority of theme for water, and the urban development cover
the land cover types. However, there appeared to be type were included to complete the landcover map.
regional variations in crop type and pattern. These Some minor classification errors were interactively
tended to correspond with natural and physiographic modified using a manual theme generation function.
patterns within the study area. In order to In addition, a post classification filter of 10
minimize misclassification of crops within these pixels was used to eliminate individual and small
variations, the summer image was divided into two clusters of extraneous themes and unclassified
regions based on observed changes and known pixels.
physiographic features (Chapman and Putnam, 1966).
Thus, two sets of analyses for the summer image were
performed and the results from the two regions were RESULTS
combined in the final map.

The product of this process included two theme files
Standard supervised classification procedures were with a total of nine themes: corn, soybean, grain,
carried out using the ARIES image analysis grasses (hay and pasture), tobacco, deciduous
software. TM bands 4,3 and 2 were displayed (RGB) forest, coniferous forest, urban development, and
to perform the interpretation on both the spring and water. Maps were output to a colour plotter for
summer images. Training areas were created from the selected areas and the cover types were checked for
summer image, using the OMAF crop audit data, for accuracy of classification us.ng the original
corn, soybean, grains, tobacco, fallow fields and agricultural audit data as well a: a second set that
bare soil, and deciduous and coniferous forest. was not used to develop trainini areas. It was
Signatures were generated from bands 1,2,3,4,5 of observed that the results of the classification
the TM data. A maximum likelihood classification corresponded well with the agricultural audit data.
was performed and the results were compared with the
OMAF information. Forest cover was compared with Field investigation conducted in early April 1988,
Ministry of Natural Resources Forest Resource confirmed classification results for areas of
Inventory maps and aerial photos. permanent pasture, grasses and idle land; crops that

are not on a rotati.nul cycle; and physical features
Initial observations indicated that the first such as drainage and topography that affected the
classification produced a reasonable representation signatures. It was also possible to observe the
of the required cover types. Problems encountered stage of growth of the winter grains and grasses
in the summer scene included unclassified areas, relative to the reflectance characteristics observed
crop inclusions and some misclassification. The on the April image.
training areas were refined so that more
representative values would be included in the Unbiased ground control information (audit data not
signatures. Several signatures were created for used for training areas) was used to prepare a
grain due to the large variation in the appearance simple statistical assessment of the classification
of the fields. Each signature or combination of accuracy (see Table 1). The results indicate that
signatures was tested for the amount of grain field most of th3 individual classes have an accuracy
included in the classification. It was found that greater than 90%. The overall performaance of the
two signatures for this cover type would be classification is 95.5%. Anomolies in the
adequate. A signature was also added for areas of classification relate to confusion or
urban development. Subsequent iterations of the misclassification with grains, grasses and urban
classification were performed varying the development. This was attributed to similarities in
statistical rejection level for several of the the spectral characteristics of the features used to
classes. define the signatures. That is, in almost all areas

of confusion, 'dry* grass type characteristics were
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present, either in the form of recently cut hay and CONCLUSION
grain and fallow fields, or in open fields and grass
areas adjacent to urban areas, idle land, road The method as described proved to be a suitable
rights-of-way. It may have been possible to means for deriving agricultural landcover data. The
compensate by increasing the range of grass cover use of multidate imagery demonstrated significant
types in the spring image. However, it is expected value for specific cover type separation. As well,
that the date of the spring image may have been too the availability of historical ground cover data was
early in the growing season to record the optimum a key to the success of the analysis. Based on the
infrared reflectance of the pasture lands, application of the results of this project it is

concluded that considerable time and cost has been
Anomolies identified in some of the other cover saved over the use of conventional methods. The
types can be attributed to the growth of volunteer integration of digital satellite derived data with
crops in rotational fields, and local variations in other digital data in a GIS therefore has been
topography resulting in bare patches of soil due to established as a viable and cost effective method
erosion or poor drainage. These situations were for aspects of high voltage electrical transmission
considered to be minor in light of the overall route and site selection.
accuracy and the final application of the data.
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The forest cover data was used to update and verify
other forest resources data that was applied to
wildlife habitat impact prediction.

TABLE 1

Confusion Matrix for Classification Accuracy

Known No. of Percent Number of Pixels Classified into Category

Category Pixels Correct 1 2 3 4 5 6 7 8 9 Uncl.

1 Corn 18598 94.6 17592 386 331 121 0 1 166 0 0 1

2 Soybean 30672 95.1 1178 29159 7 319 0 0 6 0 0 3

3 Grain 8952 93.5 151 224 8372 151 0 0 2 0 0 52

4 Grass 3728 70.9 80 280 665 2643 0 0 0 0 0 60

5 Tobacco 1159 90.3 5 2 31 0 1047 0 3 46 0 25

6 Coniferous 417 98.8 0 0 2 0 0 412 3 0 0 0

7 Deciduous 4856 96.0 30 104 5 3 0 15 4663 0 0 36

8 Developed 13049 72.2 25 0 2089 17 0 0 0 9424 25 1469

9 Water 97533 99.9 1 0 4 0 0 0 0 0 97518 10
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Abstract

JUC Ispra is conducting a land use inventory ad mapping experiment In a first experiment, only one TM data acquisition from 5 July 1984
over the Departement Ardeche (France), which is considered had been used to classify and map the ground cover clames of interest.
representative for the so-called "Less-Favored Area" within the An acceptable accuracy wu found for the global inventory, but there
European Communities. were indications of bad precision in local cover mapping (Hill & Megier,
The results of a uni-temporal classification of Laudsat-5 TM data have 1988). Multi-temporal approaches were expected to provide better
confirmed that the spectral information from single-date imagery accuracy in both statistical inventory and thematic mapping, but they
contains a high level of spectral confusion between cover types. It was require reliable geometric nd radiometric corrections of the satellite
expected that better mapping accuracy can be achieved with data.
multi-temporal approaches.
Our multi-temporal data set includes four TM scenes from the year
1984, all of which have been corrected for atmospheric absorption, 2. Data sets and study region
scattering and pixel adjacency effects. Geometric registration was
completed with sub-pixel accuracy. Time series of NDVI and Tasseled The inventory experiment for the year 1984 use four Landsat-
Cap features for important cover types were analyzed and it was found TM scenes, which were acquired at 24 April (P196 R29), 5 July (P197
that the multi-temporal vegetation index alone does not provide R29), 30 July (P196 R29) and 31 August (P196 R29). Digital elevtioa
sufficient information for the classification in complex landscape units as data are available which cover the whole administrative region with a
the Ardeche. Tasseled Cap features, however, are considered a more ground resolution of 250 x 250 m.
efficient compromise between data reduction ad the preservation of For this cue study, a test area hu been selected for which an almost
relevant image information. They are especially suited for unsupervised complete coverage with aerial photographs is available. It includes a
approaches since the principle of this transformation is related to complex mixture of natural vegetation ad agricultural cover types.
physical concepts of optical remote sensing. Decidaous and coniferous forests extend over varying morphological
Classification was performed by using simple parametric techniques such units; low wood- and shrub lnds are mainly found within the
a minimum eucliden distance mapping. It is demonstrated that the sub-mediterranen "Grrigue" and abandoned areas of agricultural
multi-temporal approach leads to distinctly improved results ad allows terrace cultivations. The agricultural land includes cereals (mainly winter
detailed ground cover mapping even in structurally complex landscapes. wheat), rape seed, maize and sorghum, sunflowers, alfalfa and, mainly

withlu the Rhone valley, various orchard cultivations.
Key Words: Multi-temporal TM data, atmospheric corrections,
geometric registration, NDVI, Tasseled Cap features, eucliden minimum
distance, land cover mapping. 3. Geometric registration

It is evident that highly precise geometric pre-processing is
1. Introduction required in order to fully exploit the spatial detail of multi-temporal

satellite imagery. Ladsat TM dats are of exceptionally good geometric
In 1984, a collaborative project between JRC and the statisticel quality which, in level terrain, allows geodetic rectifications to sub-pixel

service of the French Ministry of Agriculture (SCEES) was initiated in accuracies by using only affine transformations.
order to evaluate the suitability of TM and SPOT data for agricultural The local geometry of TM scenes, however, can be onsiderably

6 nmi!a- -mrgtdf# Ih

Areas" of the European Communities. The study region is the due to terrain elevation. The effect is not negligible since terrain features
Departement Ardeche in the south of France. It is a mountainous area in an altitude of 2,000 m above the reference ellipsoid will be displaced
with a large variety of natural vegetation types. The agricultural land is by about 9 pixels at each end of a TM scu. Hence it will cause
mainly characterized by its strong fragmentation and small parcel misregistration of multi-temporal overlays, especially when data from
dimensions (0.5 - 2 ha). different TM orbits art used as in our case.

Therefore a relief correction module was integrated into the geometric
correction scheme which combines polynomial transformation nd the



799

FIgure 1 TM Ardoche 1984 Figure 2: TM Ardeche 1984
River Bank (Rhone): DN River Bank (Rhone): Target Reflectance
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altitude information u made available from digital elevation data. The 5. Multi-temporal spectral features
method guarantees sub-pixel accuracy and provides map compatible
geo-cDding of TM data without local distortions (Kohl & Hill, 1988). The classification of multi-temporal data k-os invo'.ves
Since sufficient accuracy can be achieved by the use of commercially techniques for spectral feature extraction and data reductio.a. ,,reenuess
available elevation data of low spatial resolution (250x250 m grid) the and brightness features (vegetation indices, Tasseled Cap features) have
correction method is considered operational. proven their suitability to emphuize important object characteristic for

crop and vegetation monitoring, and they do provide a valuable
reduction of data dimensionality.

4. Atmospheric corrections A green leafs chlorophyll pigment strongly absorbs sun radiation at
wavelength between 0.5 and 0.70 Pm (viuible red) and the reflectanceIdeally, a comparison of several scenes would only show changes in the factor is normally below 0.1. In the near-infrared region (0.75 - 1.35

intrinsic properties of targets and be invariant to other effects. Since the pm), multiple scattering ocuus due to the leafs internal mesophyll
sensor measurement results from the interaction of several factors, the structure and the reflectance tends to be in the range of 0.4 to 0.6. This
effects of surface material (reflectance factors) must be separated from physiological relationship has been used to estimate the greenness of
the effects of topography, illumination, shadows, viewing directions and plant canopies through the use of various ratiot (i.e. simple ratio NIR/R,
atmospheric path phenomena. normalized difference (NIR-P)/(NIR+R)). The normalized difference
With respect to the low resolution of the elevation data (250 x 250 m), vegetation index
no correction of topographic effects was considered, but the four
Thematic Mapper scenes used throughout the experiment have beer, NDVI (Ptu4-Ptm3)/(Pt,4+Ptm3) (5.1)
corrected for atmospheric absorption, scattering and pixel adjacency
effects in order to retrieve the target reflectance factors. The atm'spheric is a bounded ratio between -1.0 and +1.0. Field observations indicate
correction model is based on the formulation of radiative transfer u values between 0.1 and 0.8, which is confirmed by the analysis of
developed from Tanre et al. (1979, 1987): atmospherically corrected TM data.

T(po) [td(p) Pt + ts(p) <p>] The Tasseled Cap transformation of Landsat TM data is a linear
P* = to3{Pat + } (4.1) transformation of the form

1 - <p> s
C11 TC12... TO1  DNI F1  (5.2)

where p* is the apparent at-satellite reflectance, pt the target TC21 TC22 ... TO26  DN2  F2
reflectance factor, <p> the background contribution to the apparent . . .
reflectance and s is the spherical albedo. pat denotes the intrinsic x :
signal component, T(R0) the total downward, td(p) the diffuse and t6(p)
the scattered upward transmittuce; to3 gives the ozone transmittance. TC61 TC62 ... TC66J LDNJ F6
The aerosol optical thickness ra, which is considered the key parameter
for the calculation of the atmospheric transmission coefficients, is with the coefficient matrix TC , the image signature vector DN and
strongly varying in space and time. Over terrestrial surfaces, t must the vector F with the resulting features, the first three of which are
therefore be measured or directly inferred from suitable scene data. h known as brightness, greenness and wetness. Tasseled Cap transforms
the operational approach presented here, ra is estimated by using clear preserve euclidean relationships in the data space but capture typically
lakes as reference target as proposed by Royer et al. (1988). 95 % or more of the total variability in its three features (Orist & Cicone
The acxuracy oi the method .as been eauawd bi-
contemporary radiometric ground measurements and atmospherically scene characteristics and is invariant to the spatial structure of
corrected TM data from the years 1984, 1986 and 1988 (Hill & Sturm, individual scenes. It is therefore possible to compare quantitatively the
1989). A comparison of pseudo-invariant targets indicates al in this derived features from different scenes, once the data have been
cue, that the method provides an adequate solution for operational, i e. normalized for external effects such as haze level, viewing and
sceae-bued, atmospheric corrections (figure 1-2). illumination geometry.

The conversion of the atmospherically corrected TM data into
brightness, greenness and wetness was performed by using a coefficient
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matrix which has been developed for reflectance factor data (Crist, crops). Multi-temporal spectral signatures were extracted according to
1985). these stratification masks, where the sampling density could be adapted

to the spatial extension and complexity of each stratum. Then euclidean
In agricultural zones with a limited variety of crop types, good distance-based disjoint duster analysis of the spectral signature samples
classification results have been achieved by using only the was employed to find local density maxima of the spectral groupings.
multi-temporal greenness index (Lo et al., 1986). There is, however, a
distinctly different amount of original information retained in the NDVI It is difficult to apply this technique in single-date image analysis. In
and Tasseled Cap features. Greenness profiles as obtained from the the multi-temporal case, however, the thematic identification of dusters
NDVI, for example, indicate an almost identical development of three is greatly facilitated by the construction of temporal greenness profiles
maize fields which belong to different ground observation segments (figure 4). The examination of these profiles can be based on the
(figure 3), The same time series of Tasseled Cap greenness reveals knowledge about the local crop calendar and general characteristics of
already a pronounced difference between the crops from segment 73 and spectral responses (Lo et al. 1986). It is evident that reliable atmospheric
109, which apparently is related to the observed brightness level corrections of the multi-temporal data have a great importance for this
(figure 4). A check of the soil map showed that both ground observation identification process.
segments are localized or: different soil types. It is seen, that this Due to the complexity of the study region a high number of spectral
brightness difference decreases with the progressing canopy closure of the dasses is required to achieve optimal classifications. In the case study
maize crops (figure 5). presented here, totally 54 sub-clasm were mapped to the image

domain, which were finally condensed to the 12 thematic classes of
This gives an indication that the amount of information being preserved interest.
in the greenness feature alone, is not adequate for the multi-temporal
anal- 'is of more complex spatial entities with a large variety of natural 6.2 Spectral class mapping
vegetation types and agricultural crops. We use consequently all three
Tasseled Cap features (brightness, greenness and wetness) for the It was on the basis of the minimum euclidean distance that all
multi-temporal classification, which still gives a data reduction of 50 %. pixels of the multi-temporal data set were assigned to the and cover

categories of importance. In this case, the distance d between a class
center ci and a pixel p is given by

6 Multi-temporal classification

With respect to the relative small sampling fraction and some d -Pl) 2 2 2
additional problems being related to the av&iable ground observations (C.,p) I (c III 4(927p2) +...+(c. -P,) (6.)

(Hill & Megier, 1988), it was decided to pursue an unsupervised
classification approach. and p will be assigned to the class cj if dj < di for all i # and

dj < r, otherwise p will be assigned to the rejection class cr. The
6.1 Image sampling and clustering reject distance r is defined for each dam according to its individual

vIiance. This method was primarily chosen because oi the high number
The unsupervised approach first involves the selection of candidate pixels of spectral classes. Bat it was assumed that, considering the increased
from the 12--channel data set (brightness, greenness and wetness from 4 discrimination potential of the multi-temporal data, such a simple
dates). This was initiated by using the multi-temporal NDVI for distance measure would be adequate for successful class mapping.
stratifying the test scene into permanently unvegetated (bare soil, water,
urban etc.), permanently vegetated (forests, shrublands, permanent
grassland) and areas of dynamically chuging vegetation (agricultural
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matrix which has been developed for reflectance factor data (Crist, crops). Multi-temporal spectral signatures were extracted according to
1985). these stratification masks, where the sampling density could be adapted

to the spatial extension and complexity of each stratum. Then euclidean
In agricultural zones with a limited variety of crop types, good distance-based disjoint duster analysis of the spectral signature samples
classification results have been achieved by using only the was employed to find local density maxims of the spectral groupings.
multi-temporal greenness index (Lo et al., 1986). There is, however, a
distinctly different amount of original information retained in the NDVI It is difficult to apply this technique in single-date image analysis. In
and Tasseled Cap features. Greennes profiles as obtained from the the multi-temporal case, however, the thematic identification of clusters
NDVI, for example, indicate an almost identical development of three is greatly facilitated by the construction of temporal greenness profiles
maize fields which belong to different ground observation segments (figure 4). The examination of these profiles can be based on the
(figure 3). The same time series of Tasseled Cap greenness reveals knowledge about the local crop calendar and general characteristics of
already a pronounced difference between the crops from segment 73 and spectral responses (Lo et al. 1986). It is evident that reliable atmospheric
109, which apparently is related to the observed brightness level corrections of the multi-temporal data have a great importance for this
(figure 4). A check of the soil map showed that both ground observation identification process.
segments are localized oL different soil types. It is seen, that this Due to the complexity of the study region a high number of spectral
brightness difference decreases with the progressing canopy closure of the classes is required to achieve optimal classifications. In the case study
maize crops (figure 5). presented here, totally 54 sub-classes were mapped to the image

domain, which were finally condensed to the 12 thematic es of
This gives an indication that the amount of information being preserved interest.
in the greenness feature alone, is not adequate foi the multi-temporal
anal, 'is of more complex spatial entities with a large variety of natural 6.2 Spectral clam mapping
vegetation types and agricultural crops. We ue consequently all three
Tasseled Cap features (brightness, greenness and wetness) for the It was on the basis of the minimum eudlidean distance that all
multi-temporal classification, which still gives a data reduction of 60 %. pixels of the multi-temporal data set were assigned to the land cover

categories of importance. In this cae, the distance d between a clas
center ci and a pixel p is given by

6 Multi-temporal clussification

With respect to the relative small sampling fraction and some d (-P) 2 2 -...+(C.2 2 (61)
additional problems being related to the available ground observations (ciP) ( it +(cj 2-p2) in (

(Hill & Megier, 1988), it was decided to pursue an unsupervised
classification approach. and p will be assigned to the class cj if dj < di for all i #j, and

dj < r, otherwise p will be assigned to the rejection clas cr. The
6.1 Image sampling and clustering reject distance r is defined for each class according to its individual

variance. This method was primarily chosen because of the high number
The unsupervised approach first involves the selectioo of candidate pixels of spectral clases. But it wa assumed that, considering the increased
from the 12-channel data set (brightness, greenness and wetness from 4 discrimination potential of the multi-temporal data, such a simple
dates). This was initiated by using the multi-temporal NDVI for distance measure would be adequate for successful clam mapping.
stratifying the test scene into permanently unvegetated (bare soil, water,
urban etc.), permanently vegetated (,torets, shrublands, permanent
grassland) and areas of dynamically changing vegetation (agricultural
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6.3 Classification results overestimated in areas of cut shadow, but the mapping seems to be
more precise than in the case of single-date analysis. It is believed that,

The main scope of this cue study is an assessment of the local in mountainous terrain, distinct improvements will be only achieved by
mapping accuracy with multi-temporal data. Our preliminary applying modelistic corrections of terrain illumination prior to the
evaluation, however, had to be restricted to an analysis of the 6 ground classification.
observation segments within our test scene which include mainly
agricultural cover types (table I and 2). Given these restrictions, it can 7. Conclusions
be stated that the multi-temporal approach gives highly satisfactory
results. The overall accuracy is 79.1 %, which is the summation of of the An operational approach to multi-temporal analysis is been
accuracy of each dam weighted by the number of pixels occurring in presented which includes adequate methods for geometric and
each clan (tab!e 1). Classification errors are mostly related to the forest radiometric pre-processing of multi-temporal data sets.
and shrubiand classes, which is explained by the small extension of the
respective areas within the agricultural land, and the inseparability of Tasseled Cap features weke found to provide a valuable reduction of the
temporal signatures from very similar cover types. data volume while maintaining most of the relevant spectral information.

The multi-temporal HDVI could be effectively used for a preparatory
stratification into major cover types, but the lack of valuable intensity

Table 1. Error matrix comparing ground reference (seg 50, 51, 73, (general brightness) information limits its use for detailed classification
109, 110) and unsupervised multi-temporal classification in spatially complex and diverse landscapes.

Clam. Ground Observationo
1 2 3 4 5 8 7 8 It is demonstrated that multi-temporal TM data permit adequate

classification and mapping of important land cover types even in areas of
0 Undaw. C 3 2 - 48 2 - - 63 variable morphology and diverse agricultural and natural vegetation.
0 Be Soil - 6 3 - - - 3 8 20 Optimum multi-temporal classification must involve n increased
I Dec Foret 131 - - - 6 3 8 12 158

2 Grains 4 207 5 1 17 1 0 5 240 number of spectral classes, but the computational requirements are
3 Maize 4 - 668 4 - - 9 27 710 partly compensated by the possibility of achieving precise results with
4 Sunflower - - 6 72 - - - 1 79 less demanding algorithms.
5 Alfalf 2 - 5 3 311 - - 1 322
a Graulud 45 13 5 0 23 V 32 31 242
7 Shnblands 20 5 5 1 17 - 05 12 155
8ordruds 25 3 26 11 3 2 3 271 344 8. References

239 237 723 92 425 101 148 368 2332 Crist, E.P. & R.C. Cicone, "A physical'y-based transformation of
54.8 87.3 92.1 783 73.2 92.1 64.2 73.6 79.1 Thematic Mapper data - the TM Tasseled Cap", IEEE Trau.

Geoscience & Remote Sensing, vol. GE-22, no. 3, 256-263, 1984.
Table 2. ror matrix omparing ground reference (se 50, 51, 73, Crst E.P., "A TM Tasseled Cap equivalent transformation for

109, 110) and unsupervised single-date classification reflectance factor data", Remote Sensing of Environment, 17, 301-306,

Clan Ground Observations 1985.
1 2 3 4 5 6 7 8 ill, J. ,& J..kffjeI 'Regional land cover and agricultural area statistics

0 Undusil - - 22 1 11 2 1 - 37 and mapping :Y ,, Deparement Ardeche, France by use of Thematic

0 Bare Soil 1 - 135 - - - 3 13 152 Mapper data", Lt. J. Remote Sensing, vol. 9, no. 9/10, 1573-1595,
l Dec Forest 132 - - - 16 3 3 23 177 1988.
2 Grain& 24 115 33 4 8 2 35 68 289 Hill, J. & B. Sturm, "Radiometric corrections of multi-temporal
3 Maize 4 21 409 28 10 - 3 91 566 Thematic Mapper data for the use in agricultural land-cover mapping
4 Sunflower 2 - 25 20 9 - 8 1 65
5 Al a. 4 - 11 17 299 1 7 1 340 ad vegetLtion monitoring", Int. J. Remote Sensing, nec. for publication,
6 Grualsnda 50 25 27 16 57 60 23 90 348 1989.
7 Shrmblands 15 19 1 2 1 1 10 19 68 Kohl, H.G. & J. Hill, "Geometric registration of multi-temporal TM
8 Q rhsds 7 57 59 4 14 32 55 62 290 data over mountainous srea, by use of a low resolution digital elevation

239 237 723 92 425 101 148 38 2332 model", Proc. 8th EARSeL Symp. on "Alpine and Mediterranean Areas:
652 485 56.6 21.7 70.4 59.4 6.8 168 47.5 A Challenge for Remote Sensing", Capri (Naples), Italy, 17-20 May,

323-335, 1988.
Single-date classification was performed by using the same spectral T. T.H.C., F.L. Scrpace & T.M. Lillesand, "Use of multi-temporal
sub--clases as in the multi-temporal case, except that only the Tasseled spectral profiles in agricultura land-cover classification", Photogr.
Cap features from the best date (5 July) were used. As it was expected, Engineering and Remote Sensing, vol. 52, no. 4, 535-544.
we found a reduced mapping accuracy and increased spectral confusion Royer, A., L. Charbonnean & P.M. Teillet, "Interannual Ladsa,.-MSS
(table 2). But the difference between the two approaches is even better reflectance variations in an urbanized temperate zone", Remote Sensing
characterized by the fact that it was not possible to identify consistent of Environment, 24, 42-440, 1988.
specaral gunatures for ad agricultural cover types. Tone, D., M. iahn, P.Y. Desc ohamn & A. de 1c,, "At ,p cric

modeling of the background contribution upon space measurements of
Multi-temporal thematic mapping of the natural vegetation types was ground reflectanze, including bi-directional properties", Applied Optics,
examined in comparison with the existing aerial photographs and 18, 3587-3594, 1979.
topographic maps. This evaluation indicates a good mapping accuracy Tanre, D., PY. Deschamps, P. Duhaut & M. Herma, "Adjacency effect
for extended areas of deciduous forest, wood- and shrublands, and produced by the atmospheric scattering in Thematic Mapper data",
permanent grasslands. The aceage of coniferous forests is slightly Journal of Geophysical Research, vol. 92, no. D10, 12000-12006.
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LAND COVER ANALYSIS OF MULTITEMPORAL THEMATIC MAPPER DATA

S.Ueno
Information Science Laboratory, Kyoto School of Computer Science,

Sakyoku, Kyoto 606, Japan,

and

Y.Kawata and T.kusaka
Kanazawa Institute of Technology, Nonoichimachi, Ishikawa 921, Japan

ABSTRACT data in August and October has been done for the over-

all TM bands such that the multitemporal analysis of
In the present paper the time-sequential analysis of atmospheric reflectance permitted to make reasonable
Landsat-5 Thematic Mapper (TM) data in Computer Com- allowance for the seasonable change. As a whole it may
patible Tape (CCT) has been performed for diverse land be stated that the spectral classification of Landsat-5
cover types in Kanazawa area, Takayama district, in TM data for various kinds of land-cover types in
Japan. The subscene of TM data in the study (or test) Kanazawa area has shown satisfactory results in ac-
site covering around 80OX800 pixels of 25 meters square curacy.
was extracted from the full scene data acquired on
August 14, October 1, 1984, and August 1, 1985. After 2. PREPROCESSING
the preprocessing i.e., the radiative correction and
geometric correction due to the reference points, on 2.1 Preliminary data handling
using the ground truth data covering a 20km square area
with cartographic accuracy of 25m, we dealt with the 2.1.1 Data acquisition: The Landsat-5 TM data in digi-
supervised classification of both grey levels in TM and tal format handled by us have been acquired by the
the principal components (PC) data acquired in 1984, Earth Observation Center (EOC), National Space Develop-
and 1985. Furthermore, we performed the unsupervised ment Agency of Japan (NASDA), and then have been
classification of TM and PC data in 1984 and 1985. preprocessed in terms of the radiometric and geometric
Finally, the statistical analysis of such quantities as calibration in systematic sense by EOC.
the atmospheric reflectance, means of grey levels and According to the annotation records, the handling data
others for both TM data in 1984 and 1985 has been done are listed in Table 1. The TM data scene under con-
for the overall TM bands such that the multitemporal sideration produced as a P-tape (rCT-PT) by EOC covered
analysis of atmospheric reflectance permitted to make the land-use map (1:25,000) of such areas as "Kanaiwa",
reasonable allowance for the comparative study of the "Awagasaki", "Matsuto", and "Kana2awa", in Ishikawa
above land cover analysis. prefecture ,Japan.

Keywords: Image Processing of Landsat Data, Radiometric Tablel. Cottan of Acquird Oata
and Geometric Corrections, Classification of Land-cover A4ulre Data In 19 Acquired Catailn 1985
types. Autust 14 Otpber I Autust 1

1. INTRODUCTION Pith-row 109-35 109-35 109-35

Cn trat 136'54' 136'57 13WI'
Since the launching of LANDSAT-4 and -5, the TM data Latitude

for various kinds of land-cover types from the aspects ntral 364' 3603, 36'03
of sensor performance, cartographic accuracy and image longitude
processing have been fully discussed by several authors Soar SSI 4r 57/
(cf. Ref.(i)-(12)), allowing for the time-sequential Attlitude
and comparative study of TM and MSS data. Sl,, 12P 143 1161
Our present paper aims to make the time-sequential t ' 1
analysis of an optimum information for the ecological DONuer E-50166-19575-0 E-50214-00581 E-50181-00575-0
study over Kan-awa area in Takayama district in Japan. Cubic cubic
The subscene of TM data in study (or test) site cover- Cm Ctutto Convolution Convoition
ing around 800X800 pixels was extracted from the above

full scene data acquired on August 14 and October 1,
1984, and August 1, 1985. On using the ground truth 2.1.2 Data processing: Ground cover conditions in the
data coverin a 20k;~ square are w artograp';t aL- 4buve &,u4t wyle idenLified by a joint work of
curacy of 25m span, we dealt with the supervised class- Geographical Survey Institute (GSI) and Ishikawa Re-
ification of both TM and PC data acquired in August search Laboratory for Public Health and Environment
and October. In addition to the above classification, (IRLPHE), by making use of the land use maps, aerial
we performed the unsupervised classification of TM and photographs, and meteorological data. The total number
PC data in August and October. Finally, the statistical of ground truth data in pixels is a few thousands in
analysis of such quantities as the atmospheric reflec- our study site. The cartographic accuracy was shown to
tance, means of grey levels, and others for both TM be within twenty five meters in North-South and East-
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West directions on land use map. Based on the available In order to keep the classification accuracy, around a
ground truth data and aerial photographs on the study few tens of sampled pixels for each of the cover types
site, the TM data under consideration were extracted under consideration were extracted from the TM data In
from the full scene CCT data. In other words, a 800X800 study site. Furthermore, the pixel size of 28.5m, I.
pixel block area was drawn out from the above full e., the spatial resolution, was converted into that of
scene of CCT-PT. 25m span, which has been adopted in detailed field

study by GSI and IRLPHE. Then, the TM data In pixel
2.2 Radiometric correction size of 25m square In August and October, 1984, and

August, 1985, were well classified by the GML class-
On making use of the common radiometric response func- ifier. Furthermore, the principal components (PC) data
tion for the appropriate spectral band, a corrected in TM CCT in August, 1984, and 1985, were also class-
digital value can be converted to absolute units of ified via the GML classifier. For the color Image
spectral radiance. It is expressed as follows: presentation the overali TM bands except for 6th band

were adopted, whereas in the case of PC channels 1, 2,
Lb = (RMAX-RMIN)Dcor.b/225 + RMIN , (1) and 3 were used together.

where Table 3. Legend of Cover Types used In Supervised Classification
Lb = a spectral radiance (mw.cm-2 .sr-./um- )with In Study (Test) Area

band b, No. Cover types
Dcor.b = a corrected digital value of a pixel fromspectral band b, 1 Urban (1984,:985)

2 ?,.,Gentlal, area (1984,1985)RMAX = the minimum radiance required to saturate a 3 High way (1984,1985)
detector response, 4 Rice fletd (19841985)

RMIN = the spectral radiance corresponding to a 6 (19841985)
detector response of zero digital counts. M ea (o984,198)7Fild 0 984,1985)

The dynamic ranges cf the TM data are listed in Table 8 Mixed forest (1984,1985)
2 (cf. Ref.(9)). 9o Coniferous forest (1419185)Sea water (19841985)

11 Ka ku Lagoon (19841985)
TabLe 2. Dynamic Ranges of Thematic Mapper Data. 12 River water (19841985)

13 CLouds (1984)Spei.tral Bands 14 CLoudy shadow (1924)

ThI T2 T3 T114 T15 TM7 TM6(thermaL) 3.1 Supervised classification

MIN(m'cma'.sr " .  m) -0.15 -0.28 -0.12 -0.15 -0.04 -0.02 200' k
RMAXimdcm'=sr'"im') 15.21 29.68 20.43 20.62 2.72 1.44 304' k On making use of the GML classifier, we classified the

gray levels in TM and PC data in August, 1984 and 1985.
2.3 Geometric correction In addition to it, the TM data in October, 1984, were

also classified in supervised scheme. The results in
The study and test sites are almost ccntc.rd in percentage of the above classification are listed in
Ishikawa prefecture and is covered by Laadsat-5 scene Table 4, 5 and 6. The classification accuracy is
whose path-row is given in Table 1. Ihis region is defined in the ratio of the number of pixels Identified
characterized by a blend of aqueous, urban, rural, and as the class under consideration over the overall total
ecological land-cover features associated with rugged number of pixels in the study (or test) site. In an
terrain up to several hundred meters high. evaluation of both aforementioned tables, the overall
In order to mplement the geometric correction, an al- TM bands except for the 6th bands were used. Principal

most uniform network of GCP was identified on both the component processing was used to reduce the dimen-
La-';sat-5 image data and its 1:25,000 scale land-use sionality in spectral band of Thematic Mapper data in
ir.p covering the study area. Furthermore, the resam- August, 1984 and 1985.
piing procedure, i.e., the determination of the The comparative study of the supervised classification
radiance value to be assigned to each output pixel, was via the grey levels in CCT and the first, second, and
performed via the Nearest Neighbor Method (NNM). The third PC showed that there was no dist in quished dif-
reason why we referred to this NNM is due to the fact ference of the classification accuracy between them,
that our CCT data have suffered the resampling based on whereas the computing machine time of the latter was
the cubic convolution by NASDA. much less compared with that of the former. Finally, it

should be mentioned that the weather on August 14.
3. CLASSIFICATION 1984, and August 1, 1985, was so clear compared with

that on October 1, 1984.
The total number of the legend of the aqueous, urban,

rural, ecological, and other cover types adopted by GSI Table 4. Claiification accuraicty (S) of TH daia on Ausut 14, 1004
is forty nine. I 2 31 j1 7I i i1 1 I 13 14

1140.7 153.3 n .0e 0.00 0 .010.1 0.0 0.0o[~7E I1o 0.01 0. e00 n.
Data Processing: On making use of the available ground 2 28.7 70.01 0.0 o . no s0.0 . 0. 00 o.s 0.
truth data and aerial photographs, the 800X800 TM pixel 13 0.o.o oo 1.o0.00.o 0.J 01o .0 00 0.

size area was extracted from the full scene TM CCT 22.2 n77.0 1 0. 1 0.010 0 .0 0. 0.0 .
data, and was corrected radiometrically and geometri- 5 300 63467 61 0. 0 0. 0. 0. 0.0 00

cally. 0 0.0 2o.6 001 4 .3 00 00 0. 0 0. 00 0.0 0.0 0.

There is a wide range of land use and cover types on 1 I s1 o 01 0, -I.1oo 0 C. oo0
the study (and test) site under consideration. The I 00 00 267 733 00 00 00 0. 0.

o 0.0 .0 0.19 0.000 00 00 00 1 .30 0100 0 .0 0 .01major cover types in the study site are water, forest, 1o 0.0 0.00000000 00.00 00. 0 . 0 .00.0 .
agriculture, highway, routes, commercial, industrial, 00 05 00 50 00 100 .o oJ
and residential area. The legend of land cover types 0 0 .00 0 . . .0. 100 0.0 0.0
adopted by us is listed in Table 3, which is used in j3a37 .0 * o00 00 0.o 00 o ao 62.5 0.0

the case of the supervised classification. 14 Ill0 .O0 0.00 0000.0 .S
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Table 5. Classification acuacy () of1 dato a kobe 1,1 (Ref.(l)) that bands 5 and 7 in the aqueous study site
1 2 1 4 5 1 1 7 1 shoved a remarkable coefficient of variance resulting

1 41.7 83 0.0 33.3 0.0 0.0 01 00 0.0 _O6.7 _! 0.0 from highly variable reflectance phenomena, whereas
20.0 L7.6; .0 0.0 2.0 0.0 0.01 .6 0.0 0_.0h 0.0 0.0 0.0 0.0 band 6 was the least variable band due to the low mag-

3 0.0 o. 20.0 0.0 0.0 0.0 o.0 0.o 0.0 0.0 0.0 oi.0 nitude and narrow range of radiation. Furthermore, the
atmospheric (or relative) reflectance was evaluated asbelow,

I 25. 0.051 0.01 3.0 1.31 0.0 0.0 120 0.01 0.01 0.01 0.01 0.01 0.01 bebluow(2
_I 05.0 0.0 0.0 -0.0 0!.0 0.0 0.01 0.0 0.2 0.0 0.0 0. 0. 2.0

71 .0 51 00 00 3. 00 2.1128 .0 0. 0. 00 .0 00I = Lb/(uF) (2)

.0 where Lb is the spectral radiance, cos-lu is the polar
1 0.0 0.02M 40.00.0 1200 0.0 0.0 0.0 0.0 0.0 7. 0.0 0.0 22.angle of the sun, and F is the solar spectral ir-00.0 0radiance (or flux) above the atmosphere on a unit area
23 r 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 100 0o.o normal to the direction of propagation. The solar flux

20 0.00. 0.01 .21 0.0 0.0 0.0 0.0 0.0 0.0 7. F in each spectral band is listed in Table 7. Atmos-
Table S. Classlflcation accuracy (0) of N dat on Aust 1, 1944 phere reflectance for representative land cover-types

versus each TM bands is plotted in Figure 1, on August
__Lo 3 4 5 14, 1984, in Figure 2, on October 1, 1984, in Figure 3
_L 50.2 22.2 0.0 0.0 0.0 4.4 3.7 0.0 5.2 0.0 0.0 0.0 on August 1, 1985, respectively. It was shown that most
2 20.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.01 0.0 0.0 0.0 remarkable change of the atmospheric reflectance be-
4 0.0 0.0 0.10 .3 0 0 2 2 0. 0.01 0.0 0.0 0.0 tween August and October was recognized in the ecologi-

0.0 0.0 _!023.5 0.0 7. 0.2 0.0 0.01 0.0 0.0 0.0 cal cover-types ii study area. It Is understood that
a. 0.0 0.0 0.0 0.0 0.0 0. 10.7 0.0 0.0 0.0 0.0 0.0 the change of the atmospheric reflectance between sum-

0.0 0.0 0.0 4.0 0.0 20.0 77.0 0.0. mer and fall seasons became remarkable in ecological
0 . .0 0.0; 0.0 0.0~ 12 25. 0.0 0.0 0.0 area, such as in the rice field, field, meadow, and
0..0 0.0 0.0 0.0 0.0 forest. On the other hand, we did not recognize any

20 0F0.0 0.0 0. 00 0.0 0.0 90.2 . 0.0 significant change in atmospheric reflectance in the
00 . 0.0 0.0 0.0 0.0 0.0 0.0 .2.0 0.0 aqueous, structural, and other areas in August and Oc-

22 0.0 0.0 0.0 0.0 0.0 0.0 0.0 tober.

3.2 Unsupervised classification TabLe. 7 SoLar FLux F(.M.cm"=) In Spectral Band of TM Data

In a manner similar in form to the clusterung analysis Band Wave-tensti F Band Wave-length F
(cf. Ref.(0)), the unsupervised classification was per- 1 0.45-0.52 13.65 5 0.76-0.90 15.06
formed by the grey levels in CCT and PC data in August
and October, 1984 and 1985, such that, on making use of 2 0.52-0.60 14.65 5 1.55-1.75 4.64
the transformed divergence of the clustering 3 0.63-0.69 9.24 7 2.08-2.35 2.16
separability, the perfield classification was imple-
mented. Compared with the landuse map printed in
colours, the image consisting of fifteen classes on 5. DISCUSSIONS
August 1 1985, obtained by the clustering analysis for
PC data showed such that the coastal line in Japan sea In the present paper, making use of Landsat-5 TM CCT
appeared clearly without noise and furthermore the par- data acquired on August 14 and October 1, 1984, and
ticulpr features of the ridge between the rice fields August 1, 1985, we performed an image processing of the
were noticeable. The comparison of the supervised subscene consisting of the 800X800 pixels of 25 meters
classification with the unsupervised ones showed that, square size in Kanazawa district, Japan. After the
from the aspect of the efficiency and performance the preprocessing consisting of the radiometric and
latter method has seemed to be a little superior to the geometric (GCP) corrections, our TM CMI data in August
former ones, particularly in the sense that the and October have been classified by means of the GML
peculiar patterns in the rice field obtained by the classifier. Whereas the ground truth data in magnetic
clustering method were noticeable compared with that tape given by GIS and IPLPHE have been classified in
classified by the GML method. forty nine categories, however, we summarized it in

fourteen (or twelve) categories because of the somewhat
redundant classification scheme of the former based on

4. SPECTRAL STATISTICS OF TM DATA the administrative aspects. The classification accuracy
in fourteen (or twelve) land cover types is listed in

The statistical analysis of spectral radiance in digi- percentage in Tables 4, 5 and 6. The integer numbers in
tal counts was performed, in virtue of which the first row and first column repres: t the legend number
spectral characteristics of TM data for several cover in Table 3.
types in study (and test) site become clearer. For this
purpose the various cover types listed In Table 3 were Furth.,eruore, with the aid of the principal component
further condensed in four categories (Ref.(01)). The (PC) analysis, we obtained the PC first, second, and
radiance counts extraciud from these sample fields were third channels for TM CCT data on August 14, 1984, and
used to get the spectral radiance values Lb by Eq.(1), August 1, 1985, and classified them with the aid of the
means, variance, coefficients of variation GML classifier and the clustering analysis. The com-
(variance/means)xIOO% minimum, and maximum values, narative study of the clas-sification results for TM
correlation matrix, covariance matrix for the given CCT data and PC data showed us such that there was no
seven TM bands in main cover types. These statistical distinguished difference between them, whereas the
summarries for the aqueous, structural, ecologcial and machine time of the clas-sification procedure for PC
other study sites were listed in tables, respectively, data was much less than that for TM CCT data.
except for the spectral radiance and covariance matrix
(cf.Ref.(11)). Because of somewhat short term of the TM CCT data ac-

quired in August and October, 1984, and in August,
It has been discussed in our preceding paper 1985, the remarkable changes in classification results
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have not been found except for the ecological land- - Rice field - lvih-d~:

cover type. The classification accuracy of TM CCT data 0.20 - --- Meadow 0.20 .. ... nse
was proved to be satisfactory. Furthermor- the statis- - - - - Field r ...

tical analysis of the grey levels of 'e emergent ---- Foet----Residential area
radiance, i.e., means, variance, and others has showe. -*---- Highway
an interaction relationship of these TM dr-ta in
aqueous, structural, ecological, and other areas in 0.15 -0.15
each spectral band.A
Finally, the atmospheric reflectance in terms of the

emergent radiance, solar polar angle, and solar flux
has been plotted against for each spectral band in four 0.10 ,'- . 0.10
main categories of the land cover types. It was found1
that the conspicuous difference of the zigzag line ..

slope has been recognized only in ecological category *I

of land-cover type in August and October. 0.0 - .0
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Abstract

Observations of microwave emission and backscattering resolution of 3 m and I dB respectively (Vaillant
from soil and vegetation were carried out by means of 1985). A few hours after the second and third SAR
airborne sensors during Agrisar 86 and Agriscatt 87 flights (i.e. June 26th, July 16th ) the site was
campaigns. The experiments aimed at clarifying some surveyed by a small aircraft on which were mounted
relations between sennor responses and ground three radiometers (operating at X, Ka and infrared
parameters and at identifying the dominant features bands) backward looking at soil at e % 401 incidence
which affect emission and scattering. Some examples of angle (Bonsignori et al.. 1987). The radiometer
these relations are shown in this paper. Besides, a flights were organized by IROE-CNR and the Centre for
comparison between emissivity and backscattering is Microwave Remote Sensing in Florence. During the last
carried out with the purpose of checking the three SAR flights the most relevant ground parameters
consistency of measurements, were measured.

The same site was surveyed 4 tines in June and
Keywords: Microwave, emission, scattering, vegetation. July 1987 by the Dutscat scatterometer, operating at

six frequencies (L, S, C, X, Kul and Ku2 bands), four
Introduction incidence angles (10,25,40,55 degrees) and two

polarizations (VV and HH). Ground resolution at X and
The dependence of microwave emission and scattering Ku bands was less than 10 m (Snoeij et al.,1987). The
from terrain on ground parameters has been 1987 campaign was jointly organized by the European
investigated .n several experimental and theoretical Space Agency and JRC. As in 1986 almost contemporary
works (Ulaby et al. 1981, 1982 and 1986). However, airborne radiometric measurements were carried out and
especially at frequencies higher than 5 GHz, the ground truth data were collected; corn, sugarbeet,
knowledge of vegetation microwave features is far from alfalfa, wheat and bare soil fields were routinely
being exaustive. The purpose of this paper is to show observed and some measurements over barley and
and discuss some experimental relations between remote stubbles were also performed. Ground truth
sensing measurements and ground parameters by using measurements concerned the most important parameters
data collected with active and passive microwave of soil and vegetation,like soil moisture, plant
sensors, height,density and water content,Leaf Area Indexetc.

Besides being synergistic in several practical The period covered by the flights (June-August)
applications, and although emission and scattering are allowed the observation of a limited part of the crop
biounivocally related only in particular cases, growth cycles, particularly in the case of wheat and
simultaneous observations of emissivity and sugarbeet.
backscattering can be very fruitful in the
understanding of the global electromagnetic properties Results
of natural media and for checking experimental data
(Ferrazzoli et al. 1988). The analysis of the The basic sensed parameters are the normalized radar
sensitivity of backscatter and emissivity to cross section o* (M2/M2 ) and the emissivity e; the
geophysical parameters is here carried out separately latter, which can be rigorously defined only for
for the two quantities. However in some cases the two homogenous isothermal bodies, is approximated here by
parameters have been directly compared with the main a normalized temperature TN, obtained by the ratio
purpose of checking the consistency of measurements on between microwave and infrared brightness
the basis of a theoretical model derived from the temperatures.
energy conservation law. Backscattering data at 9.4 GHz were obtained in

1986 from the Varan-S SAR data, by averaging the power
Experiments levels of all the pixels (a 3m x 3m) included in the

fields which were observed at e%45
° incidence angle.

In 1986, the Joint Research Center of EEC organized an The 1987 scatterometric data at X band were found
airborne backscatter measurement campaign, named to be affected by instabilities and until now it bas
AGRISAR which took place over several European been practically impossible to work out correlations
countries. The Italian test site Oltrepb Pavese, with land features. Ku band data are more reliable
located in Northern Italy, was surveyed four times in although the absolute values appear to differ (6-10 dB
June, July and August by a B17 aircraft carrying the higher) from data available in literature. Since we
French Varan-S SAR, operating at 9.37 GHz (VV,HH expect that the behaviour of vegetation at 9.5 and
polarizations) with nominal ground and radiometric 13.7 GHz is fairly similar, in this paper we examine
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data at 13 GHz; o ° represents again the average value This behaviour is confirmed by the scatterometric
of all the measurements available in the same field. A data which also confirm the similar microwave

relative scale is used because of the mentioned behaviour of wheat and barley (B) (fig.2).
difficulties in calibration. In turn radiometric measurements (fig.3) show a

As far as the passive measurements are concerned behaviour which is consistent with that of radar data.
the microwave normalized temperature at X band of each Here the general trend is a decrease of the normalized
field has been obtained by considering all the samples temperature as PWC increases; this global behaviour
collected in the central part of the field, results from the combination of data for the various

As expected the results of the measurements show crops, whereas for each crop the sensitivity to PWC is
that in general dry bare (or stubbles covered) soil quite low,
has higher emissivity and lower backscatter than s
vegetated fields. However one has to remember that s S
emission and scattering from bare soil strongly depend s
on surface moisture and roughness.

Among crops, wide leaf plants such as corn and S
sugarbeet exhibit higher o* and lower brightness than s
small grains (wheat and barley) and alfalfa. However, w
it has already been shown (Ulaby et al., 1986;
Pampaloni and Paloscia, 1985) that the remote sensing
parameters depend not only on crop type but onu

vegetation conditions as well. The latte, can be Y A

identified by means of appropriate agroro'mical a R

parameters such as leaf area index -LAI- (in mI1m2), M

plant water content -PWC- (in kg/m or in kg/m ), i
plant moisture -M- (in % of H 20 on total weight) which w
are also indicators of the mass of water overhanging
the soil and then of the dielectric characteristics of H

the air veaetation mixture. W
The dependence of microwave data on the various 2 dB

ground parameters has been examined and some examples
are reported as follows. B

Fig. 1 shows the backscattering coefficient o at
9.4 GHz, measured on different crops, as a function of
PWC in kg/m2; we see that, although data are fairly I I I I
highly spread, in general o° increases as PWC 0 2 4 6 8 10 12
increases, however ripe wheat (M) exhibits an PWC (kg/M )

opposite trend. Fig.2: Relative backscatter, measured in 1987 (2nd and

17th June and 7th July ) by scatterometer at
f-13.7 GHz, HH poi., e-40*) as a function of PWC for

s S different crops; crop code is the same as fig. 1
S | i I I

s S
- S S S-e sS~ 5s

SS S S TNH N H H N
AC s s sS a ~ A B
acC S S %

-10 C A S S S CM R~cCA cac c.ss

A2 C c s

C9 s

I'U A P A BV (
E A FtFC c SC

M A R C V

~ A A eR

A RAC

- -S S

r S

S
- 1 I I I I I

0 2 4 t; 8 10 I

PWC (kg/rn) . 2 4 6 8 10 12

PWC (kg/m)
Fig.l: Backscattering coefficient obtained in 1986
(26th June, 16th July and 12th August) from VARAN-S Fig. 3: Normalized brightness temperature, (X band, H
data at HH po1., e-45', as a function of Plant Water pol., 6-400) measured in 1986 (16th July) and 1987
Content (PRC) for different crops: A-alfalfa, (3rd and 17th June) on various crops, as a function
B-barley, C-corn, S-sugarbeet, W-wheat of PWC; crop code is the same as fig. I
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-6 IOnce the crop growth is completed the dry biomass

- S I s increases at a low rate and vegetation begins to lose

water; so it appears significant to correlate the

s sS microwave parameters to the percentage of water in the
-8 fS plants, M. Diagrams of figures 4, 5 and 6 show that

o.. increases and TN decreases as a function of H.
s ws We remind that for these measurements the variation of

c % N is due to the vegetation senescence. In these

-18 c C lss  s diagrams for a given M we can recognize two ranges of
C T A s o' and e: the one corresponding to wide leaf crops

c c Sc R (corn and sugarbeet) and that of alfalfa, barley and
c Cc CC C SCAR A A A wheat. For the latter crops the sensitivity of

1-12 C cC c s C SA microwave parameters to N seems to be slightly higher
c c C an than for wide leaves.

I C CC C C N h S A

cc RsA A
M-I4 cc A R A , A

C CA Pd A A

A AWN

- N TNH A W
-16 '

H C

-18 I I .95
30 48 50 60 70 80 90 100 A R

M (M)

Fig. 4: Backscattering coefficient (X band, HH pol., C A
e=45") as a function of % (by weight) of water in the qA C C
plants (M) . Observations refer to the senescence
cycle of vegetation in 1986 (26th June, 16th July and R
12th August); crop code is the same as fig. 1 .9 - s

l~1~~~ I I S I

T s S

5 5
S

A .8s
50 6 70 80 so 188

T M (M)

Fig, 6: Normalized brightness temperature (X band, H
u AaA A pol., 8=40*) as a function of M. Observations in 1986

M (16th July) and 1987 (3rd and 17th June); crop code
NA s is the same of fig. I

W The previous diagrams show that in general, the
W backscattering coefficient increases as the normalized

-j
J H H T temperature decreases although general a direct

2 drelation between these two parameters does not exist.
j dm However the problem of correlating emission and

a backscatterig has been considered by Tsang et al.
(1982) in the particular case of a uniform continuous
medium (soil) covered by a layel of isotropic
scatterers (leaves). Although this model may be far
from most real conditions it can be used as a basis

so 68 70 88 98 10 for discussing our results.
M (M) The equation found by Tsang et al. (1982) is the

following:2
Fig. 5: Relative backscatter at 13.7 GHz, HH pol., cos 20
e-40, as a function of M. Observations with Dutscat o--()- ---e-()-r-(-)exp(-2rsecS9 -------- * (1)
in June-July 1987; crop code is the same as fig. I Al 7(...cosS)

I

*[-exp(-2isec8)] + o,()exp(-21sece)

The most evident feature exhibited by the where o t(8) is the backscattering coefficient r (8)
brightness data is a stable difference between is the 0 ound reflectivity, e (8) is the emissivity,
normalized temperatures of wheat and sugarbeet, which 0 is an index of the polarizatign, 6 is the incidence
fall at opposite extremes of the range, whilst corn angle, a (e) is the ground backscattering
and alfalfa have intermediate values depending on the coefficighl, i is the optical depth, and F2 (1,-cosO)
growth stage, is a function described by Chandrasekhar (1960).
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The model can be parameterized to find the
conditions which best approximate experimental data. Conclusions
When vegetation is well developed and for observations
far from nadir (40') the soil backscattering 0 The analyzed experimental results show that microwave
be neglected and the number of parameters is rEdaced, emission and backscattering at X band, H polarization,
Diagram of fig. 7 represents experimental points, are sensitive to crop type and plant water conditions.
collected on alfalfa, corn and surgarbeet with Despite the srread of data a recurrent different
different LAI values, compared with the model for a behaviour between wide leaf crops and small grains can
moistened soil having a reflectivity equal to 0.25 and be identified. The latter crops are fairly well
optical depth i ranging from 0.6 to 1.8. We see that represented by a layer of isotropic scatterers whereas
the model reproduces fairly well the growth of alfalfa corn and sgarbeet plants must probably be modelled
in that points corresponding to LAI - 1.4 (Al) and 4.3 with a different approach. The dependence of
(A4) lie on curves with consistent values of i emissivity and backscattering coefficient from plant
(Paloscia and Pampaloni,1988). Howe-ter the behaviour water content is well established for the ensemble of
appears less consistent for corn, where only the point crops during their life cycle, however the sensitivity
with LAI - 3.8 (C4) seems to be Justifiable, and above of both parameters appears quite low for detecting
all for sugarbeet, whose representative points would plant water conditions of a single crop in a small
correspond to too low values of optical depth. time interval. A direct comparison of active and

This result appears quite reasonable because at 3 passive measurements, with the help of a theoretical
cm wavelength alfalfa crop approximates fairly well a model, makes possible a check of data and may allow a
medium with isotropic scatterers (Ferrazzoli et al., better crop separation than the one achievable by
1988) whereas we may expect that crops with wide using only one sensor.
leaves such as corn and sugarbeet are far from that
approximation. This is particularly true for dry soil Acknowledgements
covered with wheat stubbles or cut alfalfa stems;
points representing measurements on these surfaces, The work was partially supported by Italian Space
where reflectivity is usually much lower than 0.20, Agency, formerly CNR-PSN and by M.P.I. The Center for
lie in the region of relatively low i. However a Microwave Remote Sensing wish to thank Officine
comparison of these data with the model is of little Galileo S.p.a. and SMA S.p.a. for their support.
significance because eq. 1 is not able to give a valid
relation between e and 0° for very low values of T.
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Abstract the radar wavelengths, two sets of factors will
influence the appearance of a specific crop type on the

In remote sensing studies of agricultural crop imagery. First are the characteristics of the radar
characteristics, it is important to obtain ground system itself and its geometric position relative to the
information close to the date of acquisition of the area of interest. Second, ground conditions will affect
imagery. This is particularly relevant when radar the radar backscatter and ultimately the tone or grey-
imagery is being analysed as it is often difficult to level that is observed on the imagery. Ground
determine the ground conditions that influence the conditions in agricultural areas display not only the
tonal appearance of the image. An Anomaly influence of soil characteristics, such as the surface
Assessment System has been developed for combining roughness and moisture content, but also the effects of
quicklook imagery, a digital field boundary map and crop conditions such as the stage of growth, the
ground data to rapidly identify those fields which have geometric arrangement and the moisture content of
either lighter or darker tones than the average. Use of the crop itself (Ulaby and Bush, 1976; Ulaby and
the system will permit rapid identification and field Batlivala, 1976).
checking of anomalous fields.

Keywords: Anomaly assessment, Crop inspection, Although similar crops are planted in different
Crop inventory, Radar imagery fields throughout a region, ground conditions will vary

depending upon factors such as soil type, organic
content of the soil, slope and moisture content. Even

Introduction with similar ground conditions, crop appearance will
vary depending upon the time of planting, crop variety

In the majority of studies involving interpretation and the availability of fertilizer in the soil. Given the
of remote sensing data, it is important to have ground sensitivity of radar imagery to a wide range of
information to aid in the analysis of the imagery. How environmental factors, it is often difficult to explain the
detailed the ground information should be and how differing appearances of the same crop type on an
close it should be obtained to the date and the time of image (Hirose et al., 1983; Cihlar, 1986). One way to
acquisition of the imagery vary depending upon the attempt to do this is through the process of anomaly
nature of the study being undertaken and the region of assessment. Often it is the anomalous appearance of
the electromagnetic spectrum in which the data are just a few fields that can give us an insight into some of
obtained. In this paper, we consider the acquisition the factors that have a major influence on the
requirements for crop identification and assessment, appearance of the image. Thus, methods are required
and suggest ways in which timely information can be to rapidly identify anomalous fields for more detailed
obtained to aid in the analysis of radar imagery of ground study as soon as possible after acquisition of the
crops. imagery.

Crop characteristics change during the growing Methodology
season. Sometimes, these changes can take place over
a period of just a few days (e.g., ripening of grain The sequence of analysis procedures for anomaly
crops). Thus, it is important to make field observations assessment is shown in Figure 1. The first stage is
.r.. ; A ....... .A 4 ifus V .. on,6 ;6 acquibiLiun or rauar imagery. During a SAR-580
going to accurately interpret the crop type and its stage overflight by the Canada Centre for Remote Sensing
of development. Working in the visible part of the (CCRS), the radar data are recorded as quicklook
spectrum, the eye observes the same wavelengths as imagery and as digital data. As processing of the
the sensor. As a result, comparison of field conditions digital data normally takes several months, it is the
with the imagery is relatively easy. Moving into the quicklook imagery which must be used for anomaly
near-infrared regions, however, some extrapolation assessment. This imagery can be sent to the user in
between the field appearance of the crops and how they approximately 24 hours. On the quicklook imagery,
are recorded on the imagery has to be made. Within the analyst is faced with a wide range of different
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image tones displayed in a large number of fields. The The second input to the Anomaly Assessment
problem is how to rapidly identify those fields that for System is a digital field boundary map. Field and crop
one reason or another have image tones which are boundaries in the study area must be digitized and the
either distinctly lighter or darker than the average tone file must be entered. The digitizing can be done using
for the set of fields containing the same crop type. aerial photographs or a map. Alternatively, an
Clearly, it has to be done in an automated fashion, existing digital file can be used. If necessary, the

quicklook imagery when it is first received can be
To automate the anomaly assessment, the digitized to produce the field boundary file. The

quicklook imagery is scanned using a digital imaging imagery can also be used to update any existing maps.
camera system. The image which is generated is This is important if a digital file from a previous year
input to the "Anomaly Assessment System", which is is to be used as the base map because crop boundaries
resident on an image analysis system (Figure 1). do change from year to year. Once the map has been

entered, the image must be registered to it.

The third and final input is ground data collected
in the study area. An attribute file must be established
containing information on crop types and their

Radar Data characteristics on a field-by-field basis.
Acquisition

Anomaly assessment consists of using masks to
display on the colour monitor of the image analysis
system only the fields with certain attributes, such as a

Quick-Look specific crop type. This permits a more effective visual
Hardcopy comparison of the fields and identification of the

anomalies. In addition, summary maps and/or
reports of statistics on a per-field basis can be
generated and displayed. The quicklook imagery can

Video be studied in detail to attempt to identify the reason for
the anomaly. In addition, it should be possible to field

Digitizing check the study area within two or three days of the

data acquisition.

Digitized Ground Data Results

Quick-Look Collection7k C o The procedure described above is operational
using PCI image analysis software and the TYDAC

/oaSPANS Geographic Information System. It will be
Digital Field Anomaly Per-Field used as part of the data analysis strategy in an
Boundary Assessment Attribute agricultural radar study that is currently taking place

Map System File in Oxford County, Ontario. During the summer of
1988, CCRS acquired radar data over the test area on

IL four separate occasions. On each occasion, data were
Anomaly obtained at different wavelengths, polarizations,

depression angles and look directions. Digital field
Assessment boundary maps for part of the study area have been

generated and input to the system. In addition,
attribute files for each field have been produced. With

Report/Map the above data and information sources, it is possible to
scrin do a retrospective anomaly assessment. It is hopedderbng that during the summer of 1989 the system can be used

Target Fields in an operational mode to carry out anomaly
I assessment within a short period of time following

On-site data acquisition.

Inspection of IConclusions
Anomaly assessment is an important element in

the analysis of agricultural crops as they are recorded
on radar imagery. The assessment permits greater
iiderrtanding of the different factors influencing
radar backscatter. The Anomaly Assessment System

Figure 1: A flowchart of the Anomaly Assessaent that is now in place will permit rapid checking of fields
System for anomalous tonal characteristics.
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Risum6
L'objectif de cc travail itait de cartographier au 1:20 000, A l'aide de la tdldtection satellitaire, les quat-e cultures ou groupes de cultures suivantes:
le mals, les cdr~ales, les fourrages et piturages et les autres cultures. 1l fallait de plus en calculer les superficies respectives au niveau r~gional. Le
travail devait 6tre fait dans tin court laps de temps et h de faibles costs. Aucunes donnies de terrain prises simultandment au passage du satellite
n'Etaient disponibles. Le territoire traiti est cclui compris entre Pointe-ati-Chene et l'le du Grand Calumet en Outaouais, Quibec. Des reproductions
photographiques en fausses couleurs (TM5-rouge, TM4-vert, TM3-bleu) au 1:40 00et au 1:80 000, d'une image Thematic Mapper du 11 ao~t 1987,
se sont avirdes tr~s efficaces pour planifier la visite sur le terrain et pour identifier les signatures visuelles des diffirentes cultures. Lors de la visite
stir le terrain, au printemps 1988, il a Ut possible d'identifier, aprts la fonte de la neige, la plupart des cultures de l'6ti pr~c~dent. Les cas douteux
pouvaient etre Eclaircis par des rencontres avec les cultivateurs. La date de l'image a tine tr~s grande influence stir Ic diroulement subs~quent des
travaux. Iddalement, elle doit etre prise le plus pr~s possible de la maturiti des cit~ales sans que la r~colte de celles-ci ne soit commencie. Sur le plan
technique, ii est intdressant de noter que les diapositives de l'image classifide se superposent parfaitement aux cartes au 1:20 000 sans corrections
giomdtriques. Enfin, la mdthode que nous avons utilisde est trts efficace et peti cofiteuse et nous n'hdsitons pas A la recommander pour des travaux
d'inventaire.

Abtract
The object -)f the project consisted in the application of satellite remote sensing for mapping, at the scale of the 1: 20 000, the four following crops
or groups c,' crops: corn, cereals, hay and pastures and other crops. Furthermore, it was our aim to estimate, at a regional scale, the corresponding
areas fore,-h crop type. The workhad to bcdone within ashort period of time andat lowcost. No ground data was acquired during satellite overfligths.
The area under study is located between Pointe-ati-Chene and Hle du Grand Calumet in the Outaouais region of Quebec. False colour photographic
reproductions (TM5-red, TM4-green, TM3-blue), at the scale of the 1: 40 000 and the 1: 80 000, obtained from a Thematic Mapper image acquired
on August 11, 1987, were very useful for planning field surveys and for identifying the visual signatures of the different crops. In the spring of 1988,
after the snowmelt, it was possible to identify during afield survey most of the crops of the previous summer. Problem cases could be solved by meeting
with the farmers. Image date had considerable impact on the subsequent steps to be undertaken. Ideally, it should be acquired closest to crop maturity,
before harvest has begun. From a technical standpoint, it is interesting to note that the slides of the classified image can be perfectly superimposed
on the 1: 20 000 scale maps without applying geometrical corrections. Lastly, the method used is reliable and cost effective, and we do not hesitate
to recommend the method for conducting inventory work.

Mots cles
Agriculture, cartographic, Thematic Mapper, classification

Key words
Agriculture, cartography, Thematic Mapper, classification

Introduction Calumet. Le mandat confi6 au CARTEL dtait donc de cartographier
Un important projet de recherche et de dinmonstration a &t6 au 1:20 000, sur fond cada,.,Al, les quatre cultures ou groupes de cul-

lancE par tin consortium qudb~cois dans le but drvaluer les possibili- tures suivants: le mats, Ics c~rdales, les fourrages et piturages et les
tis de valorisation agricole des boues de stations d'ipuration des caux autres cultures. De plus, leurs superficies respecdves devaient 8tre
usdes municipales (Gosselin et St-Yves, 1988). Le Groupe-conseil dvaludes.
Roche Wte s'est vu confid une panic du travail, dont l'valuation des Compte tenu des d~lais trts courts, des contraintes budgitai-
terres agricoles disponibles pour lUpandage. Le cas A lUtude est celui res et de la n~cessit6 d'obtenir 'ie cantographie Ia plus kjour possible,
de la station d6puration de la communaut6 rdgionale de l'Outaouais seule Ia t~liditection satellitaire pouvait rdpondre i rappel.
situ& A. Gatineau, Quebec.

Le Groupe-conseil Roche Wte a fait appel au Centre Mithode
d'applications et de recherches en tdliddtection (CARTEL) de Nous nous sommes inspiris dune mdthode misc au point aui
l'Universitd de Sherbrooke pour r~aliser la cantographie des terres Centre canadien de tdldd~tection par Bernier et Dupont (1986). Cette
agricoles de la rigion comprise entre Pointe-au-Chene et ti'le du Grand mdthod.- consiste essentiellement en tine classification supervisdc d'une
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image du capteurnTematic Mapper (iM) du satellite Landsat. Elle s'est
avirde efficace dans les rigions agricoles du sud du Quibec. Les deux Classes Sous-cIasses
principales modifications que nous avans apportdcs A cette nidthode
sont lomission de la bande spectrale TMl et de l'dtape de correction Mals
giomditrique. Nous avons jugd pouvoirapporterces modif ications sans reUdasI
mettre en cause la qualitd des rdsultats et en rddtiisant les coOts et les CdUlsCrdaes 1
ddlas du travail. ____________

Totis les traitements ont dt6 effectuds; stir tn syst~me de traite- Fourrages et piturages Fourrages et piturages 1
ment d'images ARIES III de l'entreprise Dipix Systems Ltd, implant6 Fourrages et piturages 2
stir tin ordinateur Micro VAX 11 de Digital Equipment Corporation. Fourrages; et piturages 3

Nous avons donc acquis les bandes spectrales 3, 4 et 5 (rouge Fourrages et p~turages 4
0,63-0,69 gim, proche-infr-arouge 0,76-0,90 gim et moyen-infrarouge
1,55-1,75 gim) de l'iage TM 16/28 du 11 aoflt 1987. Elle avait stibi Autres Culture3 Pomnme de terre
la correction gdomdtrique rudimentaire du syst~me MOSAICS du Crucifares
Centre canadien de tdlidtection, qul corrige les distorsions dues a Ia Tabac
rotation et A la courbure de la terre, A la vilocitt du miroir et A l'angle
de vue. Elle avait aussi subi tine correction radiomdtrique dldnientaire Foret
qui miinimise le lignage et augmente le contraste.

Apras avoir Iti l'image complete, notis avons ci tine sos Zones bities
image couvrant le plus exciusivement possible le territoire A ldttde, Eaui
ceci am de ne traiter que la surface strictement ndcessaire et ainsi ______________

rdduire les cofits de calcul. Tableau 1: Liste des classes et sous-classes
LUttide des histogrammes des trois bandes spectrales nous a

permis de difinir les limites des dtalements indaires de contraste. Notre d'une lentille de type zoom et placd de fagon A cc que le faisceati
but dtant d'obtenir le plus de contraste possible dans Ia vdgdtation, nous lumineux soit perpendictilaire h la carte fixde au mur stir tin fond blanc.
avons Pu saturer les extrdmitds des courbes respectivement en noir et Le tragage a Wt fait A Ia main en interprdtant les relations entre l'image
en blanc et ainsi disposer de plus d'amplitude pour la vdgdtation. Le classifide et le fond cadastral. La prisence des limites cadastrales
but de l'dtalement lindaire de contraste dtait de produire des photogra- permettait dans de nombreux cas de fixer plus prdcisdment les limites
phies fausses coulcurs ati 1:40 000 et ati 1:80 000 des principales zones des champs agricoles.
agricoles de la rdgion afin de planifier et de mener les rencontres avec Parall~lement au travail (te traqage, nous avons fait calculer
les agronomes et la N isite stir le terrain. Pour cc faire nous avons asso- automatiquement les surfaces des diffdrentes classes. Un facteur de
ci6 Ia bande TM5 aui faisceati rouge. Ia barde TM4 aui faisceati vert et correction a dfi etre titilisd pour les cdrzaie , i cause d'une sur-6valua-
la bande TM3 au faisceati bleti. Stir de telles images composdes faus- tion due A des facteurs que nous verrc: ns plus ioin. L, figure 1 illustre
ses coulcurs Ia vdgdtation verte vivante apparalt en vert contrairement schimatiqtiement la nidthode que nous venons .4 decrire.
aux composies fausses; cotileurs traditionnelles oii ele apparalt en
rouge. Cette particularit6 sest avdre profitable ati moment de prisen- RWsultats

ter les images aux agronomes et aux agriculteurs qui y voyaient tine Les reproductions photographiqties au 1:40 000 et au 1:80 000,
reprdsentation plus natureile du territoire. rehaussdes par dtalement lindaire de contraste, se sont avdrdes tr~s

L'inventaire ayant dtd commandd au CARTEL ati printemps efficaces pur planifier et mener les travaux de terrain et pour identi-
1988, nous navons pu recucillir de donndes de terrain simultandment fier les signatures visuelles des diffdrentes cultures. Elles s'interprttent
aui passage du satellite. II fallait donc, huit mois plus tard, recucillir Ie de la meme fagon et avec atitant de pricision que des photographies
plus de donnies possible stir les cultures de la saison 1987. Nous avons adriennes aux memes dchelles et offrent beaucotip de subtilit6 dans les
donc rcncontrd les agronomes rigionatix et locaux et visitd les princi- cultures. Les points de rep~re classiques, comme les voics de circula-
pales zones agricoles de Ia rigion. Il nous a dtd possible d'identifier su tion, les limites cadastrales, les groupes 6e bitiments, les cours dceau,
Ie terrain, apres Ia fonte de Ia neige, la plupart des cultures de Fitt 1987. les talwegs et les boisds, sont facilement identifiables et facilitent les
Les champs de mals et de cdrdales laissent en effet des traces caractd- travatix de terrain.
ristiques et les champs de fourrages oti piturages sont pour la plupart Labsence de e.onndes de terrain prises simtiltandment au
encore dans cot dtat. Les cas dotiteux pouvaient etre dclaircis par des passage du satellite nous plagait dans tine position apparemment
rencontres avec les agriculteurs. prdcaire. Heuretisement, nous avons constat6 qu'il est encore possible,

Nous avons Pu ainsi identifier, stir limage, les signatures visuel- aui printemps suivant Ia saison A l'dtude, d'identifier Ia plupart des
les des diffdrentes cultures et ddterminer des sites d'entrainement pour cultures. Le maYs est reconnaissable par 'Cs nombreux ddbris grossiers
la classification supervisde. qu'il laisse stir Ic champs. Les cdrdales sont reconnaissables par des

Nous avons dO crier treize classes et sous-classes arin de coti- rangdes bien nettes de tiges ccup&s. Les champs de fourrages et
vrir les diffdrents dtats des cultures et les autres types d'occupation du piturages sont identifiables pour lem~ part par leur tapis tr~s dense. Les
sol. I - tableau I prdsente ces; classes et sous-classes. Nous avons exploitations de tabac sont reconnaissables par les ensembles de
ensuite procdd6 A tine classification par maximum de vraissemblance bAtiments caractdristiques quon trouve j'r~s des champs.
(programme ML d'ARIES III). Les cas douteux et les atitres cultures pouvaicot 8tre identifids

Les diffdrentes; sous-classes de cdrialcs, de fourrages et patti- par les agronomes rdgionaux oti locau:- ou par les agrictilteurs; qui se
rages et d'autres cultures nayant 6W~ crddes que pour les f ins de Ia clas- sont montrds tres rdceptifs aux images satellitaires. Ils assimilaicnt trts
sification atitomatique, ati moment de produire les diapositives; de rapidement les; notions ddchellc et de signature spectrale des champs

!'-_-g clssfi&nou avn, rcgoi. cs Qi U11F Lldwx' cutv~s L'aarcncc riat-urcl~c de nos ±fliage %,.Aubpvb IdUbbu

pour les cdrdaes, tine classe pour les fourrages et pittirages et tine classe cotiletirs y itait sflrement pour beaticoup, du momns lors du premier coup
pour les autres cultures. doeil.

Les diapositives 35 mm cotileurs ont Wt crddes avec tine photo- Lditape de ddlimitation des sites d'entrainement sest ddrould
imprimante Quick Colour Recorder de l'entreprise Imapro Inc. Nous trts facilement. Les images TM offre tine rdsolution spatiale permet-
avons produit tine diapositive potir chaque carte cadastrale ati 1:20 000J tant de ddlimiter prdcisdment Ia plupart des champs. Ldtape de classi-
afin dobtenir tin maximum de ddfinition lors de Ia projection. Cette fication automatique a, pour sa part, donner lieu h tin minimum de
demi~e sest faite avec tin projecteur A diapositives standard 6quip6 confusion entre les diffdrentes classes A cartographier.
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L'image iddalo so situe A la maturiti des cdriales mais avant quo
Acquistion a recolte nait commenci. Ce moment dipcnd dvidemnment do la region

des bndesTM 3 4 e 5ce des conditions climatiques de la saison complkte de culture. 11 est
facile de connaltro les conditions climatiques d'une saison particuli~re
et me la date approximative du dibut de la ricolte en consultant les

Lectre e 11agecomp~teagronomes r~gionaux ot locaux.
La saison 1987 a iti particuli~rement favorable cn Outaouais

et le I1I ao(It plusicurs champs de c~rdales avaient iti ricoltis. Cette

Cration d'une sous-image Analyse des histogrammes date dtait donc trop tardive dans cc cas particul~er. Matheureusement,
it n'existait pas d'autros images mioux adapties A nos besoins. Les
caractdristiques de passage du satellite Landsat et le climat canadien
restreignont les probabilitis d'obtenir plusieurs images sans nuages au

Etalemants lin~aires do contraste cours d'une meme saison do culture. On risque donc de se trouvor assez
souvent devant l'obligatian d'utiliser des images pas tout h~ fait adap-
tdes A 'application disirde.

Rdalisation de Dans notre cas, ii a Eti impossible do distinguer automatique-
reproductions photographiques ment les cdrdales de cortains autres objets tols les jach~res, les routes,

fausses coubeurs les gravi~res et sablires, les ddpotoirs et les rdsidus miniers. Au
(5.rouge, 4-vert, 3-bbeu) moment du report sur los cartes, i iEtait facile d'idontifier ces confu-

sions par Ie contexto et de les corriger; par contre, au moment du cal-
cul automnatique des superficies, it a fallu dvaluer la vraie superficie de
la classe cdrdales en soustrayant un certain pourcontage associd aux

de 'tsdnrineen et vsiesretrri objets avec losquels it y avait confusion.des ite denraiemen etvis Iesr leterainNous jugeons opportun de rappeler l'importance de crder, au
# moment de la classification automatique, autant do classes pour cha-

Classfication automatique Calcul automatique quo culture qu'il y a d'Etats dans lesquels cette culture so prdsonte. Par
par maximum do vraissemblance do la supericie de chaque classe exemple, le !11 aoflt 1987, les champs do fourrages et paturages pou-

vaient so presenter dans los dtats suivants: foin fralchcment coupE et
ramassd, foin fralchement coupe et couchd sur le sol, foin en croissance,
fain & maturitd, etc. 11est donc impensable do demander a un algorithmo

Regropernnt ds s~us~lssesdo classification quel qu'il soit do classifid une classe aussi large. III est
do loin preferable do faire autant do classes quo diEtats et do regrouper
ces classes en leur assignant line m8me couleur au moment do la visua-

Naliatin d diaosdveslisation.

de limag clasiiie___Conclusion
# La mdthodc quo nous avons utilisde pour cc travail est tr~s

Projctio el ragae su lesefficace et nous n'hesitons pas A la recommander pour d'autres travaux
carts cdastale au :20000du m~mo genre. Les images du capteur Thematic Mapper, ayant une

I ~resolution spatiale do 30 m par 30 m, sont bien adaptdes pour couvrir
Figure 1: Shdma do la m~thode une region comme cello do la prisente Etude et affront une precision

des contours tr~s satisfaisante. Do plus, lorsqu'elles; sont do bonne
Au moment do choisir do no pas faire do corrections geometri- qualitE et qu'en particulier on n'y trouve pas do voile d'hun-iditi atmos-

quo, notre hypotUse Etait quo l'image TM grossi~roment corrigee sorait phdriquo, elles contiennont beaucoup d'information sur le territoire
assez juste pour so superposer presque parfaitement A une petite sur- agricolo et los cultures.
face comme une carte cadastrale au 1:20 000. Cette hypoth~se sost Avant d'acqu~rir une image, nous recommandons aux utilisa-
av.5re juste et seulos quelques manipulations do projectour et do Ion- tours do s'informer aupr~s des agronamos rdgionaux et locaux et, si
tille etaient n~cessaires pour superposer los diapositives do l'imqrg clas- n~cessaire, aupr~s des agriculteurs eux-m~mes, des conditions china-
sif iee sur los cartes cadastrales. Los voies do circulation et los lInnites tiques do l'ann~e A etude et du moment approximatif do Ia r~colte des
cadastrales dtaient los principaux. points do rep~re servant A guider Ia cdr~ales. Si une image prise juste avant cos recoltes Etait dispanible,
superposition. Encore l&, la resolution spatiale do TM dtait bien adap- coci Cviterait la confusion entre cireales et sals nus.
tee A une cartographic au 1:20 000. La methodo do report par projection, bien quo pdnible pour los

yeux: du cartographo, est efficace et peu collteuse. 11 ost A noter qu'il
Discussion n'a pas et necessaire do faire do correction gdometrique A l'image TM

Bernier et Dupont (1986) recommandent d'utiliser une image pour qu'ello so supe.-poso presque parfaitoment aux cartes au 1:20 000.
enrcgistrde ontre Ia mi-juillet et la fin d'ao~t, il nous semble cependant Ceci evite des manipulations longues et co(Iteuses on temps doporateur
quo lImage doit etre choisie plus precisement en fanction do Ia region et do calcul.
At ltude et des caractdristiques climatiques do Ia saisan en question.
L'image choisie scra probablement situee dans Ia majorite des cas entro R~frences
Ia mi-juillet et la fin d'ao~t mais, dans un cas particulier, une image du Bemier, M. et 0. Dupont, 1986. Realisation do cartes do l'utilisation
milieu de hillet nujde In fin dinO nniirrait np nan; Atre tiRntfaispn d 1solen mi1ie, agrcole par'm des done deLn TM4.
tout. Rapport m~thodologique du projot conjoint TM/Agriculture

Le principal problme est l'identification des c~rdales. Trop tOt (321044) prdsentd au minist~re do l'Agriculture, des Pecheries
dans Ia saisan, elles so confondent avec los fourrages et paturages alors et do l'Alimentation du Quebec, Centre canadien do
quo trap tard elles sont rdcoltdes et so confondent avec los surfaces non- t~l~d~tection, Ottawa, Ontario, 51 p.
vdgdtalisdes. A cc dernier moment, elles peuvent memo so presenter Gosselin, Y. et A. St-Yves, 1988. La valorisation agricole des boues
dans plusiours 6tats diff~rents: champs avec chaumo, champ ddchau- do stations d'6puration des eaux usdes municipales. Municipa-
m~s, champs avec repousse do fain, etc. lite, mars-avril 1988, p. 7-9
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ABSTRACT

The University of Texas at Austin and the USDA at Weslaco, Texas have begun a cooperative
program, that has support from the local cotton industry, to evaluate agricultural applications
of multispectral satellite imagery in the Rio Grande Valley (RGV). The primary application
studied was that of monitoring defoliated cotton (Gossyplum hirsutum L.) stalk destruction for
pink bollworm (Pectinophora gossypiella [Saunders]) control. Satellite scenes acquired on July
17, October 2, and November 13, 1988, indicated that other useful agricultural management
applicacions would be possible including mapping of saline soil and cotton root rot
occurrence. Initial results indicate that 20 meter resolution multispectral satellite imagery
is sufficient for on farm management decisions about individual fields.

KEYWORDS

Cotton, Pink BollWorm, Boll Weevil, Stalk Destruction

INTRODUCTION comply with the law, the potential for large
scale infestation by very small acreages

Pink bollworm (Pectinophora gossvpella of residual cotton is high. Currently, the
[Saunders]) and boll weevil (Anthonomus USDA-ARS conducts high altitude flights and
gradis Boheman) are the most destructive compares aerial color infrared (ACIR)
insect pests of cotton (Gossypium hirsutum photography from June-July with that from
L.) in the United States. Under the mild October and November to determine the
climate of south Texas cotton is a perennial location of cotton which has not been
such that cotton plants that are not destroyed. A two year cooperative program
destroyed after the late summer harvest between the University of Texas at Austin
provide a food source that supports a large and the USDA-ARS at Weslaco, Texas, that has
population of bollweevils over the following support by the local cotton industry, was
winter (Summy et al., 1988). These weevils initiated to investigate the use of high
cause severe economic damage to the cotton resolution multispectral satellite imagery
crop during the next growing season. State for monitoring the cotton plow-down program
legislation was passed in 1987 which in the RGV. In the course of this program
requires all Texas cotton farmers to destroy additional agricultural management
the stalks in September after the harvest, applications of potential benefit to farmers
Usually stalk destruction is done by in the RGV have also been identified.
plowing, hence the descriptive term
plow-down to describe plant destruction for EXPERIMENTAL METHODS
the cotton plow-down program.

Through proper management of the cotton A 6.4 by 4.4 km (4.00 by 2.75 mile) test
plow-down program it is estimated that site lccated between Elsa and Weslaco,
farmers in the Rio Grande Valley (RGV) could Texas, (north latitude 26.230, west
save as much as $15 million in pesticide longitude 97.960) was selected to
spraying costs and reduce pesticide usage as monitor the RGV cotton plow-down program
much as 400,000 gallons per year on the using SPOT* multispectral satellite
300,000 acres of cotton generally grown in imagery acquired on July 17, October 2, and
the RGV (Summy et al., 1988). Chemical November 13, 1988. Aerial color infrared
runoff as well as direct and indirect photographic imagery (ACIR) was also
negative environmental effects on humans and obtained for July 15, 1988. The cotton
other crops would be greatly reduced as plow-down program and other possible
well. agricultural applications visible in the

Adequate monitoring is critical for satellite imagery were evaluated by
effective management of the cotton plow-down comparison with the ACIR imagery.
program because, even though most farmers
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RESULTS AND DISCUSSION cotton crop in this area was very sparse
because of the soil salinity effects. Root

Green vegetation appears as red in the rot also causes a decrease in plant cover
October 2, 1988, satellite false color image similar to soil salinity effects.
(Fig. 1). The shades of red change from Irrigated fields can be detected, such
livht to dark corresponding to changes of as the fields at row 2 and columns 7, 9, and
vegetation amounts from sparse to dense. 10 (Fig. 1) because wet fields appear as
The satellite image is annotated by a dark in the false color satellite imagery.
quarter mile row and column grid system. The ability to detect excess soil moisture
Most vegetation shown in this October scene could be useful during periods following
is either sugarcane, such as the field heavy rainfall or to detect and manage
located at rows 5 and 6 in columns 6 and 7, fields that are not draining properly.
or vegetables, such as the corn field Recent problems in the Rio Grande Valley
located at rows 7 and 8 in columns 4 and 5. with citrus black fly (Coccus hesperiduru
All cotton should have been harvested and L.) infestations can also be mapped using
plowed-down before September 15, 1988. the satellite imagery. The dark vertical
However, there were two fields of strip, located at row 8 and column 11 in the
undestroyed cotton remaining after the October satellite image (Fig. 1), is a
September 15, 1988, cotton plow-down citrus orchard just affected by citrus black
deadline, that appear in the SPOT satellite fly. The black fly produces a black sooty
imagery at rows 9 and 11 in column 1. There mold fungus (Capnodium citri Berk. and
is a citrus orchard located between these Desm.) on the surfaces of citrus leaves
two cotton fields. resulting in the dark reflectance signature

Field visits in October showed that the shown in this satellite image (Gausman,
cotton in these two fields (Fig. 1) had been 1971). If untreated, the sooty mold reduces
defoliated and then harvested but had not the productivity and economic value of a
been shredded and plowed down. Thus, the citrus orchard. Biological methods that
cotton left in these two fields refoliated utilize blackfly parasites is the method
producing the red signature characteristic generally used to control black fly. A
of green vegetation and could harbor boll earlier July satellite and ACIR image
weevils over the 1988 winter period if not indicated that the field was still normal in
eventually plowed-down. These boll weevils appearence.
could then become a problem for the 1989 Two acres of Kenaf (Hibisous
summer cotton season. Most cotton fields in cannabinus), located at the north USDA-ARS
this area were properly plowed down, such as research farm can be see at row 9 in columns
the field located at row 14 in columns 8 and 10 and 11 (Fig. 1). The Kenaf is the small
9, and is now void of cotton regrowth. red square in the center of the farm that is

In actual operations satellite images largely bare of experimental crops at this
before and after the September 15 cotton time of year. Kenaf is being considered as
plow-down program deadline would be compared a crop for the RGV that will be economically
to locate cotton that has not been important for the production of paper.
destroyed. The University of Texas at Thus, monitoring Kenaf could be a future
Austin, in cooperation with the USDA-ARS, agricultural management requirement for the
Remote Sensing Unit, at Weslaco, is RGV.
developing computer aided image processing
techniques to make these comparisons CONCLUSIONS
automatically. When developed, these image
processing techniques could become part of a The cooperative program between the
satellite monitoring system that could save University of Texas at Austin and the
agriculture in the Rio Grande Valley USDA-ARS at Weslaco, Texas shows promise of
millions of dollars a year in chemical costs bringing high technology aerospace
for control of the pink bollworm. techniques to the management of agriculture

The 20 meter resolution of the SPOT for the farmer. This technology should
satellite imagery is also capable of mapping allow monitoring of many different
areas of cotton root rot (Nixon et al., agricultural management problems in the Rio
1975), a fungal disease (Phymatatricham Grande Valley of south Texas. The advent of
omnivorum) of the soil, and salinity 20 meter multispectral satellite imagery and
(Everitt et al., 1988) in cotton and sorghum the availability of inexpensive image
crops. Root rot and salinity cannot be processing and geographic information
monitored using October satellite images systems as well as inexpensive yet powerful
because these problems can be mapped only microcomputer systems means that the remota
during the growing season when there is sensing satellite technology developed over
vegetation growing. However, one example of the last twenty years could become available
soil salinity effect can be seen in the for on farm as well as on ranch
light colored soil in the center of the implementation.
field that contdined cutuwz L LUW 14 in
columns 8 and 9. Imagery acquired during ACKNOWLEDGEMENTS
the growing season, July 17, showed that the
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Abstract 1. Introduction

The aim of this paper is to present a research pro-
gram underpinning the design and implementation of

To design and imple it knowledge-based systems cooperative systems for perceptual tasks in a remote
for perceptual tasks, t as interpreting remotely- sensing environment. The need for the program is mo-
sensed data, we must first .uate the appropriateness tivated by an analysis of current expert system technol-
of current expert system menuidology for these tasks. ogy and the requirements of perceptual tasks.
That evaluation leads to four conclusions which form
the basis for the theoretical and practical work described 2. Expert Systems
in this paper. The first conclusion is that we should
build 'cooperative systems' that advise and cooperate Expert system technology has extended the range of
with a human interpreter rather than 'expert systems' problems amenable to computer-based solutions. The
that replace her. The second conclusion is that cooper- classic view of an expert system is that it is a com-
ative systems should place the user and the system in puter program that satisfies the following requirements
symmetrical roles where each can query the other for (Walker et al., 1987). It must solve, or help to solve, an
facts, rules, explanations and interpretations. The third important problem that would otherwise require human
conclusion is that most current expert system technol- expertise and judgement. It must integrate new knowl-
ogy is ad hoc. Formal methods based on logic lead to edge incrementally into the knowledge base. It must
more powerful, and better understood systems that are help the designer and user elicit, organize, display and
just as efficient when implemented using modem Pro- transfer knowledge. It must provide explanations of its
log technology. The fourth conclusion is that, although advice. It must reason with inexact and exact knowl-
the first three conclusions can be, arguably, accepted for edge. Finally, it must support a readable and natural
high-level rule-based symbol-manipulation tasks, there user interface. To satisfy these requirements an expert
are difficulties in accepting them for perceptual tasks system must have a knowledge base of facts and rules,
that rely on visual expertise. In the rest of the paper and a rule engine for deriving new facts and establishing
work on overcoming those difficulties in the remote goals. In addition it may have an explanation genera-
sensing environment is described. In particular, the is- tor, methods for acquiring and encoding new knowledge
sues of representing and reasoning about image forma- and a dialogue handler for the user interface.
tion, map-based constraints, shape descriptions and the The standard task classification for expert systems
semantics of depiction are discussed with references to (Stefik et al..19F , breaks the applications into the fol-
theories and prototype systems that address them. lowing six generic task domains: interpretation, diagno-

Keywords: Cooperative systems, expert systems, map sis, monitoring, prediction, planning and design. Prob-
interpretation, remote sensing, perceptual tasks, shape lems in these domains have in common the character-
description, depiction. istic that their space of possible solutions is very large,

ruling out a generate-and-test exhaustive enumeration
algorithm. In addition the tasks may require tentative
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reasoning with incomplete knowledge on time-varying, to trust the other components. This will only occur
noisy or incomplete data. if the other components are seen to be transparent

On the face of it then, current expert system tech- und reliable. Perhaps the only way to ensure this is

nology, as embodied in rule-based shells, is ideal for in- to place the user and each component in. symmetrical
terpretation tasks in a remote sensing environment such roles where each can query the other for facts, rules,

as, say, updating a forest cover map based on satellite explanations, interpretations and justifications. This

imagery, a digital elevation model and an earlier for- approach to interfaces for knowledge-based systems has

est cover map. But, in fact, that is far from the case; been called the QUARFE interface since it is based on
we shall examine why this is so and what can be done a protocol that allows Questions, Answers, Rules, Facts

about it. and Explanations (van Emden, 1988).
Much current expert system technology is ad hoc.

3. Cooperative Systems The programs are large, complex, opaque, and unreli-
able. When an answer is computed its relation to the

There are essentially two reasons why current expert input is unclear and when new rules are added they in-
system technology is inappropriate for most perceptual teract with old rules in unexpected ways. These prob-
tasks. First, it doesn't work very well. Second, it takes lems lead to major difficulties in scaling up from small
us in the wrong direction. It doesn't work for a variety projects to large ones. By implementing the rule inter-
of reasons, but basically because it fails to build internal preter in Prolog as an extension of the standard Prolog
models of the process it is trying to understand. interpreter (Sterling and Shapiro, 1986) one can add

Attempts to build diagnosis systems that reason facilities that implement the QUARFE interface. This
about the structure and function of the device to be diag- also allows one to know that a conclusion drawn by
nosed are leading to better performance. This is known a component is a logical consequence of its facts and
as 'diagnosis from first principles' or 'model-based rea- rules. This enables the user to trust the component be-
soning'. We must do the same for interpretation tasks. cause it is transparent and reliable. Moreover, one can

When I say it takes us in the wrong direction, I implement, in the rule interpreter, schemes for repre-
mean simply that trying to build a program to replace senting inexact knowledge based on a formal Bayesian
a human expert represents an attempt to de-skill the theory of probability without paying the price of losing
task. It is not likely to lead to strong support from the clear semantics of first order logic (Poole, 1989).
the expert; moreover, if the program cannot interact in
terms of models the expert understands the prospect of 4. Remote Sensing Tasks Requirements
effective knowledge transfer is minimal. Although the conclusions of the previous section re-

This rationale lies behind arguments for designing garding the need for, and structure of, cooperative sys-
and building prototype 'cooperative systems' that ad- tems may be, arguably, accepted for high-level symbol
vise and cooperate with an expert, or a novice, inter- manipulation tasks there are major hurdles on the path
preter. Such systems are 'cooperative' in another sense of implementing them for perceptual tasks that rely on
as well. We envisage a cooperative system having a visual expertise. In this section we mention some of
variety of knowledge sources, including the user, and those difficulties and describe some work on overcom-
allowing them to cooperate to arrive at a mutually con- ing them.
sistent interpretation. A cooperative system whether it be for diagnosis or

For example, given that standard maximum like- interpretation must represent, and reason about, the un-
lihood methods can produce partially correct classifi- derlying physical reality it is dealing with by construct-
cation results based on spectral signatures (subject to ing an adequate model of that reality. For perceptual
several restrictive assumptions), the user could sketch interpretation tasks the image formation process must be
a map on the image, allowing a sketch map interpre- thoroughly modelled. We cannot make simple assump-tation nroaram to intemret the man. sunnlvinL7 snatial , ... .ua

tA ti,,pro gSra tinre atheSM map. ul sai I sahg---i m ag" i . a -- ice is a furc-
constraints and context sensitivity to a spectral segmen- tion solely of a scalar surface albedo which uniquely
tation knowledge source. Such a cooperative system characterizes the ground cover. Models of the optics
has been realized (Glicksman, 1983; Havens and Mack- of image formation including distributed illumination
worth, 1983). sources, scattering and haze, surface elevation, slope

For such systems to succeed, the user, who is an and aspect, non-Lambertian surface reflectance and so
active participant in a cooperative system, must come forth as, for example, in (Woodham et al., 1985) and
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(Woodham and Gray, 1987) are essential. data to a map database (Mokhtarian and Mackworth,

These models capture the optical constraints of the 1986).
task, and they are necessary but they are not sufficient. The user interacts with a perceptual cooperative
There are often non-optical, physical and perhaps even system visually - by drawing and reading sketch maps,
cultural, constraints that must be modelled. The user for example, rather than typing sentences. On the other
and the various components of the cooperative system hand, we concluded in Section 3 that such a system
must be able to communicate questions, answers, rules, should use a formal logic as its internal representation
facts and explanations about such constraints easily. Al- language. (Or, at least, it can be characterized as so
though, a component can model these constraints inter- doing - it may not be implemented that way.) This
nally using sentences in predicate calculus, at the user leaves a chasm to be bridged: we need a logical theory
interface they must be represented visually using the of the semantics of maps. We describe such a theory for
graphical formatting conventions that have developed diagrams in general in (Reiter and Mackworth, 1989).
into the language of maps. This logical framework requires the implementer to

In our Mapsee project we have designed, imple- write a set of sentences in first order predicate calculus
mented and tested a series of computer programs, to describe the image, another set to describe the scene
Mapsee-1, Mapsee-2 and Mapsee-3, for interpreting and a third set to describe the image-scene depiction
sketch maps of geographic regions. Mapsee-2 and mapping. These sentences can include general facts
Mapsee-3 use schemas to represent and reason with a about a class of images (the set of all maps, say)
variety of constraints (e.g. 'roads must be on land', 'a - what image objects can appear in them, how they
shoreline bounds a land region on one side and a wa- relate and so on - and also facts about a particular
ter region on the other', . . .) to achieve a consistent image. An interpretation of a diagram is defined to be
interpretation of the map. See (Mulder et al., 1988) for a logical model of the complete set of sentences. An
an overview of the Mapsee project. As mentioned in implementation of this theory now exists in prototype
Section 3, Mapsee has been used to provide a visual in- form for a restricted class of maps.
terface to an interpreter, allowing him or her to sketch
features over aerial images of small towns (Glicksman, 5. Conclusion
1983). The Mapsee interpretation of the sketch is then In summary, knowledge-based systems for percep-
used to provide tight contextual constraints to a tra- tual tasks should be designed as cooperative systems not
ditional maximum likelihood classifier. This illustrates expert systems. Cooperative systems should be seen as
the cooperative principle: the user and the system com- including the user. The components of such a system
ponents each contribute their expertise to arrive at a interact in symmetrical ways using the QUARFE pro-
shared goal. tocol. Internally, the components should be specified

In general then, a cooperative system for remote and, perhaps, implemented using first order predicate
sensing tasks must accept images in various forms as calculus.
'facts' from the user. In order to be useful these im- An analysis of the obstacles preventing the imple-ages mustybesreferredototaccanonicalncoordinatemsys-
ages must be referred to a canonical coordinate sys- mentation of such systems for perceptual tasks in a re-
tem and interpreted into a common framework. But mote sensing environment was presented. This analy-
we should not require the user to provide a map reg- sis established four research goals. The first is to build
istered to an image or to carry out manual registra- adequate models of image formation. The second is
tion through the use of ground control points. Sensor- to represent and reason about map-based constraints.
based raster imagery must be automatically registered The third is to derive multi-scale shape descriptions and
to map-based vector data. Both the raster imagery andthe ecto imgerymay e povidd atman difer- matching algorithms. The fourtx is to establish a theory
the vector imagery may be provided at many differ- of depiction that applies to maps and other diagrams.
ent scales. Good descriptions and multiscale matching The resulting theories and prototype systems demon-
techniques are necessary for registration. Recently we strate that the goal of building cooperative systems for
have developed techniques that smooth contours in a
path-based coordinate system. These techniques have perceptual tasks is achievable.
certain properties that are essential for matching pur- 6. Acknowledgements
poses (Mackworth and Mokhtarian, 1988). We have
also developed a system that exploits this representa- The financial support of the Natural Sciences and
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ABSTRACT of vegetative cover, especially in sensitive biomes.

Techniques used in remote sensing applications for A monitoring of the environment of a substantial
resource mapping can be used over long periods of time area, such as a continent, will require the integration
to provide information on dynamic, environmental of data, information, knowledge, and expertise from
processes of geographicLi areas of interest. Expert many sources. Expert systems will be useful in
systems will be useful In extracting environmental automating the processes of data integration, object
predictions from complex sources of data and in representation, image interpretation, interpreting the
automating the processes of data integration, object results in terms of environmental parameters, and in
representation, image interpretation, interpreting the determining the changes in these parameters over time.
results in terms of environmental parameters, and Expert systems can also assist in extracting
determining the changes in the parameters over time. environmental predictions from complex sources of data
Additional predictions which can be extracted from the of varying accuracies. Integrated expert systems can
same knowledge base are: when and where further also serve as a decision support tool to decide when
measurements are required, which measurements are most and where further measurements and data are required,
essential, and predictions of which changes are expected which measurements are most valua:1e, and to even
in specific areas given the past history and rates of suggest options for actions to minimize environmental
change. damage.

Representations of data within the expert systems Representations of data within the expert systems
will include multi-temporal remote sensing from multiple will include multi-temporal remote sensing from
sensors and platforms, GIS data, digital terrain models, multiple sensors and platforms, GIS data, digital
field measurements, and environmental parameters. terrain models, field measurements, and environmental
Knowledge of information extractin will include data parameters. Knowledge of information extraction will
integration, image analysis, physical and biophysical include data integration, image analysis, physical and
interpretation of ground measurements, and extraction biophysical interpretation of ground measurements, and
and interpretation of environmental parameters. This extraction and interpretation of environmental
paper examines methods for data and knowledge parameters. No single expert exists who covers all of
representation for environmental change as detected with these areas. Therefore, knowledge within the expert
remote sensing data and describes a design for a system will be associated with different levels of
hierarchical expert system with distributed knowledge expertise and scope and will come from multiple human
and expertise. Given the complex nature of the experts.
environmental problem of terrestrial warming, expert
systems will be required to blend the diverse data We propose an hierarchy of experts which we call
sources, models, and to make predictions. the Environmental Monitoring System (EMSys). Initially,

each level of knowledge (or expert) in EMSys will have
1.0 INTRODUCTION the ability to draw uoon the knowledge from lower

levels. Any lower level expert may be required to
Remote sensing is being used for renewable and provide information to any number of higher level

non-renewable resource mapping, monitoring, and experts. Experts at the lowest level will be required
exploration. The techniques used in these applications to perform generic operations with the actual data
of remote sensing can provide over long periods of time (remote sensing, GIS, ground measurements). The next
information on dynamic, environmental changes in higher level will interpret these data and attempt to
qeoqraphical areas of interest. Information from extract environmental parameters of interest. The next
Geographic Intormation Systems (GIS) and biological higher level will make environmental predictions based
ground measurements, in combination with remote sensing on models, interpreted data and historical information.
data and models, can provide information over large Several intermediate levels will be required to
areas about environmental changes from which future organize experts with different scopes of knowledge.
predictions about the environment can be made. For example, experts which interact purely with remote
Modell in g of the earth's climate under the assumption sensing data will be separated from experts which
of a doubling of CO2 leads to predictions of large interact purely with ground measurements, although they
temperature increases and major shifts in precipitation may be at the same level of expertise.
patterns (Parry et al, 1988) resulting in major changes
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The low level of experts will perform multi-sensor changes in radiometric sensitivities over time. There
integration by combining remote sensing data from will also be the occasional missing line or portion of
different sensors which have different spectral, a line. Users can order Canadian geocoded products,
spatial, and temporal characteristics. This level will for example, where geometric corrections have been made
also inteqrate remote sensing with GIS and digital using ground control derived from 1:50,000 NTS maps,
elevation data, perform image analysis on the combined which themselves have variable accuracies over time.
data set, and perform preliminary analysis on the ground
measurements. In order to use these data effectively, one must

include many other factors in the information
The higher level of experts will require the most extraction process. These include the viewing geometry,

extensive use of uncertainty in the system. The the illumination sources, the atmospheric conditions
certainty computations which have the most value will under which the data were collected, and the effects
be: the confidence that a computed change in the of topographic relief. Viewing geometry and the local
environmental parameters is significant, the probability terrain relief cause occlusions, shadows, layover in
that a detected change is an effect of climatic change, microwave imagery, positional shifts of pixel
and the contribution that any given measurement locations, and apparent compression or elongation of
variation has had in terms of estimating uncertainties objects, depending upon the sensor being used.
for environmental predictions. The environmental
history of a given geographical site will also be For optical sensors it is essential to correct
treated at the higher level of experts. Given the for atmospheric effects as precisely as possible in
complex nature of the environmental problem of order to detect the most subtle changes. Often this
terrestrial warming, expert systems will be required to means the use of atmospheric models and the integration
blend the diverse data sources, models, and to make of observations from meteorological satellites and
predictions. ground stations. Environmental monitoring is

particularly important for the most sensitive biomes,
2.0 SOURCES OF ENVIRONHENTAI DATA such as the boreal and alpine forests in Canada.

Observations of the environment in mountainous terrain
Environmental monitoring with remote sensing can makes further demands on the atmospheric models in

be carried out by recording the current status of the terms of opacity as a function of altitude.
environment, recording the status at a future time, and
identifying environmental changes. Foi some From this brief list of factors, one can easily
environmental changes, the interval to detect important see that the environmental scientist is going to be
changes may be unacceptably long when compared with the overwhelmed by the large amount of information and
time to implement corrective actions. An alternative complexities of the various sensors and platforms. The
approach, therefore, may begin with the recording of the search space of possible interpretation paths and
current status of the environment, followed by the corrections is large. Expert systems are useful in
prediction of environmental changes likely to take simplifying the user's interaction with a complex
place. Successive remote sensing observations over time search space and in making that search more efficient.
,.,nap shot records) can be used to confirm these For a number of these problems, we have recorded
predicted changes. Ground measurements, based upon a knowledge of the sensors, their corrections, and
stratified, random sampling will still be essential in analysis procedures. Procedures have been written to
oreer to detect quickly subtle biophysical changes not deal with some of the integration problems and will be
yet visible in the spectra of the canopy. The described in more detail in section 3.1.
information derived from remote sensing and ground
measurements will be stored in geographic information 2.2 Geographic Information Systems
systems.

Geographic Information Systems (GIS) are used to
2.1 Remote Sensing Sensors organize, store, analyze, and disseminate

geographically-referenced environmental data.
Remote sensing sensors aboard aircraft and Information which can often be found in geographic

satellites can provide snap shots of the earth in the information systems include current and historical
form of images taken in the optical, infrared, and distributions of forest cover types, other vegetation,
microwave spectral regions. It is unlikely that any wildlife habitat, soils, topographic relief,
single sensor or platform will be sufficient to provide environmental disturbances, and, sometimes, climatic
all of the environmental information required. The records. A major task facing designers of a national
environmentalist will have to deal with thousands of environmental monitoring system is the integration of
images from a wide variety of sensors. The detected information from a wide variety of national and
objects will be compared with previous information, international GIS. There are many obstacles to
This earlier information will likely have been derived standardization of GIS. The large investments in
from aerial photographs which had been used to make maps hardware, software, and data acquisition cause an
and to provide resource information. Since Lhe remote almost stifling inertia. Many GIS use different
sensing observations may span a wavelength range from hardware, exchange protocols and media, and different
400 nm to 22 cm, different properties of objects, and representation formats for output and displays. Even
even the kinds of objects detected, will change with for GIS from the same vendor, users will have
sensor. For example, high resolution multispectral established different data structures with different
imagerb may pruvide uLutate lurest species intormation, meanings and attributes for such features as forest,
while microwave radars would indicate surface roughness, roads, rivers, creeks, agriculture, etc.
crown density, and moisture conditions.

In most geographic information systems, raw data,
Unfortunately, no data source is free from errors. usually in the form of survey notes, aerial

The suppliers of remote sensing data, such as the Canada photographs, and sometimes remote sensing data, are
Centre for Remote Sensing (CCRS,, expend considerable transformed cartographically to a vector based
resources in keeping the calibrations of their sensors representation from which one can produce paper maps
as accurate as possible. However, sensors will have with legends. During this transformation, the data are
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edited according to operational rules, and bymbolized integration is intended to make the description of
according to predefined standards. Zometimes data may object attributes more complete. By doing so, one
be omitted due to certain practices, such as minimum hopes to be able to more precisely recognize and
mapping areas, current importance of such features, etc. characterize envirornental objects, and to be able to
Therefore, the archived products are densely packed better detect subtle changes. The integrated data
symbols, graphics, and database showing the relevant would be transformed into information. Some objects
information for the operational agency. This would be well identified at coarser resolutions and
cartographic process is a mixture of art and science, fewer spectral channels. Thus, the integrated data
The product is efficient for human utilization, but would use iterative, interpretation techniques. An
makes multisource integration more difficult. Current important need in planing the interpretation strategy
research is directed to circumventing this problem and is a means to assess the information value of a
some results are discussed in Section 3.1. particular sensor or GIS in a quantitative manner. The

value of the source will depend upon the queries being
2.3 Biophysical Ground Measurements answered by EMSys.

Given the complexities of the interpretations Integrating data from different sources of
expected of the remote sensing data, it is essential measurements is not simple. A common technique for
that there are frequent oicphysical ground measurements. inteqrating data from different sources is to rectify
These measurements proiide a reference for parameters the data to a cosmnon map projection and to overlay them
that can be derived fron remote sensing and a source of in a data pile stack. This technique suffers the
important biological parameters which can not be pitfalls of positional shifts,layover problems, and
remotely sensed. These measurements would include variable ground resolution in the case of obliquely
atmospheric properties, soil conditions, gas exchanges, looking sensors and side looking radar images. In
plant cell analyses, ages. biomass distribution, and so order to remove these kinds of distortions, digital
forth. There would also be ground measurements of solar terrain models (DTM) are used to provide a correction
illumination and spectraL reflectances and microwave mechanism for most of the distortions. This complex
scattering of surface objects. The measurements would topic is the subject of another paper at this
need to be collected in a statistically valid fashion, conference (Goodenough et al, 1989). The accuracy of
presumably on a stratified grid with random selection the DTM becomes one of the limiting factors in the data
of measurement sites within grid cells, integration. Also, there is a substantial

computational cost associated with geometrically
The biophysical ground measurements would be correcting all data sources. In EMSys this

incorporated into models and into the primary GIS. computational cost will only be incurred when the value
Within the GIS it would be necessary to scale up these of the source for the desired information warrants it.
measurements to cover areas sufficiently large that
meaningful comparisons with remote sensing observations The information extraction process will be
could be made. For many of these measurements, there performed on the appropriate data stack(s). Temporal
is a great deal of uncertainty as to how to do this analysis using a stack pile of images from different
scaling. EMSys would need to support interpretations sensors at different times is a powerful tool in
of integrated data for which there would be large tracing biological cycles and determining future
uncertainties, trends. Effects due to sun angle differences, viewing

geometry, and temporal changes of atmospheric
Historical geographic information in the GIS can scattering can adversely affect the accuracies of the

serve to constrain broader interpretations and to enable interpretations. At CCRS these effects are minimized
unbiased estimates of accuracies. The biophysical using atmospheric and sun angle correction software.
measurements will provide the details necessary for
precise evaluation of current interpretations and The information extraction process is a complex
predictions. procedure which requires the knowledge of experts.

Unlike simpler expert systems, EMSys will need to be
3.0 ENVIRONMENTAL INFORMATION INTEGRATION able to evolve as human experts becore more expert.

The model of a static human expert, so often cited in
3.1 Information Integration AI literature, is not applicable to the environmental

monitoring problem. EMSys will itself need to
An environmental monitoring system should keep incorporate a learning ability. At the present time

track of objects over time. Ambiguities Prise when one this is beyond our capability.
attempts to define precisely such objects as, for
example, forest stands. That which is a forest stand Current research being performed by the authors
of some grouping of species will likely evolve under the looks into goal-directed information integration. We
stress of climatic change to a different species mix or postulate that instead of classifying a large stack of
even to a non-forest state. Polygonal representations images, it is possible to identify objects from a few
are poor for tracking such temporal changes. For this images and then verify their accuracies with other
purpose the most effective tessellation of the earth is imagery or geographic information. The system will
a grid. We expect, therefore, that EMSys will utilize include a knowledge base containing plans and
a variety of grids. Polygonal representations will be accuracies of classified images. When a goal is
generated as required to depict environmental objects entered into the system, EMSys will first search
for qnpcifir times. throuqh the plans and identify the most cost effective

method of execution. A given plan includes selecting
Objects have attributes which vary over time. the best features for object detection and

These attributes include spatial and spectral identification, selecting procedures for the data
electromagnetic responses, size, biomass, orientation, correction, determining the integration and
location, and so forth. If we consider objects as being classification procedures, and finally generating sub-
represented by an n-dimensional vector, then remote plans to execute for improving the accuracy of the
sensing measurements represent in incomplete sample of results. Section 4 describes the hierarchy of experts
these attributes for a specific time. Inforwation for this task.
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3.2 Modelling Environmental Changes given goal.

Modelling of the scene and the objects is an 3.4 Data and Knowledge Representation
important technique for integrating remote sensing,
ground measurements of biophysical parameters, and GIS. At CCRS, an hierarchical expert system, the
As a focus of attention, we consider the monito~ing of Analyst Advisor, has been developed (Goodenough et al,
forests. The hierarchical forest model (Figure 1) is 1988) for updating a forest GIS with objects derived
split into a forest growth model and a forest scene from remote sensing imagery. The Analyst Advisor
model. The forest growth model uses biophysical data, contains more than 30 expert systems built upon our
present forest cover, historical forest cover, and shell, RESHELL. EMSys, described in greater detail in
climate and hydrological projections in order to model section 4, will also be an hierarchical system of
the biomass and successional states of the forest. experts. Each expert system in the Analyst Advisor
Physical measurements include climatological, contains rules with a specific scope of knowledge. The
hydrological and biochemical data while the ground rules are obtained by extracting the knowledge of image
measurements include tree species, tree characteristics analysts, foresters, and photo-interpreters For
(diameter, height, leaf area index, leaf moisture environmental change detection it will be necessary to
content, etc.), as well as soil measurements (soil type, include knowledge from biologists, biochemists,
mo.sture content, etc.). meteorologists, ecologists, geologists, and a variety

of resource disciplines. Each expert in the system
The forest scene model incorporates tne remote determines which other experts it needs to consult with

sensing data. The output of this model, run in the in order to meet its goal.
forward direction, is a simulated scene for a future
time which can be compared with scenes acquired at that Knowledge and data representation will be in
time. The forest scene model has three sub-models, a several forms. For efficient communication amongst
sensor model, a forest canopy reflectance model, and an experts, a frames database is used. This frames
atmospheric model. Components of the forest canopy database stores names of physical objects and a list of
reflectance model are the soil model, radiometric and associative information about each object. The
geometric tree models and an understorey model. The associations include the object's relationship with
models may be run in an inverse mode in which remote other objects, and quantitative or qualitative
sensing imagery is used to derive forest canopy information about the object. Knowledge is also
modelling parameters. Tha tree model, for example, represented in the from of production rules.
draws upon a spectral database for trees, tree Uncertainty values can be assigned for frames, objects,
components, soils, rocks, and the understory. and rules. Data is stored in various formats,

including grid, vector, polygonal, scalar, and
Combining the forest scene model with the forest symbolic. The expert systems transform the data into

growth model into a hierarchical forest model, we hope information through many processes. The highest level
to be able to scale local measurements to larger scales, expert subdivides the user's goal into subgoals for
This approach or something very similar is what is each expert system. The responses of the expert
required to relate remote sensing observations with systems and the associative relationships of the
predicted environmental states for various objects, objects and frames are used to generate the information

requested by the user. A research problem is the
3.3 Assessing the Worth of Information distribution of knowledge throughout the system. For

example, does an expert system for segmentation with
If an expert system is to evaluate and select the optical images require knowledge of forests or can the

data for an information extraction computation, then the forestry knowledge be confined to higher level experts?
information content of the various data sources must be
quantified. In general, it is very difficult to 4.u DESIGN OF AN EXPERT SYSTEM HIERARCHY FOR
quantify the amount of useful information contained in ENVIRONMENTAL MONITORING (EMSys)
an image. The usefulness of an image to a user depends
on how many of the features in the image are directly 4.1 Proposed Hierarchy of Experts
related to his or her goals. Because the user's goals
vary greatly, the information content or value of the The structure of the expert system must take into
same image or data source changes as a function of the account that several levels of processes and knowledge
user's goals. In order to quantify the information storage will occur. The lower level must include the
content, we would have to know the methods that can be more procedural and domain-specific experts. This will
used to achieve the goal (extract the desired ensure each expert has a unique purpose. As one moves
information) and the amount of support which can be up the hierarchy, the expert systems make decisions
provided by a given data source to achieve the goal. based upon generalization of information and data from

lower levels. Our shell, RESHELL, will not upload
The value of a particular data source can be knowledge from a lower level expert system unless the

measured in terms of the amount of acquisition and expert is being consulted in the decision making
computation costs to produce the needed support. The process. This provides efficiency in memory
support of a goal for an image, for example, can be management, modular development, and simplifies the
defined in terms of well known image descriptors such maintenance of the expert system hierarchy. The
as linear features, regions, shape, local variance, RESHELL structure also allows each expert system to be

.. spati, sand Spectlll ILu,..y utenti, also a network ot expert systems, each one having a
concavity, convexity etc. Odum (1988) has suggested the specific purpose and an ability to call upon other
use of transformities as an energy-scaling factor for expert systems. It is this ability which allows us to
hierarchies of information. Given a search space of build complex systems for multisource integration.
multiple routes to a desired goal, one selects that path
from initial data to desired information goal requiring The structure in Figure 2 shows the proposed
a minimum transformed energy. We are now exploring a hierarchical expert system structure for environmental
variety of mathematical expressions and models for change detection, EMSys, using the philosophy described
computing the optimal selection of data sources for a above. There are three major groupings: Goal Driven
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Models, Environmental Assessment, and Data Analysis and ways. Since it can generate synthetic imagery
Integration. The level entitled Data Analysis and corresponding to a particular environmental state, it
Integration contains three parallel data interpretation will useful in providing feedback to the interpretation
domains: Field Data, Remote Sensing Data, and GIS data. experts and in developing probabilities for the various
Each data interpretation and analysis function is a paths for interpretation. The Model Interpreter expert
network of expert systems. The data analysis level will also be used to generate predictions for vaiious
controls multiple experts to produce the features and states which will feed into the Environmental
analyses required to solve a particular goal. The Predictions expert. The Model Interpreter expert will
higher level interprets the results of the data analysis also provide quality control on the lower level
within the data domain, and draws upon, when necessary, experts. The Model Interpreter will be consulted by
the inputs and outputs of the two other domains. The the Environmental Prediction system to predict
data integration level consists of a single expert environmental change over time for various climatic
system to integrate the three data domains, to resolve scenarios. The Model Interpretation expert system is
conflicting interpretations, and to pass symbolic the most complex of the expert systems in the
knowledge and relevant measurements to higher levels. structure. Dealing with forest modelling, for exe -'e,
Conflict resolution may requLze new goals to be it incorporates experts in forest growth models -h
generated for the data interpretation experts in an includes biomass models and succession models )
iterative sequence. forest scene models ( including models for sensors,

forest canopy reflectance and the atmosphere ). These
The Environmental Assessment level applies models require data, parameters and knowledge from

physical meaning to the results of data integration, other levels in the hierarchical structure, such as
One expert system uses the integrated information to imagery and GIS files, climatic and hydrological
extract the environmental parameters of interest, while parameters, and change probabilities derived from past
a second expert system reviews the past history of assessments.
environmental change for the area. Both of these
systems are used by an expert system which determines Any user interface to the environmental expert
which changes have environmental significance. The system must accommodate different types of queries and
Change Determination system also has accesu to the demands of the user on the system. User queries may
integrated data from lower levels. The Change range from "How much spruce do I have in my area" to
Determination system is will make extensive use of "How much forest depletion can be expected in the next
uncertainty values from previous interpretations. The five years in my area due to acid rain?" The first
top level (Goal Driven Models) draws on experts similar question requires only a simple expert to review the
in function to Figure 1 to link environmental parameters GIS data and report the result. The second question
in an environmental model, and to give predictions of requires a model interpretation of the area with
future changes in a particular area. These expert knowledge about the level of acid rain in the area, the
systems are described in more detail in sections 4.2 and history of forest degradation in the area, how much of
4.3. Separating the expert systems into levels of scope the previous degradation is due to acid rain, and the
does not preclude high level experts communicating to extrapolation of this into the future. For these
experts at , much lower level, if required. reasons, the user interface expert system will require

sufficient knowledge of the structure of the entire
4.2 Distritution of Knowledge over the Hierarchy network to produce a complete agenda based on a user

query. In order to respond to the range of queries,
Our shell, RESHELL, allows for a network of the user interface must communicate with all levels of

communicating expert systems. A hierarchy of knowledge the expert networks.
within the network is desirable in order to maintain a
narrow focus for each expert system and to modularize 4.3 Application of the Expert System Hierarchy
the development process. The breadth of knowledge
ranges from general semantic rules at the user interface This paper deals primarily with environmental
level of the system to task-oriented, data manipulation change detection using forest monitoring from remote
experts at the lowest level. The partitioning of data sensing platforms. Extensive and continuing
types in the two lower sub-levels of the Data Analysis collaboration with the British Columbia Ministry of
and Integration level allows the systems in these levels Forests (BCMF) has provided experience in forest change
to maintain minimum scope. The c--Ivsis and detection using remote sensing (Goodenough, 1988). The
interpretation experts for each data domain communicate resulting expert system network, the Analyst Advisor,
through their common, higher level expert. has been written at CCRS with an emphasis on forest

mapping for use by BCMF. The Analyst Advisor is
The Environmental Assessment level also has two embedded in the Data Analysis and Integration level of

expert systems which communicate through a higher level EMSys.
expert. The Fnvironmental History Assessment expert
detects trends in the data patterns over time, and feeds EMSys will initially be applied to boreal and
the results to the Change Determination system. The alpine forests, since these are biomes widely
Extract Environmental Parameters system has knowledge distributed and sensitive to climatic change. The
o! the physical meaning of the data. It will interpret application of EMSys will require a dynamic, evolving
the integrated data in terms of environmental parameters d-velopment process. Much of the knowledge required
and supply relevant parameters to the Change for global monitoring does not currently exist. The
Determination expert. modular approdch prupubud huwe bhuuld pLuvidu a

framework in which to embed this knowledge as it is
It is the Change Determination expert system which acquired. It is relatively straight-forward to provide

uses historical data and physical parameters to detect toolt which enable the participating experts to put
relevant environmental changes. All of this is done in knowledge (rules, frames, and objects) themselves into
the context of user goals. This expert may report EMSys. More difficult is the truth maintenance across
directly to the user, or it may feed information and such a network of experts and the obvious requirement
data to the Model Interpreter expert system. The Model to have a icarning capability. In the Analyst Advisor,
Interpreter expert will oe used in several different we have already solved the problem of running multiple
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experts on several computers communicating
electronically.

Hrr~l]tCA,. FOREST SCONI AND GROWTHHOCCL STAUC1LR

5.0 CONCLUSIONS

The problem of environmental monitoring has been
described as well as the importance of multiple source
integration in predicting future environmental states.
in an area where there are many experts, a complex
search space for possible solutions, and uncertain data, *'.o.

information and knowledge, it has been proposed that .

artificial inte) ligence, initially through expert cc

systems, is an essential technology to integrate
multiple sources of images, maps, and ground
measurements with the knowledge of diverse nerts.
Since there are many analysis paths, theta~ is a
requirement for a quantitative method of assessing the FI

value of a data source. We propose that this can best
be accomplished by knowing the costs to transform n-
tuples of data sources into the information needed to
answer a user's query. This analysis is followed by a ~ o or s

high-level design (Figure 2) of an environmental
monitoring system, EMSys, built upon an existing network
of multiple experts for forest monitoring.
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Abstract There have been a number of different approaches to the analysis of
multisource data in remote sensing and GIS. First of all, the "stackedWhile it is empirically reasonable to assume that multispectra data vector" approach is the most straightforward method, in which all data

have the multivariate Gaussian distribution, geographic or topographic sources are considered simultaneously by organizing the respective
data combined with multispectral data may not be represented by any rmie;asurements into a single vector, and the compound vectors are
parametric model. Furthermore, there is a difficulty in describing the vari- treated as data from a single source. However, its use Is limited to the sit-
ous data types which have different units of measurements These uatlon where the sources are similar and their interactions are easily
problems have been the motivation for the development of classification modeled.
techniques in which various sources of data are assessed separately, and The "iayered approach proposed by Fleming et at (Fleming, 1979)
individual assessments are combined by some means. is more general in the sense that it car treat multiple sources of diverse

In this paper, we present a method for multisource data classification is more geerate thit cttiple s98 ce f divese
based on the Shafer's mathematical theory of evidence. In this method, data types separately. Hutchinson (Hutchinson, 1982) has developed a
data sources are considered as entirely distinct bodies of evidence pro- similar one, so called, "ambiguity reduction" method, whose basic strat-
viding subjective probabilistic measures to propositions In order to egy Is to stratify the data based on one (or more) of the data sources,
aggregate the information from multiple sources, the method adopts assess the results, and resort to the other sources to resolve the
Dempsters rule for combining multiple bodies of evidence. The focuses remaining ambiguities. A major disadvantage of these two approaches Isof the paper are on 1) construction o support functions (or plausibility that different groupings or orderings of the sources produce different
functions) given a body of statistical evidenc , and 2) inferncing mech- results. In their schemes, the reliabilitles and interactions of the sources
anisms of Dempsters rule in combining infortion under uncertcinty cannot be Incorporated systematically in the process.

Preliminary experiments have been undertaken to Illustrate the use Swain et al. (Swain, 1985) proposed an approach which can handle
of the method in a supervised ground-cover type classification on multi- an arbitrary number of Independent data sources. In their mathematical
spectral data combined with digital elevation data. They demonstrate the framework, the global membership function Is derived from Bayes'

specraldat comine wih diita elvaton dta.The demnstatethe formula by applying a statistical independence assumption. Due to the
ability of the method in capturing information provided by inexact and comuativeappy o thegobal ee rfnc tion, Dierent
incomplete evidunce when there are not enough training samples to commutativ of the res In tglobal membership function, different
estimate statistical parameters, orderings of the sources In combination do not have an effect on final

results. More recently, this method has been extended by Lee et at.

Key words :classification, combining function, evidential reasoning, (Lee, 1987) so that the relative quality of the sources can be embedded
muitisource data, remote sensing. In the global membership function.

Although their combination procedures are different, the numerical
1. Introduction representations of Information In the above approaches are commonly

based on the parametric Bayesian inference. It Is very important to rec-
Dunng the last decade, as remote sensing and other dat3 at.quisition ognize that In dealing with multispectral data combined with other forms

technologies have advance,', there has been a trend towarc's exploiting of geographic data, the methods employed must be able to cope with
remotely sensed mullispectral data in conjunction with related data from uncertainties which arise both from Intrinsic randomness of data and from
other sources for the purpose of extracting higher level information from ambiguities In modeling and combining disparate sources.
multi-attribute data bases. For instance, the topographic information ob- The objective of our research Is to develop a general, computer-
tained from digital terrain data has been successfully used together with based method of classification for multisource data in remote sensing and
remotely sensed data in land cover analysis (Franklin et al., 1986; Jones GIS. The method presented In this paper is based on the Shafer's theory
eta., 1988; Strahler et al., 1978). More recently, a lot of researchers in of evidence, where the body of evidence provided by each data source
the geographic information processing community have started recon- Is represented by non-additive probabilities rather than conventional
sidering the possibility of utilizing remotely sensed data within geo- additive probabilities so that uncertainty can be included as a measure. In
graphic information systems (GIS) (Healey et af., 1988; Ouarmby et al, order to aggregate the information from multiple sources and to propa.
1988). With the advancement In designing sensor systems and the gate the uncertainty throughout the combination of information, this
increasing availability of ancillary data, interest in extracting the great method employs Dempster's rule of combination.
wealth of higher level information contained In geographic and remote The primary focus of this paper Is on the construction of support
sensing contexts has led to extensive demand for computer-based, functions (or plausibility functions) given a body of evidence. Secon-
automated (or semi-automated) methods for the analysis of multisource darily, Dempste s rule for combining evidence Is examined in the sense
data. Their development will be hastened more and more by proliferat ion of the desirable properties which agree with human Intuition.
of various and sophisticated remote sensing platforms and sensors In the Viewing the problem of multisource data classification from the
next decades. standpoint of evidential reasoning, we can present a way of modeling

Unlike the situation where we are dealing with purely spectral data human reasoning under uncertainty in pattern recognition and data clas-
from a single sensor, there are some significant factors which must be human re uhe ncratin sourn reciion and a ly
taken into account in devising means for multisensor and multisource spication where the Information sources or decision rules are only
data analysis, such as diverse data types, unknown interactions among partially reliable.
sources, and unequal reliabilities of disparate sources. These problems
have been the motivation for the development of the techniques by 2. Constructing Support Functions In Shafer's Theory
which inferences can be drawn systematically from complex data bases
composed of disparate, unequally reliable sources, regardless of their One of the fundamental problems In applying Shafer's theory to real-
data types and interactions with the other sources. world problems is now to construct either support functions or plausibility
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aperture radar imagery in the shallow mode and the steep mode, respec- Table 3. Information Classes In Experiment.
tively. The spectral band column of sources 2 and 3 explains the band,
and the transmit and receive type of SAR images. For example, XHV Class Cover Pixel %of
means that the image is obtained in X-band (X=3cm) of microwave by No types count total
horizontal polarization transmit and vertical polarization receive. The last 1 douglas fir w/ lodgepole pine 5423 24.10
source is the digital elevation data (DEM). 2 hemlock w/ cedar 3173 14.10

3 douglas fir w/other species 1309 5.82
Table 1. Data set for Experiment. 4 clearcuts 12600 55.99

Source Data Input Spectral
index type channel band(tim) Table 4. Class Separabilities on DEM

4 .50-.55
1 VB MSS 5 .55-.60 class 2 3 4

6 .60-65 1 .574 .927 .630
7 .63-.69 2 1.000 .690

XHV 3 .719
2 SAR XHH

SHAL LHV
LHH Table 5. Classification resultsXHV

3 SAR XHH -_
STEEP LHV Class

LHH Source 1 2 3 4 Overall Average

4 OEM 1 60.35 64.70 71.89 81.98 73.75 69.73
2 72.30 42.96 25.90 79.86 69.71 55.26
3 52.20 19.57 3.97 72.68 56.28 37.11
4 51.91 71.57 0.00 81.98 68.51 51.37

Table 2 Is the statistical correlation matrix between spectral bands of MPCC 48.85 52.44 63.48 91.35 74.02 64.03
the multiband image and the other sources. Correlations between every MSDC 69 52 68 23 88.69 82 70 77 84 77.29
pair of bands (except XHV and XHH bands of SAR SHAL) from different
sources are relatively low compared to those from the same source.
When the data are assumed to be normally distributed, their uncorrelat-
edness implies statistical independence. Thus, it XHV and XHH bands 5 Conclusions
are excluded from the second source, we may assume that the data
sources are globally independent In remote sensing, however, it is In this paper we have Investigated how evidential reasoning based
believed that diflererit remote sensors provide physically independent on Dempster-Shafer theory can be used to represent and aggregate
observations. Hene, allowing the second source to keep XHV and XHH evidential information obtained from various data sources. The linear
bands does not violate the assumption of independence of evidence plausibility functions and Dempster's rule have been employed to
underlying Dempster's rule. develop a new method of classifying multisource data In remote sensing

We have defined 4 information classes out of 9 cover types, and they and geographic information systems. One of the features of the method
are listed In Table 3 We assume that the classes have Gaussian distribu- is the capability of plausible reasoning under uncertainty In pattern
tions on DEM also. In Table 4, separabildies between classes based on recognition and information processing, especially where observed data
DEM alone are computed by J-M distance. They are large enough not to are not completely reliable.
be Ignored, and DEM seems information-bearing from the cover type Although Shafer's theory of evidence has been known to be mathe-

classification's point of view. matically well defined and accord with human intuition in representing
Table 5 summarizes the classification results after using 20 training evidential information and combining multiple evidence, it entails more

pixels for each class. The maximum posterior classification of the intelligent strategies in making decisions especially when the evidential
composite of all four data sources (MPCC) provides a small increaso in information is represented by interval-valued probabilities.
overall accuracy, but decreases average accuracy by a considerable
amount compared to the accuracy of source 1 alone. Meanwhile, our
method (MSDC) increases both overall and average classification accura- Acknowledgements
cles. This research is supported by the National Aeronautics and Space

The experiment demonstrates the ability of our method to capture Administration under Contract No. NAGW-925.
uncertain Information based on Inexact and incomplete multiple bodies of The SAR/MSS Anderson River data set was acquired, processed
evidence. The basic strategy of this method is to decompose the rela- and loaned to Purdue University by the Canadian Center for Remote
tively large size of evidence into smaller, more manageable pieces, to Sensing, Department of Energy, Mines and Resources, of the
assess plausibilities based on each piece, and to combine the assess- Government of Canada.
ments by Dempster's rule. In this scheme, we are able to overcome the
difficulty of precisely estimating statistical parameters, and to integrate
statistical information as much as possible.

Table 2. Statistical correlation matrix between bands and sources.

A/B MSS SAR SHAL SAR STEEP
4 5 6 7 XHV XHH LHV LHH XHV XHH LHV LHH

4 1.000 .996 .984 .981 .975 .744 .102 .074 .039 -.141 .076 -.084
A/B 5 1.000 .992 .990 .961 .742 .099 .069 .046 -.128 .082 -.075
MSS 6 1.000 .998 .955 .672 .089 .060 .045 -.122 .078 -.068

7 1 000 .951 .684 .093 .062 .048 -.122 079 -.068
.u00 .677 1t3 .05 .01 -. t7u .061 -.101

SAR XHI 1 1.000 .147 .103 .075 -.102 .097 -.076
SHAL LHV 1.000 .323 .209 .187 .165 .163

LHH 1.000 .144 147 097 .087
XHV 1.000 .391 .559 .378

SAR XHH 1.000 .339 .471
STEEP LHV 1.000 .347

LHH 1.000
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functions given a body of evidence. In fact, this problem occurs in any 3. Inferenclng Mechanisms of Dempster's Rule
other theory of subjective probability. To base inferences and decisions on all available information in multi-

Shafer (Shafer, 1976) describes how to build the linear plausibiliy source data analysis, it is necessary to combine the information from
function when a given body of evidence is provided by a statistic i: various sources, The role of rules for combining evidence is to integrate
experiment In this section, after examining the characteristics of :ne the conditional knowledge about states of nature based on each single
linear plausibility function, we formulate a more general plausibility furn- body of evidence into total knowledge based on the combined
lion by defining "partial consonance" (Walley, 1987). evidence.

Lct Q and X respectively denote a frame of discernment and a space Several subjective Bayesian updating rules have been developed by
of the observed data in a statistical experiment Suppose that the obser- applying one or two statistical Independence assumptions to Bayes' rule.
vations are governed by a probability model ( P. . o) e }i ), where A is a They have been successfully used In rule-based inferencing systems
conditional probability density function on X given c. The linear plausi- such as MYCIN (Shortliffe, 1976) and PROSPECTOR (Duda et al., 1979).
bility function based on this body of statistical evidence is derived from However, there have been some controversies over the inconsistency
the following two assumptions: between the independence assumptions and their updating rules

(Glymour, 1985; Johnson, 1986; Pednaut et al., 1981).1) the degree of plausibility of a singleton on t is proportional to Dempster's rule is a generalized scheme of Bayesian inference to2) the plausibility function is consonant. aggregate evidence provided by disparate sources. In this section, we
The first assumption corresponds to our intuitive feeling that an examine Dempsters rule in the sense of the inferencing mechanisms.

observation x e X favors those elements of Q which assign the greater Suppose that M1 and m21 are the basic probability assignments based
chance to x Thus, x should determine a plausibility function P1 obeying on entirely distinct bodies of evidence, E1 and E. For all A1, A1, Ak 6

P11( )) C" Pw(x) forallr.o e f (2.1) 2
where C is a constant which does not depend on .2, Dempster's rule produces a new basic prbablty assignment m as:

A plausibility function P: 20- [0, 11 is said t be consonant in Q i it nXA) = (I-K)' t  I m,(Al)mz(Aj) (Ak e) (3.1)
satisfies the following condition: Ar .,A

P4AvB)- max(P4A),P48)) foral A, Bc O (2.2) where
The first assumption, iogethir with the second assumption, deter-

mines a unique consonant p;ausibility function K (Al)

max p,(x)
P1(A) m forallAc ( and A* 0 (2.3) The above equation is called the orthogonal sum of 11 and fl. The

4 denominator (I-K) is a normalizing factor to compensate for the
measure of belief committed to the empty set.

When A is a singleton, say (t)}, the consonant plausibility function gives There are several points of interest regarding Dempsters rule. -irst,
the relative likelihood of c to the most likely element in 12. The corre- it requires that the basic probability assignments to be combined be
sponding consonant support function Sx is given as. based on entirely distinct bodies of evidence. Combining entirely distinct

max pM(x) bodies of evidence may be considered as a fusion of the individual
4 A observations made by independent observers on the same experiment.Sx = 1- P&() 1 -m for aAcf (2 4) The meaning of independence here is that one's observation does not

we n have effect on any of the other's, which is quite different from the

The linear plausibility method described above is simple to imple- conventional independence definitions in probability theory. Secondly,
ment, and the principle behind it is similar to the Likelihood principle, it is both commutative and associative, Therefore, different orderings or
However, its application Is limited to the particular cases where the groupings of evidence in combination do not affect the result, Finally,
consonance assumption is satisfied, there is an additional piece of information provided by this rule. The

A generalized scheme of the linear support and plausibility functions constant K in equation (3 1) is the amount of the total probability that is
can be formulated by weakening the consonance assumption. The committed to disjoint (or contradictory) subsets 0o f. It represents a
following definition of partial consonace originates from Walley (Walley, measure of conflict between two bodies of evidence. When K is equal to
1987) and is differently stated In this paper. one, it means that the two bodies of evidence are completely contradic
Definition. A support function S : 2n - [0, 1) is "partially consonant" iff tory, and the orthogonal sum of their basic probability assignments does

not exist.there exists a partition {W1,..., W,) of 11 and S is consonant in every Wk, Once the basic probability assignment m is obtained, the degrees of
l~kr, i.e., support and plausibility for all A c Q are respectively computed as:

S(A n B) = min ( S(A), S[B) ) for all A, B c W. (lsk.r). S(A) - 'nxB) (3.2)

Partial consonance allows a body of evidence to be heterogeneous, i.e., D'A

to support Qi in several directions. Consonance is the special case of P4A) - n r(B) (3.3)
partial consonance defined above when r - 1, i.e., the partition of Q is Q0
itself. In the framework of Dempster-Shafer theory, the evidential inlorma-

The partially consonant support function based on the body of tion concerning a subset A of ai can be represented by an interval-valuedstatistical evidence is given as: probability, [S(A), PI(A)]. The width of the interval corresponds to the
C(measure of uncertainty. The width, after the combination by Dempster'sSx(A)=CJ'[max. ,,)-rrax pWx)] forAr.Wk (some lsksr) (2.5)W, 4m A.rW J rule, Is no larger than those of the intervals before the combination. This

seems Intuitively reasonable because the measure of uncertainty is
where C. is a normalizing constant obtained as: expected to get smaller as we gather more information.

-1
C0 = { -' rnej p(x)- (2.6) 4. Experimental Results and Discussion

C1-i The linear plausibility function and Dempster's rule nave oeen
function is given as: applied to the problem of ground-cover classification based on muitispec-

The orresponding plausibility futral data in conjunction with digital elevation data. In this experiment, the
decision is made according to the maximum plausibility in order to be

P1,(A) . cp. max P.(x) ' MAO (2.7) comparable with the maximum posterior decision rule.
Table 1 describes the set of data sources for the experiment. The

While partial consonance gives a flexibility to the linear plausibility image in this data covers a forestry site around the Anderson River area of

function proposed by Shafer, it raises another problem of finding an British Columbia, Canada. Source consists of 4-band airborne metic
optimal partitioning. The validity of its use is stil! under investigation. spectral scanner data in the visible region, Sources 2 and 3 are synthetic



832

References
1. Duda, R. J. Gaschnig, and P. Hart, "Model design in the

PROSPECTOR: consultant system for mineral exploration*, in D.
Michle, (Eds)., Expert Systems in the Micro-electronic Age, Edinburg
Univ. Press, Edinurg, pp157-167, 1979.

2. Fleming, M.D., and R.M. Hotter, "Machine processing of Landsat
MSS data and DMA topogr3phic data for forest cover type mapping",
LARS Technical Report 062879, Laboratory for Applications of
Remote Sensing, Purdue University, West Lafayette, IN 47907,
1979.

3. Franklin, J., T.L. Logan, C.E. Woodcock, and A.H. Strahler,
"Coniferous forest classification and inventory using Landsat and
digital terrain data", IEEE Trans. Geos. and Remote Sensing, Vol.
GE-24, No.1, pp139-149, 1986.

4. Glymour, C., "Independence assumptions and Bayesian updating",
Artificial Intelligence, Vol. 25, pp95-99, 1985.

5. Johnson, R.W., *Independence aid Sayesian updating methods".
Artificial Intelligence, Vol. 29, pp217-22'. 1986.

6. Jones, A.R., J.J. Settle, and B.K. Wyat Jse of digtal terrain data In
the interpretation of SPOT-1 HRV mulfispectral imagery," Int. J.
Remote Sensing, Vol. 9, No.4, pp669-682, 1988.

7. Healey, R., P. D' o, A. Mowle, ao J. Holbrook, "Integrating remote
sensing data into a geographic information system: A foundation for
rural land use strategies - Nature conservancy council project", Proc.
'88 IGARSS, Edinburgh, Scotland, pp111-112, Sep. 1988..

8. Hutchinson, C.F., "Techniques for combining Landsat and ancillary
data for digital classification improvement", Photogrammetric Engi-
neering and Remote Sensing, Vol. 48, No.1, pp123-130, 1982.

9. Lee, T., J.A. Richards, and P.H. Swain, "Probabilistic and evidential
approaches to multisource data analysis", IEEE Trans. on Geos. and
Remote Sensing, Vol. GE-25, pp283-293, 1987.

10. Pednault, E., S. Zucker, and L. Muresan, "On the independence
assumption underlying subjective Bayesian updating", Artificial
Intelligence, Vol. 16, pp213.222, 1981.

11. Quarmby, N.A., J.L. Cushnie, and J. Smith, "The use of remote
sensing in conjunction with geographic information systems for local
planning", Proc. '88 IGARSS, Edinburgh, Scotland, pp89-92, Sep.
1988.

12. Shafer, G., A Mathematical Theory of Evidence, Princeton University
Press, 1976.

13. Shortiffe, E.H., Computer-Based Medical Consultations : MYCIN,
American Elsevier, 1976.

14. Strahier, A.H., and N.A. Bryant, "Improving forest cover classification
accuracy from Landsat by incorporating topographic information",
Proc. 12th Int. Symp. Remote Sensing of Environment, Environmen-
tal Research Inst. of Michigan, pp927.942, April, 1978.

15 Swain, P.H., J.A. Richards, and T. Lee, "Multisource data analysis in
remote sensing and geographic information processing, Proc. 11 th
Int. Symposium on Machine Processing of Remotely Sensed Data,
pp211-217, Purdue Univ., W. Lafayette, IN 47907, 1985.

16. Walley, P., "Belief function representations of statistical evidencu",
The Annals of Statistics, Vol. 15, No.4, pp1439-1465, 1987.



833

EXPERT SYSTEM DESIGN FOR RADAR RECONNAISANCE OF SEA ICE
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Reliable information on the extent, thickness, age, and movement of
sea ice is required for safe operation in Arctic waters. Synthetic aperature
radar (SAR) has become a major tool in the operat. inal reconnaisance of sea
ice, but the logistics and practics of aerial SAR reconnaisance in the Arctic
mitigate against widescale tactical support for the operational community.

Several SAR satellites are scheduled for launch in the next decade.
These systems will provide the tactical support the operational community
requires, but do so at very high data rates. The future problem will be one
of data management. The volumes of data produced by these systems will strain
the operational community's processing abilities, especially in the
close-tactical time-frame.

The complex spatial and contextual information contained in SAR sea
ice imagery requires an heuristic approach to analysis, more so than most
other forms of image processing. A pixel-by-pixel approach to sea ice
classification-the approach used in traditional digital image
interpretation--ignores the syntactic (structural) and semantic (pragmatic)
information that is present or inherent in the SAR image. Syntactic reasoning
would, for example, suggest that if several points in a region share similar
backscatter properties and are part of a linear structure, that they are part
of a pressure ridge. Semantic reasoning would suggest that if one is
operating in a tactical time-frame, one need only process the data of regioal
interest, and seek to identify in order: open water, leads, thin/new ice, thin
first-year ice, and seek to avoid regions of pressure, ridging, glacial ice,
or old ice. The pixel based approach of traditional image processing is most
inefficient at using these higher forms of knowledge representation and
reasoning.

Using the procedures and paradigms expressed in the field of
artificial intelligence and symbolic image processing, research was conducted
to investigate the application of such technologies to the interpretation and
understanding of SAR images of sea ice.

A multi-resolution pyramidal data structure was selected to provide a
hierarchical representation of image data for the system. The knowledge-
source base and system control structure were implemented using object
oriented programming techniques in the framework of a blackboard systems
approach. The blackboard system structure itself is a hierarchical data
structure that represents the problem domain as a hierarchy of analysis
levels. The hierarchical structure of analysis and image data permits
different analysis tasks to be performed at different levels of the blackboard
or image pyramid in either a goal- or data-directed manner. Knowledge sources
may be fired by goal postings or by data changes at pyramid levels above or
below the current level of analysis.

The pyramid-based blackboard systems approach to image interpretation
holds promise for a global image understanding system combining inputs from a
multitude of sensors.
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CLASSIFICATION OF MULTITEMPORAL REMOTELY SENSED
IMAGES BASED ON A FUZZY LOGIC TECHNIQUE.
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ABSTRACT and uncertainty.
Furthermore, two aspects should be

A rule-based classification system for considered when a rule based tool is being
satellite multitemporal remotely sensed used in conjunction with the spectral
images, integrated with ancillary definition of classes: i) it is not always
georeferenced data, is presented. As an possible to define a value or set of values
example of non image data, the Digital that are representative of a given class
Elevation Model (DEM) has been considered. univocally; ii) the expert interpreter will
The system knowledge-base consists of a set use soft and imprecise expressions, typical
of rules describing each land-cover class for of the natural language, to define the
each date and with respect to the morphology, characteristic of a given class.
For. the construction of these rules the The parametric approach, traditionally
system adopts, as user interface, linguistic used in the R.S. image classification, can
descriptors such as: low, high, very low and provide an estimate of the indetermination
any logical combination of them. These level by means of random statistical
linguistic terms are treated as membership distributions: the variability within a
functions for "fuzzy sets" defined on class is considered as noise superimposed to
spectral and altimetrical values. The use of the real value (Kandel, 1978).
"fuzzy logic" is justified both by: i) the The present approach considers the
intrinsic uncertainty of the land-cover "impossibility", in principle, of giving an
classes definition, ii) the difficulty of univocal and deterministic definition for
stating a phenological evolution in a large each real class. Hence the various classes
area with different micro-climatic and are characterized only through the use of
orographic conditions. The results of the fuzzy possibility functions [(Zadeh, 1973),
rule-based approach are compared with a (Zadeh, 1974)]. The advantage is the
maximum likelihood supervised classification availability of a straightforward user-system
approach, interface. In fact, the photo-interpreter

makes large use of qualitative linguistic
Keywords: Multitemporal Classification, Rule terms, such as high, low, the lowest, applied
based knowledge,Uncertainty, Fuzzy possibility to the spectral response of a class, to

describe the rules that associate the ground
I. INTRODUCTION cover to the spectral characteristics of the

image. These linguistic expressions can be
The objective of the present work is to considered as membership functions of fuzzy

define the initial requirements for a rule sets Zadeh, 1973).
based classification system using TM or Spot The adopted approach for the treatment
imagery, integrated in a Geographic of knowledge indetermination by m- ans of
Information System, with the following "fuzzy" possibilities is presented in section
characteristics: i) ease of man-machine II. The developed methodology has been
interface, so that an expert agronomist could applied to a Thematic Mapper image of
enter the system directly to define the Southern Italy. The test area
knowledge base (K.B.) for each class; ii) characteristics and the selected classes are
applicability to the particular conditions of reported in section III and the applied
agriculture and land cover in Southern Italy, knowledge base is described in IV. The
characterized (Caroppo, 1986) by an extreme obtained results of the classification, their
fragmentation of the agricultural fields and discussion and the comparison with those
a high variability of agricultural and land obtained with a Maximum Likelihood approach
cover classes. The first one of these are reported in section V.
conditions makes the selection of spatial and
contextual relationships very difficult; the II. THE FUZZY LOGIC APk \CH
second one demands for the definition of
right decisional tools in the environment According to Zadeh definitions, given a
affected by high degree of indetermination set of values U=C x ), a fuzzy subset A of U

can be defined as the set of pairs
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A = ( ( x, mA(x) ) ) morphological data, the system allows the
user to describe each class by means of only

where mA(x) is the membership function of A the "most useful" bands. A meta-level
to U: it can assume real values within the subsystem takes, for each class, the
interval [0,1], expressing the measure for descriptions of the selected bands and
the "possibility" of x to belong to the submits these to the fuzzy classification
subset A. In the case that mA(x) assumes subsystem, reducing, in this way, the system
values equal to 0 or 1 only, the fuzzy subset knowledge base to a well consistent one. If
definition coincides with the normal set band k has been excluded by the meta-level
definition. subsystem for class CJ, the related function

Using the fuzzy set formalism, an m(Cj,k,x) is always set to 1 for each x.
interface language has been developed to This indicates that every value in band k is
describe the class spectral characteristics, compatible with the global class definition.
This language is based on the definition of When the K.B. is defined, the system
the following two membership functions: assigns each image point to a class for which

the possibility function is maximized. The
LOW = C ( x, ml(x) ) ) procedure is the following. Let:

HIGH = ( ( x, mh(x) ) ) X=Cxl,...,xk .... xn)

which represent the fuzzy subsets of "low and be the set of the gray values for a given
high spectral responses", respectively, pixel in the n bands. The possibility for X
Here, x is the pixel gray value in a given to be included in the class Ci is defined as:
band, while the possibility functions ml(x)
and mh(x) are defined as follows, according POSS(Ci,X)=MIN( m(Ci,k,xk) ) , k=l,2...N
to the range Xmin and Xmax of the band under
study: [This choice insures that the most stringent

requirements for the class selection are met;
I 1 - S(x,Xl,X3) , if Xl < x < X2 in fact the MIN corresponds to the AND
I operator]. Then, X is assigned to the class

ml(x) =< S(x,X3,Xl) , if X2 < x < X3 C1 if:

10 , if X3 < x < X5 POSS(Cl,X)=MAXC POSS(Ci,X) ) when varying Ci.

III. DESCRIPTION OF THE STUDY AREAI 0 ,if Xl < x < X3

A test area of about 50,000 hectares has
mh(x) =< S(x,X3,Xl) , if X3 < x < X4 been selected, corresponding to a rectangular

I region of Southern Italy, with center

where: 1 - S(x,Xl,X3) , if X4 < x < X5 coordinates 150 E, 410 20' N and heights
Xl= Xmin X5= Xmax ranging from 50 to 600 metres.

As large part of the MediterraneanX3(X5-Xl)/2+X X2=(X3-X1)/2+X1 agricultural context, the test area can be
X4=(X5-X3)/2+X3 considered non particularly suitable from a

and remote sensing viewpoint, mainly because of
S(x,XAXB)=2*((x - XA)/(XB - XA))**2 the existing large variety in terms of land

use classes and agricultural practices. In
This enables the use of the following fact, the average size for homogeneous fields
operators contributing to the language is less than 0.5 hectares and "mixed"
assessment: agricultural practices, such as vineyards and

olive groves or olive groves and croplands,
1) Enhancement: VERY(A) <-> (mA(X))**2 are often used in the same parcel.
2) Dilution: QUASI(A) <-> (mA(X))**0.5 The study area is fully covered by the
3) Negation: NOT(A) <-> (1 - mA(X)) Landsat-D 31.188 imagery. Due to the
4) And: Al .AND. A2 <-> Min(mAl(X),mA2(x)) complexity of cover classes, a multitemporal
5) Or: Al .OR. A2 <-> Max(mAl(X),mA2(x)) data set was employed, using three different

dates in the year. The images were selected
From the operational viewpoint, an on the basis of the best data quality for

interactive environment is made available to each season. The spring image was acquired
the user, where he can set the definitions on April 86; the summer image on July and the
for the characteristics of the class Ci with Autumn one on October (the July image is
respect to the generic band k of the GIS. shown in fig 1).
This is accomplished through appropriate An integrated data set was obtained
combinations of the following logical terms rectifying the images with respect to UTM
and operators: projection for each date. A Digital

Elevation Model was obtained digitizing
(OUASI. VERY. NOT. AND, OR, LOW, HIGH). contour lines from 1:50,000 topographic map,

with 25 m. contour interval. The height
Then the system translatos any given error, computed as rms error on a set of
definition in the corresponding function fiducial points, was about 15 m.
m(Ci,k,x) automatically; each function The classes selection has been based
represents the measure of the possibility to upon information derived by: i) the latest
belong to the class Ci for a pixel with a Agricultural census (1982); ii) the study of
value x in band k. topographic maps; iii) the local inspection

In order to handle multitemporal and of the area; iv) the visual interpretation of
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related TM imagery both in single bands and A set of 25 homogeneous fields has been
RGB band superposition. The following selected on the Landsat images and located on
classes have been selected: aerial photos at about 1:10,000 scale. The

photointerpretation of selected areas was
1) Bare soil 5) Olive groves supported by ground investagation in order to
2) Urban areas 6) Vineyards establish an exact correspondence between
3) Pasture 7) Cropland. training areas and ground classes. Using the
4) Coniferous training areas, a set of statistical features

Reafforestation associated to each ground class was
extracted. The whole set of statistical

IV. RULES DEFINITION features was used in a straightforward
manner, performing a Maximum Likelihood (ML)

Rules have been assessed for the above classification of the three temporal images
classes in the three dates separately. as a single 18 spectral bands image.

For the April date, the following The resulting map showed a high degree
relations exist: Bare solis are of overall correspondence with that one
characterized by high and very high values in obtained by the fuzzy classifier: about the
all the spectral bands; Urban areas show 65% of points in the maps had the same
medium-high values; all the vegetated classes labels; this correspondence was more
show low vaules in all the bands, but Pasture accentuated for pasture, olive groves and
and Cropland have high values in band 4, cropland classes.
because of high biomass content; the Olive In order to obtain a more quantitatively
groves characteristic is medium-low; for comparison between the two approaches, a set
Vineyards, due to lack of foliage, the values of 50 test areas was selected, for a total
are medium-high. coverage of about 850 hectares, corresponding

For the July date, Bare soil3 and Urban to the 1.5% of the global area. The
areas have high or very high values; Pasture distribution of the test areas versus the
and Cropland show medium-high values, but the thematic classes agrees with the percentage
latter are a little higher; low values can be of each class in the fuzzy classified map.
found for those croplands already harvested; Special care in the test areas selection has
Vineyards, for its high biomass content, have been devoted to find out the areas
low values in all bands, but high ones in characterized by a larger difference between
band 4; Olive groves show medium-low values; ML and fuzzy attributions.
Coniferous reafforestation has low or even A ground truth reference was obtained by
very low values in all the spectral bands. photointerpretation and ground inspection of

For the October image, the following the test fields. Using this ground truth, a
relations can be stated: Urban areas show confusion matrix has been obtained for the
medium-high values in visible bands and fuzzy classification without using DEM data,
medium in the infrared ones, while Bare soils as reported in table I .
are high or very high; the vegetated classes As the table shows, the overall correct
show medium values, with the following classification for the fuzzy system is about
characterization: Coniferous reafforestations 91% versus the 86% value for the ML one.
have lower values than the other classes, This situation is explained by a better
Vineyards still show high values in band 4; attribution , in the fuzzy case, of urban,
in this band the Cropland values are lower bare soil, coniferous reafforestation, and
than Pasture ones. vineyards classes, whereas pasture, olive

It has been verified that the groves and cropland are classified with the
application of the full set of rules in the same precision by the two systems.
multitemporal approach, in some cases, leads Table II shows the final result obtained
to redundancy of characterization. This is when applying the fuzzy rules to the data set
particularly true for those classes showing a integrated with DEM data. The corresponding
well-defined characterization in a few bands classification map is shown in fig. 2. A
or a single date; in this case the meta-level slightly better value of overall
subsystem allows to the expert to choise the classification accuracy (near the 94% of
reduced set of rules that is more suitable pixels are correctly classified) is obtained,
for each class. because the residual confusion between Olive

From the morphological point of view, to grove and Pasture classes is resolved using
describe the region of interest, we can altitude data.
introduce the following rules: Olive groves,
Vineyards and Urban areas have a greater VI. CONCLUSIONS
possibility for low altimetrical values;
Pastures and Coniferous are more favourite at In our opinion, when a scene shows a
not low altitudes. Within this region, the large percentage of non homogeneity, due for
Cropland possibility is essentially example to the fragmentation of the
unaffected by the morphology, agricultural fields or to the variability in

land cover classes, a non statistical
V. RESU AND DICUSSIO approh, as a £uzy based one, supplies with

a better description of the real world and a
In evaluating the described approach, classification system based on that

special enphasis has been devoted to make a description will give better results. In
comparison between the results obtained using these situations, the improvement using a
the fuzzy approach and those of a classical fuzzy description versus a statistical one
probabilistic approach. In order to achieve will be directly proportional to the
this goal, a supervised classification of the percentage of inhomogeneity in the scene.
image data set has been performed.
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INTEGRATION OF REMOTE SENSING AND GEOPHYSICAL/GEOLOGICAL DATA USING DEMPSTER-SHAFER APPROACH

Wooil M. Moon

Geophysics, The University of Manitoba, Winnipeg, Manitoba, Canada, R3T 2N2

ABSTRACT paper GIS type approach of integrating remote sensing
and other geoscience data will first be briefly re-

There are several methods available for integra- viewed and theoretical aspects of statistical and
ting remote sensing data sets and also for integrat- evidential belief function approach will be dis-
ing them with other information such as geophysical cussed.
and geological data. Several published reports dis-
cuss successful application of different types of GIS 2. GIS AND DATA INTEGRATION
(Geographical Info rmation System). There have also
been theoretical developments including Bayesian ap- There have recently been a number of papers deal-
proach in updating old data sets with newly acquired ing with GIS as a tool for geological and remote
information. However, there are still weaknesses and sensing data integration (Agterberg, 1988; Bonham-
problems. Many geological and geophysical data sets Carter et al., 1988; Bonham-Carter and Agterberg,
often have only partial coverage and in almost all 1989). Many of the basic functions in GIS such as
cases have very different spatial resolution. These preparation techniques of remote sensing and geolo-
cause serious difficulties in certain cases. In this gical data inventory, base map preparation, thematic
research partial belief approach is examined as a compilation and map integration, can directly be uti-
mean to integrate remote sensing data with available lized in the geological remote sensing and geological
geological and geophysical data and to successively data integration (Dangermond et al., 1987). Some of
update the existing information with newly observed the technical problems involved in GIS systems, such
data over target areas. In theory, Dempster-Shafer as sliver errors, resolution inconsistencies and in-
method appears to be the most suitable method but in consistent map classes are now mostly resolved by ef-
practise there are several difficulties which have to ficient resampling and advanced interpolation techni-
be overcome. One of the major difficulties lies on ques and optimized systematic integration approaches.
dependency of the partial belief function on explora- However, there are further difficulties of thematic
tion targets, which can only be defined, at present, boundary variability, transition zones and question-
in case by case approach. able and missing data dilemma. There have also been

some difficulties in vector and raster representation
Keywords: Data integration, Dempster-Shafer method, of data sets and transformation techniques.
Evidential belief function,Geological remote sensing. These technical difficulties can be ironed out

with evolution of the GIS system. The more serious
I. INTRODUCTION problem appears to be precise representation of the

information on each data set prior to data integra-
Integration of remote sensing and geological data tion. In GIS, a given plane of data is generally re-

has a long history, as old as the first geologist who classified or generalized before merging. Reclassifi-
tried to map outcrop rocks and draw the field inform- cation or generalization of attributes itself is not
ation on a topographic map. This classical approach a technically difficult process (Dangermond et al.,
has been successful for simple tasks and required 1987). When it comes to reassigning of observed in-
very little theory or research. However, with rapid formation on each data set, there exists considerable
advances in computer and space techiques, a digital difficulty and misunderstanding on how each class
GIS has been developed and the effectiveness of the should represent what range of signal power or mapped
powerful computer based GIS is generating renewed information. In most GIS systems, available today,
interest in remote sensing and earth science communi- points, lines and/or polygons represent either a cer-
ties. The huge volume of remote sensing and geophys- rain information or feature or absence of them. In
ical data from the airborne and spaceborne platforms this approach any map information is represented as
has also encouraged development of efficient GIS type binary map of fO,l]. This approach poses serious pro-
methods of data integration. The most popular digital blems for most geophysical survey data, where each
data sets beside the satellite images include geology contour interval represents a range of particular
ap 11 .h.3.g.cal and sr'c.ur.!), iirborne mcgnctic field values. Another difficlty erises from mi-$|n
(total field and gradient) map, gravity map (in less data. If a geological map, for example, shows only
extent) and other geophysical data sets (Fig. 1). The 10% outcrop distribution and the rest is covered by
available data sets are usually very limited for al- glacial deposits, integration of the basement geology
most every target area, both in geological and gee- with other data must have a formalism to represent
physical maps and remote sensing image data. In this the interpreter's ignorance or missing information.
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In a recent development, called "weights of evi- if there were a rich source of statistical data for
dence" mapping, ea:h input map is converted to binary each map layer from which these probabilities could

form where the two map classes are determined by the be estimated. Unfortunately, in most cases, each di

target objectives (Bonham-Carter et al.,1988; Bonham- gital information layer of geological and geophysical

Carter and Agterberg, 1989). In the binary map analy- data base is often incomplete and the Bayesian stati-

sis, for example, score for gold occurrence is set to stics tends to prefer disjunction of the mutually ex-

I and non-oc,.urrence to 0 and a GIS system such as clusive propositions which often results in unrealis-

SPANS* can be used to integrated geological, geophys- tic probability of certain propositions.

ical and mineral occurrence data and to evaluate a In the evidential belief function approach a pro-

certain target potential (Bonham-Carter et al.,1988). position X is represented by an interval Spi(X) and-
(* - Trade Mark of TYDAC Technologies Inc). The Pls(X), where the latter represents degree to which

weights of evidence modelling and binary map approach the evidence supports the proposition X and the for-
appeals due to its simplicity. However this method mer represents degree to which the evidence -remains

breaks down when the "weights of evidence" is re- plausible. This evidential interval is a sub-interval

quired for data sets with continuously varying data of the closed real interval [Ol]. The difference,

values or for data sets which do not exist (unsur- Pls(X) - Spt(X), represents residual ignorance of the

veyed or unexplored) (Zadeh, 1974; Bonham-Carter et given subset of environmental elements. If one has

al., 1988). accurate and exact information, the evidential inter-
val collapses to a point in (0,1). In the binary map

3. EVIDENTIAL REASONING AND DEMPSTER-SHAFER METHOD approach of integrating geological data (Bonham-
Carter et al., 1988; Bonham-Carter and Agterberg,

In the following discussions, digital map invent- 1989) and many other data integration methods using

ory preparation (geological and geophysical), crea- GIS implicitly assume such hypothetical limits.

tion of base map, resampling, interpolation and geo- A unit of belief over a set of propositions can be

coding are assumed to have been cirried out and em- distributed as a mass distribution where the focal

phasis will be focused on theoretical aspects only. propositions need not be mutually exclusive, such

It will also be assumed that each plane of inform- that
ation has originated from multiple but disparate m

sources. The information level or evidences can then mass ; 2.--(Ol)
either have varying degree of rertainty to several ' mass(F) = 1.0

environmental possibilities, a incorrect or are

incomplete, If one can assign a degree of belief to

each evidence, as in the evidential theory of belief, mass(O.O) = 0.0.

evidences with varying degree of certainty can be re-
presented by partial belief functions (Shafer, 1976). Here, it should be noted that the sum of the mass

attributed to propositions that imply X (Spt(X) plus
Suppose there is environmental possiblities e1,e2, the sum of the mass attributed to propositions that

a.en such that 2 h u ftems trbtdt rpstostac timply-X(Spt(--X)) do not necessarily equal 1.0, since

E = ei e2 ' some mass might be attributed to propositions that
..... n imply neither.

then each proposition is completely defined by the If rock formations represented by F could be in-

subset of E containing exactly those environmental cluded for the proposition X, an evidential interval

possibilities where the proposition is true. If, in a can be induced on the probability of X such that

given data set, geological formations ei and e1+1 Spt(X) = .mass(F)

cannot be distinguished in terms of at least one pro- X
position of interest, they should be replaced by a
single environmental element. The proposition "an Pls(X) = 1.0 - Spt(-1 X)

ultramafic stock is located at (x,y)" then corres-
ponds to the subset of environmental possibilities, = 1.0 - mass(F)

thal. some kind of ultramafic rock is located at
(x,y). Now a geophysicist can represent one's partial and
belief through a Bayesian distribution over E. This
is done by distributing a unit of belief among the V X 9 E
elements of E attributing commensurately greater Spt(X) SProb(X) SPls(X).
amounts to the more likely elements. If one desig-
nates this distribution by the mapping 'dist' Viewed intuitively, mass is attributed to the most

d-st : E-(O,IJ precise propositions a body of evidence supports.
Bayesian approach requires that a precise probability

S () .0be assigned to each evidence (eg. type of rocks), no
dist (e) = 1.0. matter how noisy the data (eg. uncertainty in identi-

fying the rock types) are and no matter how little

This induces a probability on every proposition X statistical data (eg. insuficient number of outcrops)

defined over each layer of digital information (Fig. are available. In Dempster-Shafer approach, one com-

1) such that putes Spt(X) and Pls(X) based on an understanding of
for all XE E, Prob(X) = dist(e) the propositional dependencies that exist within the

a environment under study. If a mass is attributed -to
O-CX some proposition X and it is not known whether X im-

and it follows that plies another proposition Y or-1 Y9 then the judgement
= 1.0 - Pcan bp nuapnnded and the int aration process- branches

Prob(X) f.-Probi ). to an available vertical option. Mass(X) neither in-

The problem with this approach is that the geophysi- creases Spt(X) nor decreases Pls(X), but contributes

cist has to determine a precise probability for every to the evidential interval. This ability to represent

proposition for each map layer no matter how Impover- the ignorance gives Dempster-Shafer approach a clear

ished the evidence. This would not be such a problem advantage over Bayesian approach which breaks down.
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In Dempster-Shafer approach, Dempster's rule does not tion which critically depends on the final explora-
require that one body of evidence support a single tion target.
proposition with certainty. The rule can take arbit-
rary complex mass distributions mass I and mass2 and 5. ACKNOWLEDGEMENTS
as long as they are not completely contradictory with
respect to each other, and can produce a third mass This research is supported by NSERC operating #A-
distribution mass 3. Therefore, given F1 , F2 and F3 in 7400 to W.M.Moon. Some of the ideas in this paper was
a digital map layer, conceived during the discussion with Ping An. Author

, 2would like to thank Dr. G.F. Bonham-Carter for the

Fl, F2,F3. E mass1  preprints and initial discussion.mas3()3= 1 )r'- mass I (F I) mass 2 (F 2)mass3 (F)3  - k 23 6. REFLRENCES

where Bonham-Carter, G.F. and Agterberg, F.P., 1989. Appli-

k = mass I (FI ) mass2 (F2) < 1.0 . cation of a micro-computer based geographic infor-
F1 F mation system to mineral potential mapping, Micro-

Computer in Geology (submitted).

Since Dempster's rule is both commutative and associ- Bonham-Carter, '.F., Agterberg, F.P. and Wright,D.F.,
ative, the order and grouping of combinations are 1988. Integr.tion of geological datasets for gold
immaterial. This fact allows results to be obtained exploration in Nova Scotia, Photo. Eng. and Remote
through hierarchal combinaLions of partial results Sensing, 54, 1585-1592.
with whatever degree of parallelism, less depending Dangermond, J. and Freedman, C., 1987. Description of
on the nature of map layers. techniques for automation of regional natural re-

In Dempster-Shafer approach, some information, as sources inventory, inGIS for Resources Management;
measure of conflict k, can also be provided in regard A Compendium, (Editor; Ripple, W.J.), 9-33.
to gross error during the data integration. The mea- Moon, W.M., 1989. Application of evidential belief
sure of conflict k provides degree to which the com- theory in geological geophysical data integration,
bined information or the new compilation map is con- Geophysics (submitted).
tradictory towards the propositions. Given several Shafer, C., 1976. A Mathematical Theory of Evidence,
bodies of evidences, one can expect that those con- Princeton University Press, New Jersey.
taining gross errors will tend to be farther away Zadeh, L.A., 1979. On the validity of Dempster's rule
from the other bodies of evidence that those with of combination of evidences, UCB/ERL M79/24, 1-12.
measurement errors. One can use clustering algorithm
to sort out those bodies of evidence containing gross 7. FIGURE CAPTION
errors.

One of the problems with Dempster-Shafer approach Figure 1. Schematic diagram of remote sensing and
is that one must maintain each body of information other geological and geophysical data to
independent because of the inability of the method to be integrated.
correctly combine information with known dependen-
cies. Most of remote sensing and geophysical data
sets are fortunately evidentially independent and
problem of over-weighting one information or evidence
does not require special attention (Moon, 1989).

4. DISCUSSION AND CONCLUSION

In Dempster-Shafer approach of integrating infor- 40 so 1 -

mation, one must first be able to reason about pos- too
sibilities and also about the interrelation of in- ,

formation. The human perceptual/reasoning system has .
already a multi-sensor data integration capability . , -
imbedded in it. With this capability an exploration-
ist (geologist or geophysicist) can actively cue sen- N ma
sors, seeking confirmation and/or refuting evidences
related to the exploration target entities.

In geological/geophysical remote sensing, most GEOPHYSICS I : .0o0
data sets are incomplete and statistically unbalanced NASA SHUTTL SIR
even though the rate of increase in newly available I A E
data volume is alarmingly large. One approach of sol- -l~aLO ATMLGET B

ving this problem will be a planned interactive ap- SATELLTE IMAGE A ~f,
proach of exploration, which is, at present, practi-
cally impossible. Dempster-Shafer approach provides 0
an cptimal theoretical basis for integrating remote
sensing, geological and geophysical data sets. The
straightforward approach of GIS technique, the binary
map approach (Bonham-Carter et al., 1988; Bonham-
Carter and Agterberg, 1989) and Bayesian approach of
updating old data sets are all valid and also provide
a tooi but the choice will be determined by accuracy
of the expected outcome and exploration objectives.
One of the difficulties of applying Dempster-Shafer
approach in geological/geophysical remote sensing
lies in the variation of the evidential belief func-
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AN EXPERT SYSTEM FOR USING DIGITAL TERRAIN MODELS

by
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In order to use high resolution, remote sensing imagery in mountainous terrain,
one must make use of digital terrain models (DTMs). These models are used to provide
elevation, aspect, and slope features for interpretation. They are used to geometrically
correct the imagery for topographic relief. Such models are the basis for computation of
shadowed areas and multiple reflectances. In simulating the image which would be
produced for a given surficial cover, illumination angle, and viewing angle, one must use
the DTM and the bi-directional reflectance functions of various covers. Given the
extensive and complex uses to which DTMs can be put, it is of interest to know the
impact of errors in the DTMs for these various uses. In order to simplify and codify this
knowledge, expert systems can play an important role In advising users on the uses and
restrictions for particular DTMs.

This paper reports on experiments coducted to investigate these errors. We have
used elevation, slope, and aspect as features combined with spectral and textural features
for Thematic Mapper imagery. DTMs have also been used to generate synthetic Images
corresponding to the solar illumination angles seen over one day (June 21) and over one
year at the satellite imaging time. A multi-expert system has been developed to advise
users on image analyst. An important component of the Data Preparation Expert is the
DTM Expert. This expert system contains knowledge about errors found In DTMs. The
reality of these errors is that they vary across the DTM and are functions of the methods
used to make the DTM, the topographical relief, the surficial cover, and the positional
location. This reality is modeled simply in the DTM Expert at this time. However, as we
gain experience and knowledge of typical DTM errors, the DTM Expert will generate
revised accuracy estimates for each point in the DTM. Depending upon the use of the
DTM, it may be necessary to use the DTM at several different resolutions.

For example, for elevation errors at 1:20,000 scale, the computation of shadowed
areas, for example will have errors of r .iater than 10m given an elevation RMS error of
9 meters (Lasserre). A digitized 1:50,000 scale map (Al) with a contour Interval of 30m
can produce a DTM with 25m pixels, but to use such a DTM for slope and aspect
calculations, it is necessary to consider interpolation errors as well and to degrade the

'Employed by INTERA Technologies Ltd., Ottaw;, Canada.
2Lasserre, M. 1989, private communication.
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DTM resolution to perhaps 120m pixels (Peuker3) in order to have acceptable errors for
slope, aspect, and other topographic descriptions. Geometric errors of greater than 0.5
pixels will substantially reduce the accuracy of a multi-dimensional classification.

The large angular size of the sun ,3n' arc) results in umbral and penumbral pixels.
In other words, there are pixels completely in shadow and pixels partially shadowed.
These pixels may receive reflectance contributions from opposite slopes which could lead
to an incorrect interpretation of the objects.

The paper describes a Digital Terrain Model expert system which is integrated
into a multi-expert system for advising on satellite image interpretation. This expert
system is written in Prolog and controls processes written in FORTRAN on several
computers. The expert system contains the knowledge derived from these experiments
in the form of rules, frames, and procedures. The result is that the user is guided in the
correct use of DTMs and thus avoids the common pitfalls of attempting to use DTMs at
resolutions at which errors are large.

3peuker, T. K., R. J. Fowler, J. J. Little, and D. M. Mark
1976, "Digital Representation of Three-Dimensional Surfaces by
Triangulated Irregular Networks (TIN)," Tech. Report No. 10, Office
of Naval Research, Arlington, VA, U.S.A.
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A KNOWLEDGE BASED SYSTEM FOR THE INTERPRETATION
OF SAR IMAGES OF SEA ICE

J.G. McAvoy and E. M. Krakowski

INTERA Technologies, Ltd
Calgary, CANADA

ABSTRACT during it's growth and development. One of the main problems with

this procedure however, is the fact that an expert is usually required

A knowledge based system for the interpretation of SAR images of to make these interpretations.

sea ice has been developed to the prototype stage. The system

contains approximately 100 rules and is capable of classifying SAR This paper describes the development of a knowledge based system

images based on a minimal set of feature information supphed by the for the interpretation of SAR images of sea ice. The system has been

user. The system runs on a small computer and can be used to assist developed to the prototype stage and demonstrates that an expert

non-txperts make correct SAR ice interpretations. It also contains a system approach can be applied to this and other complex image

SAR image database of representative ice types which can be interpretation problems. Developing the system has also resulted in a

displayed and used for training, much better understanding and structuring of the underlying

knowledge required for the job of ice classification.

Keywords: SAR, Ice Classification, Expert Systems, Knowledge

Based Systems The system describLd is capable of classifying SAR images based

on data input from users. It runs on a small computer and can be

1. INTRODUCTION used in a stand alone mode, say on the bridge of a ship, to assist

novices make ice interpretations. It also contains a digital SAR

A dominant factor in both Canada's offshore environment and other image database of representative ice types which can be displayed

northern countries is the more or less continuous presence of sea and therefore used as a training system by observing the way the

ice. With the growing commercial development of these offshore system classifies.

frontier areas there has arisen the need for better, more reliable

information on ice conditions. Those operators who require such ice 2. KNOWLEDGE ACQUISITION

information include: ice breakers and ice brealdng tankers capable of

year round operation, lightly reinforced vessels which have more It was clear from the start of this program that the specific

restricted operations, and oil and gas drilling and production classification of ice types and the features that contribute to te

platforms, definition of these types is a subject of some controversy and is not

well documented. It is further complicated by the fact that experts

Synthetic aperture radar (SAR) has proven to be an ideal sensor for often disagree about the importance of certain features required for

mapping these ever changing ice conditions. Both airborne and classification particularly when classifications are primarily made on

spaceborne SARs typically achieve ground resolutions of the order the basis of a single sensor like SAR.

of 5 to 30 metres which is suitable for mapping the important

surface characteristics of sea ice under all weather and ambient light INTERA's initial interviewing and questioning of several ice

conditions. classification experts revealed that it was very difficult for them to

describe what they do when they classify. Experts generally have no

It is possible to determine ice type, hence infer ice thickness using model upon which to base their expertise. A series of structured

both SAR and a knowledge of the processes that act on an ice sheet experiments were therefore undertaken to elicit this knowledge using
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an image display system and a computer based knowledge were limited to the ice conditions of the Americar. and Canadian

engineering tool developed by Shaw and Gains [I] which is based Beaufort Seas and the Canadian Arctic during freezing and melting

on Kelly's Personal Construct Psychology [2]. conditions. Thus the domain of knowledge contained in the system
is restricted to these areas.

The knowledge engineering tool called PCS is an interactive
computer aid which incorporates techniques for eliciting the expert's 3. KNOWLEDGE REPRESENTATION

vocabulary and structuring some aspects of the domain knowledge.

The methodology employed involved six experts, making A rule based system was chosen for the prototype since the

comparisons between a triad of randomly chosen SAR images, classification procedure naturally seemed to fit into this form of

viewed in sequence, in order to describe simi'arities and differences. representation. The rule sets were written for specific ice types and

Subjects completed 20 trials and were asked to indicate: hov a given rely on the presence of image features and elements, as well as other

image was different from the other two images observed, how the information, such as time of year and geographic location. Only

other two images were similar, and to generate a construct name for affirmative constructs are used for the "ice-type rules". These

the features etc. that dtstinguished these images. Subjects then rated "affirmative" rules require that the appropriate constructs or features

each image with respect to this construct using a five point scale to be present in the image. An example of an affirmative rule is:

indicate the presence or absence of a particular feature. Subjects
were also asked to rate the importance of each construct to the task If

of ice classification. Examples of constructs include the presence or there is evidence offloe

absence of such features as: angular floes, fine texture, Andfloe.composition is "Conglomerate"
homogeneous tone, ridging, etc. And floe.shape is "Round ","Round-Angular"

And tone.inner is "Grey", "Bright Grey", "Bright"

A repertory grid was constructed as a way of representing these Then Old..ce.3 is confirmed
constructs which contained a set of bipolar distinctions made about
the images. The PCS program contained several features to analyse In addition to affirmative rules a second type of rule termed

and determine inter-relations between constructs using "supportive" is also used. These supportive rules evolved out of

distance-based cluster-analytic techniques, principal components the process of determining unique characteristics for each ice type, a

methods, and Shaw's FOCUS. Constructs from all experts were task which proved to be rather difficult. There are however, several

pooled into an initial set of 31 constructs. characteristics for each ice type which typically lend support to the

interpretation, but which are not unique to that ice type. These are

The second stage in the knowledge acquisition phase involved the termed supportive constructs since they lend support to the
establishment of a construct matrix where the subjects were asked conclusion reached via the affirmative rules. Once the affirmative
whether a particular pooled construct was present or absent on a rules are fired and a conclusion reached, the system checks the
given set of images and to indicate the importance of the constructs supportive rules to verify that this conclusion is correct. These

to each ice type. The images included examples of the following ice supportive rules are also particularly valuable in training situations
types: New Ice, First-Year Ice, Second-Year Ice, and Multi-Year when expressed along with the affirmative rules since they show the
Ice. The results of this session showed that experts strongly agreed user how the system arrived at it's classification. An example of a

on the ice type when certain key constructs are either unequivocably supportive rule is:

present or absent.

if
These experiments generated a preliminary knowledge base of there is evidence offloe

features and constructs which are used by experts for classification. And there is evidence offloe.size
It was clear however, that experts use a great deal more information And there is evidence of ridge
when classifying, including knowledge of the regional ice Then OldIce_3 _support is confirnud

climatology. The preliminary knowledge base was therefore
augmented with additional knowledge extracted from two key One more rule type has also been incorporated into the system. This
experts using additional example images and an ongoing rule type, termed "precluder" is used to exclude ice types whenever

interviewing technique. possible. The reasoning here is that there are times when an ice sheet
has so few features that a classification is almost impossible. It is

It should be noted that the image data sets used in these experiments however, usually possible to exclude some ice types, which is in
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itself, useful for the classification process. An example of an Both forward and backward chaining are employed in the prototype.
precluder rule is: The system processes rules on the basis of hypotheses suggested

and from user input. The system proceeds with a depth first search
If from a root context to a context selected. A series of parameters,

there is evidence of rafring stored in meta-slots, have been customised to generate menus for
Then notfirstyear is confirmed user input whenever input is required during the inferencing

process.
The above rules have not been designed to handle mixtures of
different ice types since this was seen as a future development. It is A custom graphics user interface was written for this application.
interesting to note that the prototype runs in an exhaustive manner This interface allows both text and imagery to be combined on the
searching the knowledge base for matches until all rules have been display. Digital images that are stored on the system are displayed in
checked. If the area of interest actually contains more than one ice two windows. One window displays an overview image of wide
type, the system will output r.sults indicating that different ice types areal extent. This overview image was found to be important since
are present. it contains the contextual information necessary for classification. A

second window displays a zoomed-in portion of the overview image
One addition to the system has been the division of the Canadian at full resolution. A coloured box is used to outline the area of
Arctic into four unique ice zones. These zones were determined interest and focus the user's attention on a given ice type. A third
from the identification of unique ice characteristics identified on window located at the bottom of the screen is used for user
numerous images. An example of one of these zones is the Northern interaction. The style of this interaction is based on the Macintosh
Arctic Islands. Within the zone are three landfast multi-year ice interface standard where the user interacts with the system via a
plugs. By having the user identify the geographic area the system is mouse and in some instances with an attached keyboard. A series of
more quickly able to determine the ice type. tri-state buttons are used to represent menu choices.

4. PROTOTYPE SYSTEM An important feature of the user interface is the use of templates.
These templates are used to solicit information on criteria such as

The prototype ice classification system has been developed using tone and texture where it is diffi:ult to express in words a relative
Neuron Data Inc's. expert system shell, Nexpen Object. Nexpert value for these attributes. For example, the user is presented with a
Object was chosen for the prototype since it is a relatively low cost grey scale and asked to match the overall tone of the image.
tool written in "C" which can run on a variety of PC's, Similarly a series of examples of various textured images are also
workstations, and mainframe computers. Thus, applications presented and the user asked to match the image to one of the
developed on one computer system can be easily ported to other examples.
systems. Nexpert Object is a hybrid tool, combining structured
representations and rules. It is built around a reasoning kernel with An extensive help facility is also incorporated into the system. The
forward and backward chaining, automatic goal generation, multiple meaning of various terms used by the system is displayed
inheritance, and direct calls to external routines. It also has an automatically any time the user moves his cursor over a referenced
excellent developer's interface, term. In addition, actual image examples of various features and

terms can also be displayed by hitting the help button.
The system was developed on a 68030 workstation (MacIIx)
containing 4 Mbytes of RAM, a 160 Mbyte internal hard disk and a In should be noted that the prototype development went through
high resolution (1152x882) colour monitor. several iterations and evaluations before the current system emerged.

This process of prototyping and evaluation proved to be an excellent
Nexpert Object also offered a unique feature: the ability to way of soliciting further information from the experts and made it
automatically create a visual representation of the links between easier for them to communicate with the system programmers.
concepts and rules (i.e. a rule network). This was an invaluable tool
for the development of the prototype since it allowed both the 5. SYSTEM OPERATION
system's developers and the experts to see a graphical representation
of the rules and to trace the reasoning of the system during The prototype system has been designed to analyse any SAR image
processing. in the geographic regions outlined earlier. The system contains a

number of SAR images, stored in digital format on disk that may be
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brought to the screen for analysis. In addition the user may analyse fully automated ice classification systems.

other imagery which may be in the form of positive prints, film

negatives, etc. The techniques developed for the ice classification problem are also

directly applicable to many other imaging problems requiring

Users are asked to view an image and are then asked to input easily classification by experts.

recognisable features, patterns, constructs, and other relevant

information which is used by the system for classification. The area 7. ACKNOWLEDGMENT

to be classified on the stored images is outlined and represents a

single ice type. The system classifies the ice into one of the This research was supported by the Transportation Development

following types: New, Young, First-Year, Second-Year, and Centre, Transport Canada.

Multi-Year. First-Year ice is further divided into smooth, ridged,
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attempting to perform machine classification since it may present a 2. Kelly, G.A. The Psychology of Personal Constructs, Norton,
way of reducing the amount of processing required. In order to New York, 1955.
make the prototype more useful as a training tool, it was configured
so that the user must go through a complete line of logical

questioning before any output is presented. These questions are

presented in an order thought to be a reasonable representation of the

way that an experienced ice interpreter would proceed.

The output fiom the system consists of a display of the rules that are

fired and the classification made. The rule types include the

affirmative, supportive, and precluder rules outlined earlier. In

order to make the system more useful for training, a journal file is

also created on the system. This ,le is used to record the path of

decision making that the system took to arrive at a classification.

A great deal more work is required to validate the accuracy of the

classifica:ions made by the system. At present it has been confirmed

by at least one external expert that the system accuracy is about 75%
for new, young, and first-year ice and about 85% accurate for old

ice.

6. CONCLUSIONS

A knowledge based system for the interpretation of SAR images of

sea ice has been developed that is capable of classifying SAR images

based on a minimal set of feature information supplied by the user.

The system can be used to assist non-experts make correct SAR ice

interpretations and can also he used for training

Unlike other attempts to do fully automated machine processing of
SAR images, a top-down, knowledge based approach has been

taken to fully understand what important features ard information

are necessary for classification. This elicitation and structuring of the

knowledge is seen as a necessary step in the development of any
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Abstract To deal with the impreciseness, a fuzzy representation model is
used to represent geographical information, a fuzzy classification al-

Geographical information derived from remote sensing iin- gorithm has been developed to improve classification accuracy and
agery is intrinsically imprecise. The currently used techniques extract more spectral information from remote sensing data, and an
in reote sensing expert system researches cannot represent - ma, an -
and process the imprecise information properly. Alternative approximate reasoning method has been developed ' make reason-
techniques are required. ing on imprecise information.

In this paper, an expert system for remote sensing land
cover change detection is described. The system has been de- 2 Fuzzy Sets
veloped by using the fuzzy techniques to deal with the impre- Let X be a universe of discourse, whose generic elements are denoted
ciseness. The major techniques, in-luding fuzzy representation z. Thus, X = {x}. Membership in a classical set A of X is often
of geographical information, fuzzy classification of remote sens-
ing imagery and approximate reasoning, are discussed in detail, viewed as a characteristic function XA from X to {0, 1} such that

The system algorithm and analysis results are presented. XA (Z) = 1 if and only if x E A.
A fuzzy set (6] B in X is characterized by a membership function

1 Introduction if which associates with each x a real number in [0,1]. fB(z) repre-
sents the "grade of membership" of x in B. The closer the value of

In recent years, experiments wath expert systems have taken place fB(z) is to 1, the more z belongs to B.
in remote sensing to help automate the processes of digital image In classical set theory, a set has precisely defined boundaries and
analysis. In brading an expert system, it is critical to develop proper an element either belongs to a set or not at all. No third situation
representation, analysis, and reasoning techniques which are suitable is allowed. However, in the real world, there exist sets which do
for the problem to be solved. not have sharp boundaries. Membership of their elements cannot be

Geographical information derived from remote sensing imagery simply specified as a binary "yes" or "no" criterion, and intermediate

is imprecise in nature. Many relevant concepts do not have pre-
cisely defined intension and extension. "Grass land" and "soil" are and mixture cases exist. As noted, land cover type "grass land" and

such concepts. In talking about land cover, a piece of land with "soil" do not have a sharply defined boundary between themi. Fuzzy

sparse grass can be classified into either grass land or soil. There set theory provides very useful tools to deal with such sets.

is not a well specified criterion for distinguishing between the two However, works in remote sensing and other geographical infor-

cover types. The impreciseness also result4 from natural variations mation processing using fuzzy sets are rather scarce. Jeansoulin et

or arises through original measurements as well rs data processing. al. [3] proposed to use the principles of fuzzy set theory to combine

In building an expert system for remote sensing smage analysis, the criteria for automating multitemporal segmentation. Cannon et al.

problem of information impreciseness must be paid attention. [1] developed a fuzzy c-means clustering algorithm to segment a TM
However, in the current remote sensing expert system researches, image. Zenzo et al. [T] used fuzzy sets for contextual classification.

the techniques for formatin representation, analysis and reasonng These approaches can improve analysis to different extents. But,
are implicitly based on classical set theory and Boolean logic which they do not fully bring out the potential of fuzzy sets for geographi-

are intended for precise information. Such techniques inevitably cal information handling since the fuzzy techniques were merely used

lead to information loss and, in turn, low analysis accuracy. To in limited phases of the works. If fuzzy sets car be used As consistent

improve knowledge-based remote sensing image analysis, alternative rprsentation and analysis techniques throughout the entire proce-

techniques must be developed which can represent and process the dure of information processing, analysis will be further improved.

imprecise information well. 3 Fuzzy Representation of Geographical In-
In this paper, an expert system for land cover change detection .o .rmation

is described. The system monitors the process of urbanization by
analizing Landsat imagery. It detects areas of change and identifies Geographical information is conventionally represented in thematic
the following types of change. from vegetation to housing construc- maps. A map is a set of points, lines and areas that are defined
tion, from housing construction to urban, from vegetation to urban, both by their location in space and by their non-spatial attributes.
and crop rotation or others The sy-tem performs automated image Currently, the linkage between the spatial entities and their non-
analysis No user involvement is reqtured during the entire process spatial attributes are based on the membership concept of classical
of change detection. set theory - ; entity either has an attribute or not at all.
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Probabl, because that a prunar objective of niany remote sens- defined by some decision rules Pixels inside a region are classified
ing applications is the Lassifiiatiun of iiiges to prepare thematic into the corresponding information class. Final output is represented
maps and the ground truth information required for classifier train- in a one-pizel.one-class image.
ing is derived from thematic iiaps (which may not exist physically), A serious drawback of the conventional classification is that the
inforniation repre'-ntation in reiiote secsing iiage analysis basically information about cover mixture and intermediate conditions is lost
follows the consention,.l method Each pixel can only be associated in determining pixel memberships [5]. This drawback can be largely
with one coer class. Such a method cannot properly represent class overcome by using the fuzzy partition of spectral space in which par-
mixture and intermediate conditions vihich occur in most remote tial and multiple memberships are allowed.
sensing inages. Formally, a fuzzy partition of spectral space is a family of fuzzy

A pixel corresponds to a cell on the ground. Quite often, such a sets Fr, F2,..., F. on universe X such that
cell contains a mixture of surface cover classes, for example grass and Vx E X,
underlying soil. Mixture may also take place when the size of the
cell is larger than the size of the features about which information 0 _ f,(x) < I and - fF,(x) = 1 (1)
is desired Since currently only one cover class can be assigned to =I
a pixel, information about other component classes and deviation of where F1, F2 , ,F. represent the spectral classes, in is number of
the assignment cannot be represented. predefined classes, x is a pixel measurement vector, and fF, is mem-

Different conditions may exist within a cover class For exam- bership function of fuzzy set F, (1 " i _ m). fF,(x) indicates the
pIe, vegetation may be in different conditions which are caused by extent to wbich x belongs to F,.
such factors as plant health, age and water content However, these The fuzzy partition can be recorded in a fuzzy partition matrix.
conditions cannot be differentiated. in a thematic map unless more r f& (.,) ... fF,(x,)
classes are defined. It is clearly inaccurate to assign the same class fF(x, fF,(x) ... fF1(x,)
to fresh grass and half dry grass without specifying their differences. . f... .. .. (2)

Introducing more classes will lead to higher analysis costs and no fF,,,(x) fF,,(x,) ... .fF,,(x,)
matter how fine the classes are defined, within-class variability may where s is number of pixels, and x,'s are pixels (1 i < n). In the
exist.

Fuzzy set theory can provide a better representation for geograph- fuzzy partition, if m classes are defined, each pixel is attached vith

ical infornation, much of which cannot be described well by a single m membership grades.

class. In a fuzzy representation, land cover classes can be defined as Compared with the convyentional spectral space partition, the

fuzzy sets and pixels are set elements. Each pixel is attached with fuzzy partition can better represent the real situation and allows

a group of membership grades to indicate the extents to which the more spectral information to be utilized in subsequent analysis.

pixel belongs to certain classes. Pixels with class mixture or in in- 4.2 Fuzzy Parameters for Image Classification

termediate conditions can be described by membership grades For In classifier training, statistical methods are applied to training dat
example, if a ground cell contains two cover types "soil" and "vege- to generate parameters for classification algorithm. The parameters
tation", it may havc two membership grades indicating the extents play a critical part in determining pixels' membership. Low classifi-
to which it is associaed with the two classes cation accuracy is largely due to the variations between statistically

4 Fuzzy Classification of Remote Sensing Im- generated parameters and the "real" ones.
Among the factors giving rise to the variations, an important,

agery however so far not fully realized factor lies in the knowledge rep-

In this section, a fuzzy classification is described which consists of resentation methods. Currently, training information is represented

fuzzy partition of spectral space and fuzzy parameters. on a basis of one-pizel.one.class. Once a pixel is associated with a

A ground cover class has its spectral characteristics which de- class, it makes a full contribution in generating statistical parame-

pend upon the interaction of electromagnetic waves with that class. ters of the class. Class mixture and intermediate conditions cannot

In a given radiometric band, a pixel value of a remote sensing im- be taken into consideration. The parameters estimated in this way

age is a function of the reflectance from component classes of the must vary from the "real" ones more or less. A classification based

corresponding ground cell (2]. A mixed or heterogeneous pixel has on those parameters may thus -ontains mistakes.

its spectral characteristics which differ from those of a homogeneous The fuzzy representation makes it possible to calculate param-

pixel. Changes in condition within a given cover class also cause eters which are closer to the "real" ones. The basic idea for the

variation in spectral characteristics. Theoretically, the spectral in- methods employed in this system is that how much a pixel belongs

formation about cover components and different conditions can be to a class, how much it contributes to parameters of the ciass. The

utilized. However, the current classification techniques are unable to mean and covariance matrix obtained in this way are called fuzzy

do so mean and fuzzy covarmance matrix which are defined as follows.

4.1 Fuzzy partition of spectral space FM -- i .
In remote sensing, pixel measurement vectors are often considered :" f(x,) (3)

as points in a spectral space. Pixels with siular spectral character-
istics form groups which correspond to various ground cover classes . f(xi)(x, - p;)(x, - P.)T

classes while the coser classes are information classes. Currently, where n is total number of sample pixel, f, is membership function
insage classification algorithins decide membership of each pixel in of class c, and x, is a sample pixel measurement vertor (1 < i < n).
one of predefined classes 5 Approximate Reasoning

To classify pixels into groups, the spectral space must be pa:ti-
tioned into regions each of which corresponds to an information class. The reasoning techniques employed in the existing expert systems are
Traditionally, the inforiiation classes are implicitly represented as mainly based on modus ponens which is one of the most commonly
classical sets Thus partition of the spectral space is based on the used inferencing rules in Boolean logic The classical modus ponens
principles of classical set theory Sharp decision surfaces are precisely can be represented as
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If X is V th-rn Y is G
is V (5)

Y is G.

The classical modus ponens is well suited for the situations that
"X is V", a proposition about facts, is either true or false. How-
ever, when dealing with the imprecise geographical information in
practical situations, a proposition may have an intermediate truth
value. In the case that X is V' which is similar to but not exactly
identical to V, one cannot reach a meaningfvl conclusion by applying
Equation 5. For example, when condition of a rule is "land cover is
soil", but the observed fact is "70 percent of the land cover is soil
and the rest is vegetation", an expert system solely depending on the
classical modus ponens cannot make a right reasoning. Therefore, Figure 1: system b.- 'ow.
an approximate reasoning method is needed.

The approximate reasoning technique developed in this work is Image Differencing
an extention of modus ponens which can be stated as In the first step, image differencing is performed on the newly input

image (image of date 2) and an "old" image from which the previous
If X is V then Y is G CLI land cover is determined (image of date 1). Image differencing in-
X is V' CL 2  (6) volves the subtraction of one digital image from the other after they

are precisely registered. After differencing, the areas of change can
Y is G CL 3  be seperated in digital values. This operation is expr,.ssed mathe-

whert CL. denotes certainty level of the rule, i.e., the reliability of matically as:
the knowledge that 'if X is V then Y is G", CL 2 denotes certainty X(3),k = X(2).jk - X(1),,k + C (11)
level of the fact, i.e., the rehability that "X is V' is true, and CL 3 is where X(l), X(2) and X(3) are pixel values at image of date 1, date
certainty level of the conclusion "Y is G". CL 3 can be calculated by 2 and the differenced image respectively, i, j, and k are line, pixel
applying fuzzy number multiplication to CLI, CL 2 and the similarity and spectral band number, and C is a constant.
S between V and V' which are elements of a fuzzy set F:

Change mask production
CL 3 = CLI * CL 2 * S. (7) For selecting training areas ad determining potential areas of land

Fuzzy number multiphcation * can be expressed as: change, a change mask is produced from the differenced image by us-

fA.B(:) = m ax(fA(z) A fB(y)) (8) ing a K-L (Karnen-Loeve) expan: ion followed by a K-means clauster-
ing. The K-L expansion is an effective method for feature extraction

where A and B are fuzzy numbers and A denotes taking the mini- in statistical pattern recognition. It finds an orthogonal set of basis
mum. vectors for the feature space and transforms measurement vectors

The similarity S between V and V' is evaluated as into the new space. The K-means clustering algorithm classifies a
digital image into K ntegories by minimizing the sum of squared

S = 1- 1 (fF(V') - IF(V)) 1 (9) errors within the K categories.

where IF is membership function of fuzzy set F and I I denotes taking In the transformed differenced MSS image, the second component

absolute value, emphasizes brightness changes between the two original images. In
When condition part of a rule is conjunctive subconditions, and this component, the land changes of interest, e.g. from vegetation

the similarities between the subconditions and facts are 51, S2, .. , S,, to housing construction, or from housing construction to urban, are
the total similarity S can be calculated as: highlighted by strongly contrasted very bright or very dark tones,

while the areas of no change are in intermediate tones 14). After nor-

S = S1 * ... S . (10) malizing the pixel values, a K-means clustering is performed on the

6 Algorithm of the Expert System component. The very bright and dark area- are classified as poten-
tial areas of change and others as areas of no change. By assigning

Image differencing and post-classification comparison form the ba- "1" to pixels in the potential areas of change and "0" to others, a
sis of the system algorithm. The former is sensitive to the areas change mask is produced.
of change and the latter can provide information for determining
change types. Combining the advantages of them, the system is able Automated fuzzy supervised classification

to identify both areas of change and their change types. A geograph- An automated fuzzy supervised classification is performed on the

ical information system (GIS) is incorporated to provide ancillary newly input image. The change mask is used to select training areas.

information and the expert system works on the regions that the The previously determined land cover data from the GIS is used to

GIS has covered. In each task, the system deals with one new image. train the classifier. All the areas of no change are selected as training

uiangedetection is performed on the new image referencing previ- aroaq

ously determined land cover and ot5 r inforiiiation. The system data A fuzzy set is characterized by its membership function. To per-

flow is illustrated in Figure L. form a fuzzy partition on a spectral space, a membership function

Eisre process of the automated change detection consists of five must be defined for each cover class. In this work, the membership

major steps: (1) image differencing, (2) change mask production, (3) functions are defined based on maximum likelihood classification al-

automated fuzzy supervised classification, (4) attribute extraction, orit with fuzzy mean it and fuzzy covariance matrix £ replac-

and (5) change identification: ing the conventional mean and covariance matrix. The following is
definition of the membership function for cover class c.
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P (x) eters to the procedures, and activates them. The inserter adds the
x)= '(x) (12) conclusion tuple into the context when a rule has been fired.

where 7 Results and Conclusion

p(x) =X .- e_ .,-(XD (13) Very encouraging results have been achieved in applying the auto-
(2-)tv/1 "111/2 mated change detection algorithm to the study area - Hamilton,

Ontario, Canada. The fuzzy techniques have improved the analysis

N is dimension of the pixel vectors, m is number of predefined classes, accuracy considerably and more information about land cover and
and I < i < m. land change has been obtained.

Provided that the ground truth information from the GIS is suf- Fuzzy classification is performed to classify images into seven
ficiently reliable, this algorithm can achie e highly accurate outputs cover classes, water, industrial or conunercial, residential, forest,
as the biggest possible training areas are used and the fuzzy methods farm land, bare soil, and pasture or other vegetation. Seven member-
may generate more accurate parameters The membershiop grades ship grades are assigned to each pixel Tests with aerial photographs
can provides very useful information about cover components and have verified that a membership grade of a pixel is proportional to
intermediate conditions for the subsequent analysis the area of the corresponding cover class in the ground cell. The in-

Attribute extraction formation about pixel component coter classes conforms very well to

In this step, information required for change identification is col- the real situations. Overall classification accuracy levels of about 91

lected for pixels in the potential areas of change. The information percent have been measured. Compared with those from the conven-

includes land cover at both dates, topographic features, allowable tional classification on the same images, an improvement of about 6

uses, and some historical and contextual information. The collected percent has been achieved [5].

information is represented as attributes of the areas. By using the approximate reasoning method, the system can draw
more meaningful land change information from imprecise, incomplete

Change identification or unreliable information, and provide more information about the
In the last step, the areas of change and their change types are iden- nature of change. Four membership grades are associated with each
tified based on the analysis of spectral, spatial, historical and con- region for the four types of land change. Besides indicating the cer-
textual attributes Human knowledge about change identification tainty levels of change identification, the membership grades may
is formulated into rules The change identification is a reasoning give a better description of land change. For example, maturity
process by applying the rules to the collected attributes of a new residential area can be determined by analyzing combi-

The overall knowledge representation scheme employed in this nation of the membership grades. Change detection accuracy has
system is a production system which consists of three major com- been assessed on the 1974, 1978, 1981 and 1984 images of the study
ponents* context, rule base, and interpreter. The factual knowledge area. The accuracy levels for detecting the areas of change are about
in the context and the performance knowledge in the rule base are 95 percent, and the accuracy levels for identifying change types are
organized as relations. about 86 percent.
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ABSTRACT data is obtained in large volume and its
interpretation is cumbersome and time

Expert Systems are among the most exci- consuming , and also as the precious re-
ting new developments in software source of human expertise is fragile and
technology. Emerging as a practical transient one, the need of Expert System
application of research in ARTIFICIAL INTE- is realised. Basically, the current problem
LLIGENCE, these programs embody knowledge is heuristic in nature. It can not be
of a particular application area combined solved mathematically or there is no algo-
with an inference capability, which enables rithmic procedure to solve the same, and
the programs to reach (or even exceed) the hence expert system approach is resorted
performance of human experts. The present to solve the problem.
paper deals with various aspects of design
and development of one such a system, namely In view of the above facts, it is evi-
ESSII. The goal of the present task is to dent that an Expert System can handle the
automate the interpretation process regard- problem in hand more efficiently.ESSII,is one
ing geomorphic features of a satellite such Expert System for satellite Image
imagery. As a part of future plan, which Interpretation.
is aimed at achieving complete automation
of the interpretation process, the present ENVIRONMENT AND DESIGN OVER VIEW
system (ESSII) is developed using MPROLOG
on APOLLO WORKSTATION. ESSII is enriched The aim of this project is to develop
with various features such as dealing with an expert system for satellite image inter-
uncertainity, explanation capability, user pretation taking the geomorphological as-
interface in form of different menu, and pects into consideration. The knowledge
an on line help with graphical display. base is encoded in MPROLOG. The control

strategy is the unification with backtrack-
KEY WORDS ing, which is an underlying computational

mechanism in MPROLOG. The system interacts
Remote Sensing, Geomorphology, Expert with the user during a question answering

System, Image Interpretation, Image Process- session. The system can be represented in
ing, Zdge Segmentation, quad tree structure, a block cl-gra.m as below:

INTRODUCTION
E SSII DISPLA I

Image interpretation is defined as the (MPROLOG) -OMAINFORRAN)
act of examining images for the purpose of
identifying objects and 3udging their signi- GPR TSTOREDN
ficance (5). The basic elements that are L L I
dealt by ESSII for the interpretation CREATION/
process are: tone or color, size, shape, UPOATIONI - - - - 1 --- (DOWAIN C1

t~xtrc, ....... The core of th e system is the ESSII,

The domain around which the knowledge which contains knowledge about the domain.

base is developed is the GEOMORPHOLOGY. The During session with the system, this module

major landforms that are taken into consi- also calls DISPLAY module. This diplay

deration for the interpretation are : Hills/ module is implemented using DOMAIN FORTRAN.

Mountains, Piedmont zones, Valleys, Plains. The DISPLAY module access bitmap file
These landforms are in turn classified into containing the stored patterns. Thesevarious other landforms. As the satellite bitmap files are created and updated bytwo separate modules which are implemented
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in DOMAIN C. The display, create, and up- factor. In this case we followed a standard
date modules call GPR (Graphics Primitive combining technique to get a single result-
Resource) routines to achieve their tasks. ing confidence, that can be termed as
The GPR routines are a standard piece of 'current rule confidence'. Hence when all
Domain Software. factors are exhausted, the current rule

confidence will be the 'final rule confi-
ESSII dence', based on which ESSII could come

up with a conclusion and convey its confi-
The knowledge about the Domain (Image dence on the same. The combining technique,

Interpretation) is mainly acquired from which comes from Emycin system, can be
scientists of NRSA, Hyderabad who are the stated as below:
authorised experts in the same. The existing
literature (4, 5) also enabled us to acquire C = Cl + C2 - (Cl * C2) if Cl, C2 < 0
more knowledge about the domain. = Cl + C2 + (Cl * C2) if Cl, C2 >= 0

After following different methodologies, C = (Cl + C2) / 1-min (abs (Cl), abs (C2)).
we came up with a hybrid methodology and
followed the same for the Knowledge Acquisi- Let us look at the following complex
tion phase of development of ESSII. rule, which contains more than one factor.

Such a methodology, which is an upln:-
efficient and effective blend of observa-
tional method, intuitive method and Multiple Write(" Let us try to identify uplands
Expert approach, is found to be more practi- in the image"), nl
cal than the individual techniques.

Write ("Do you see any area in the
TOPOSHEET in which contour lines are

INCORPORATION Oe UNCERTAINITY: closely spaced?"), nl,

reply(CFl), prod(CFl, Be-l, CF2),

The conclusions drawn by the ESSII write("In the FCC imaqery, does this
depends on two factors: 1. User input which area have he following properties:
reflects the confidence on his/her response,
and 2. Factor strength that each factor is 1. Tone is light to dark brown or
given in terms of its accounting for con- light to dark to grey.
clusive evidence. The way in which ESSII
deals with the uncertainity is as below: 2. A Drainage Pattern is visible"),

nl,

When ESSII poses a question, the user reply (CF3, be-l, CF4), , combn (CF2,
is expected to input a number in the range DF4, CF5),
of +1.0 (synonymous to "yes") and -1.0
(which means "no"), it is then multiplied write ("Do you see thin drainage lines
by factor strength to give rule confidence, which are joining upto form thicker
Based on the rule confidence, ESSII presents lines?"), nl,
its interpretation to the user.

reply(CF6), prod(CF6, be-l, CF7), comb

In general though, there may be many (CF5, CF7, CFB), nl,

factors, as each factor may confirm or deny
a conclusion with a certain confidence answer (CFB, Str2), Strl="Upland
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inter, msg(CFB, Stri, Str2, Stringl, riate user friendly messages.
String2, String).

The graphical interface involves the
In the above example, first user input display of Drainage Patterns in which the

is CFl, which is multiplied by 0.8(factor patterns are shown in a separate window,
strength) to give CF2, which is current while session with the ESSII is going on.
rule confidence (CRC). Then CF3, which is When the user finishes his job of viewing
a respoonse to the question corresponding and comparing the patterns, he/she can
to the second factor in the rule, multip- press 'q' or 'Q' to close the display and
plied by the factor strength (0.6) to give resume further consultation. The interface
CF4. Then CF2 and CF4 are combined using can still be made more user friendly by
the above method to give a single incorporating a Natural Language Interface.
confidence factor (CF5), which is nothing
but a CRC. Likewise the confidence factor
will be propagated until a. the factors SCOPE OF FUTURE WORK

are exhausted when the CRC will become
Final Rule Confidence (FRC). Depending on Development of ESSII is a part of the
the value of the FRC, ESSII conveys its future work, which is aimed at achieving
interpretation in a most pleasing way to the complete automation of satellite image
the user. interpretation. This can be realised by

integrating the techniques from Image Proce-

EXPLANATION CAPABILITY: ssing, Pattern Recognition, Artificial Inte-
lligence and conventional Computer Science.
As all these are rapidly growing fields,

In ordi' iry life, the EXPLANATION can we can find a large scope for the extension
be a sequence of reasoning steps used to of $SSII.
convince a person that is so. In Expert
System Technology, the situation is also Even with the partially automated
similar. With such a capability, ESSII can interpretation, a lot of work can be done
handle 'why' explanations. When ESSII asks on ESSII. One major extension work can be
a question, the user can answer with why, a development of Natural Language Inter-
meaning "why did you ask me that question" face. PROLOG (with which ESSII is
or "what happens next on the screen". To developed) has got special applicability
get explanation from ESSII , the user has to NLP(2).
to choose an option of 'EXPLANATION' from
the menu displayed on the screen. Like Drainage Patterns, which are

currently supported by ESSII, colour maps

USER INTERFACE: and texture maps can also be generated to
provide the user with more information.
These are also major fields where considera-

ESSII is an interactive system and ble research is being carried on currently.
engages the user in a dialogue, where, the

... "" .. .. -- -;.. ... "ES! can be "'ade mer inte1ligent

stage to choose from. With each menu, ESSII by incorporating advanced features such
displays messages regarding the input from as learning component, reasoning about time
the user. A system cannot be user-friendly, where data vary over time, and reasoning
unless it continue to work inspite of an with time including time as an element of
error in input. ESSII accepts any input the reasoning process itself.
and checks for its correctness and asks
the user for a syntactically and semanti- As ESSII can be used as a front end
cally correct input, with the use of approp- module to many other systems: Intelligent
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systems for mineral exploration, ground features of ESSIII, that makes the system
water studies, land use studies and crop user friendly. It was achieved by the
monitoring etc. can utilise the image inter- Graphics Primitive Resource library on the

pretation offered by it. The modular imple- APOLLO Work Station. The ESSII is made
mentation supported by MPROtOC, specially powerful by incorporating the various
eases the improvement of Knowledge base features like Inexact Reasoning, Explana-
of ESSII. We feel that it is not wise to tion capability, and an user interface.
work directly with raw imagery. The imagery By the successful incorporation of Learning
should be preprocessed before actual inter- Component and Temporal reasoning, ESSII
pretation. Preprocessing may accomplished can be made intelligent and we can see that

by the following steps: it is a kernel of a more substantial re-
asoning environment which embeds this layer

It is always advisable to work with of "intelligence" into the user's computa-
coarser image. For this we have to divide tional support environment.

the image into several parts. We do the
major interpretation at this stage i.e. REFERENCES
first level of interpretation of the
landform features into Hills/Mountains, 1. Shapiro. S.C., Techniques of Artificial
Piedmont zones, valleys, and plains can Intelligence, Van Nostrand, New York(1979)
be done at this juncture. 2. Adrian Walker, Michael Mc Cord, John F.

The second step involves the applica- Sowa, WG Wilson, Knowledge systems and

tion of segmentation techniques like edge prolog, Addision-wesely Pubs. Co.(1987).

detection and the like, by taking into 3. Fedrick Hayes-Roth, Donald A Waterman,
consideration f.atures like texture, tone, Doughlass B. Lenat, Building Expert
patterns etc. Corresponding to each such Systems, Mc Braw-Hill, NY. (1983).
feature as may be considered, we may 4. Lillesand T.M. and Kiefer R.W., Remote
generate a quad tree, thus ensuring those Sensing and Image Interpretation, John
regions with uniform feature which is under Villey, NY. (1979).
consideration are at the leaf mode of the
quad tree. By merging the interpretations 5. Manual of Remote Sensing, Vol 1 and Vol.2
associated with each regions of the quad American Society of Photo Grammetry(1986).
trees, we may generate a globally 6. P.A.Subrahmanyam, "The Software Engineer-
consistent interpretation of the entire ing of Expert System: Is Prolog Approp-
satellite imagery. The amount of refinement riate?", IEEE Transaction of Software
that we could achieve in such an interpre- Engineering, Vol SE 11, No.11, Nov.1985,
tation process entirely depends upon the pp 1391-1400.
number of quad trees that we consider.

7. David G.Goodenough, Morris Goldberg,Gordon
CONCLUSIONS P~unkett, John Zelek, "An Expert System

in Remote Sensing", IEEE Trans. on
It has been shown that the Satellite Geoengineering and Remote Sensing,

Image Interpretation is a valid application Vol 2,No., 107.
area for the technology of Expert System. 8. Herbert A. Simob, "Whether Software Engi-
The Knowledge Base of ESSII is encoded in neering Needs to be Artificially Inte-
MPROLOG, as it is found to be a suitable lligent", IEEE Trans. on Software Engi-
to~ol for the development of the same. neering, Vol.SE 12, No.7, July 1986.
MPRLOG's strength is not derived from a
lengthy list of features, but its
underlying structure based on LOGIC. The
graphics interface is one of the main
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Most of the geocoding procedures are based on the iden-
Abstract tification of control points. These control points establish the

The geocoding of synthetic aperture radar (SAR) image geometrical relationship between SAR and DEM system that

data is performed by a transformation of a digital SAR im- is used in geocoding process to resample the SAR pixels to

age to a georeferenced system. A way is to search for con- the location of the DEM nodes. They preprocess the DEM eg.
trol points in the image and a corresponding digital elevation by use of an illumination model or by simulation to create a

synthetic image that bears optical resemblance with the SARmodel (DJEM). In the presented approach we avoid this time- img.Tecodntsfthefaursnte Aiaeadconsuming search for control points by applying different fea- image. The coordinates of these features in the SAR image and
consrring earc fo cotrolpoits y aplyig dffernt ea- the corresponding DEM form the set of control points used forture detestors in DEM and SAR image in order to find features geocoding.

with the same characteristics. The motivation for building an intelligent system that helps
This process is supported by the knowledge based system with the search for control points or performs the search auto-

SHERLOCK which manage the various methods applicable to wih the search is r perorm The per onthe special circumstances. The predominant part of SHER- maticaly is that the search is very time consuming. The person
LOCK is the knowledge base which controls the data driven who performs the manual search must have great skill, a lot ofLOCKis he nowedg bae wich ontolsthedat drven experience and e'a overall knowledge about SAR images. Even
processing under the (interactive) guidance of the human op- experienced uoerll ndge bout SA i ae Eneratoreaiain ocnrteo onanu ein a v-ry experienced user will find it very helpfuUl to have an

Our e tn intelligent system as an aid.where layover is dominating. An example is given to show how SAR image and DEM are both array of numbers. The num-SHERLOCK detects layover in both thexae s ie and the bers in the DEM represent the elevationn of the terrain and areSHERLCde tecrts avenitnot corespoimande tee obtained by putting a reference grid over the terrain and byDEM and how it creates a consistent correspondence between using the heights in the sample grid positions. The numbers in
the two sets of layover regions. the SAR image stand for the intensity of radar backscattering.

Radar exhibits specific phenomena which distort the percieved
Keywords: expert system, knowledge base, SAR, layover, image of the objects. One of them are layover regions which

control points, geocoding are very bright areas in radar images caused by a many to one
mapping during image formation. The characteristic effect .
radar layover is an increase of the grey values.

Since control points are used for geocoding the presented
1 Introduction task of SHERLOCK is reduced to the search for control points

In contrast to images from optical sensors, SAR images in a SAR image and a corresponding DEM.
show a more complicated geometrical mapping. Most opti- In order to relate SAR image and DEM for geocoding, se-
cal sensors produce line scannei images and a few of them lected points in both images are used to establish a geometrical
are images with central perspective which is equivalent to hu- relationship. The problem lies in the fact that points can only

be identified in images by means of features like characteristicman vision. SAR images, on the . her hand, show a range

projection. Therefore there exists a great need for transform- points on a layover border. Furthermore such features in the
inm the imaae geometrically into a mD projection. For this DEM and the SAR image look completely different. For ex-
procedure - called geocoding - different methods exist: Domik, ample a peak is a local maximum in the DEM but not in the
1985 used image simulation; Raggam, Strobl and Triebnig, 1986 SAR image. To solve this problem the intelligent system needs
used squint angie condition and bundle adjustment; Meier and specific knowledge about radar imagery and DEM.
Niisch, 1986 used doppler information and target point veloc-
ity; Kwok, Curlander and Pang, 1987 used doppler information
and a three pass resampling; etc.
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To establish a geometrical relationship between the SAR

Pa-mng Humen DEM image and the DEM it is necessary to have an even or nearly
SARmete Ex pert even distribution of control points (depending on the terrain).

This is achieved by using a coarse grid ovE ' the DEM to decidehow many control points should be found ix. any element of this

Gity Grey grid.
Value KnowledgeValue
Ia nIoen 3 Working with SHERLOCKImage Bs mg

Analysis Process and Anysis
Binary Paaryeter The knowledge base of SHERLOCK is the most predom-[Selection Binar

Image Image inant feature of the architecture because the knowledge con-
Context ] Context structs the basis to control the running of the program and to
Analysis [ oo Analysis select the appropriate image processes. Fig. 1 gives a brief im-

pression how the search for control points is directed by SHER-
Features Identificaon Features LOCK.

Pol CP The initial inputs are the SAR image, the DEM, the imaging
Algorithm Algorithm parameters and the human expert knowledge. All these infor-

ControlQuality Control mations aae collected in the knowledge base which is the most
Pointsand Error Points predominant part of the architecture because the knowledge

constructs the basis to control the running of the program and

to select the appropriate imege processes and their parameters.
Figure 1: Search for control points with SHERLOCK Several image processes described later in an example can

be selected to modify the grey value image of the DEM and

the SAR image and to obtain a binary image. The features in

2 SHERLOCK - the Intelligent the binary SAR image which are qualified for a control point
algorithm are selected in accordance to the binary DEM. The

System result of the control point algorithm are points representing a
geometrical relation between the SAR image and the DEM. To

SHERLOCK is written in Lisp F4 on a Digital VAX 11/750 complete the search a quality examination of the control points
system and is an abbriviation for a shell combining elevation is made.
models and radar images - location of control points with a
knowledge base. SHERLOCK is based on frames and rules (see
Minsky, 1975). The knowledge is stored in frames. Frames are 4 Searching for Control Point
implemented as an expansion of the list structure of Lisp. They Dependent upon the context of the SAR image the way

are subdivided into slots, which can in term be subdivided into is chosen to determine control points. The examinations for
facets. Every slot or facet is allotted one or more values. They this paper are focused on mountainous regions where layover is
contain the knowledge of SHERLOCK as facts or as the rules dominating and therefore a brght area evaluation in the SAR
which are exccuted to retrieve the missing information, image is made. Below an algorithm is proposed identifying

The search for. control points is directed by an intelligent control points based on layover areas (see M. P18finig, 1988
system. The choice for the next step of SHERLOCK depends and B. Billington, 1988).
on the static knowledge, the user input and the results of pro-
cesses already completed. There are many methods to search 4.1 Image Analysis
for control points. They differ in speed, accuracy and failure It is difficult to detect geographical features like peaks in a
probability. Their performance often depends on the local ter- SAR image. Therefore it has been decided to concentrate in
rain and the image characteristics. These considerations are the DEM on a feature that is very distinct in SAR pictures -
used to assign a priority to every method. New results may the layover.
change the priorities of some processes. Interpreter facilities of Layover is not directly a feature of a DEM. Therefore a
Lisp make it easy to insert a new method for searching control method has been used to find layover regions in the DEM.
points. The name of the method is entered in a global frame This method was suggested by Kropatsch and Strobl, 1988.
where all search methods are collected. The new method is now It takes not only the flight path into account, but also the
included in SHERLOCK. Under the influence of the knowledge nadir distance, the imaging time, the slant range and the height
in SHERLOCK the decision is made whether the new method difference of the sensor and the object point. The result is
Ur =y vi the other methods should be started or not. presented as a layover map.

Control processes are necessary to control the execution of Connectivity analysis of the binary layover map finds all
thc programs. One of those processes decides when SHER- connected regions which can be compared with the layover re-

LOCK has to stop. This and other decisions are taken with the gions of the SAR image both on an individual basis and by
aid of user inputs. The quality of control points can be deter- considering different layover aggregations. The many image
mined either by their residuals or by knowledge based methods parts that are extracted in this way can be treated separately

(see 4.4). and in accordance to their specific properties.
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V.i

Figure 2: Layover areas of the SAR image Figure 3: Layover areas of the DEM

For the examination of a SAR image a histogram can be
used as an overview of the grey value distribution in order to 4.3 Control Point Algorithm
select parameters for subsequent image processes. Based on
the observed standard deviation an estimation of the noise can Strobn, 1988 shows that the highest position accuracy in lay-
be made. This eg. is a result of an image process which will be over regions can be found at the boundary of active layover
added to the knowledge base of SHERLOCK. And in depen- areas. Control points of layover regions should therefore not be
dence of this result a filter can be chosen to smooth the SAR identified within the layover region but rather on their border.image in order to reduce the noise. Control points on layover borders can be determined by the

An edge-preserving filter was used to extract the layover minima of curvature of the bordercurve. A description of theboundaries looking to the backslopes. The intensity difference shapes of layover regions can be made by their minima of curva-ounarives ing ito th bcasles dTre inesit diffrened shture. The similarity of a shape description of a layover borderof grey values is quite high because dark areas called shadows found in the SAR image and in the DEM allows to identify two
often adjoin on these layover boundaries. To determine the oundin la e regins.
boundary of layover regions closer to the sensor the covered area corresponding layover regions.
of layover regions in the DEM is regarded. In consideration of
the resolution relation between the SAR image and the DEM 4.4 Quality and Error
the area of pixels representing layover can be estimated by the It is assumed that the control points are extracted at the lay-
percentage of active layover (regions of the terrain which cause over borders in both the SAR image and the DEM. The error
the layover) derived from the layover map of the DEM. check for the extracted point coordinates in the DEM is done

The lower limit is determined in such a way that the result, by measure the distance between the extracted point coord-
the binary layover image, covers the calculated percent of lay- nates and the active layover borders in imaging direction and
over regions. The binary image contains all the pixels greater by measure the distance oetween the extracted point coordi-
than the lower limit. nates and the slope extremum in flight direction. Both error

Fig. 2 and Fig. 3 show the result of layover extraction based measurements supposed to be zero.
on a SAR image and the corresponding DEM. The a posteriori quality control of the extractcd control

points in the DEM is done by calculation of both single deriva-
4.2 Context Analysis tions of the slope gradient in flight direction and by measure

the distance for the possible change of the localization on the
Now two binary layover images are produced - one based on layover border in imaging direction which is supposed to be
the SAR image and one based on the DEM. The features of minimum (see Stroh]. 1989).
these images are iayover regions. On the basis of these features Precise conditions for the error and the quality control of
there are several ways to obtain control points. Before a control the point coordinates in the SAR image he a inot been derived

point will be selected a relation between the layover regions of tp o ow.

the SAR image and the DEM has to exist. This can be done up to now.

eg. by matching the layover regions of the SAR image and the
DEM.
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SHERLOCK Conventional Methods [2] G. Domik. Verfahrenentwicklung zur Analyse von dig.
.different processes entire process italen Seitsicht-Radarbildern gebirgigen Gelindes mittelimage parts one image digitaler Hdhenmodelle und Bildsimulation. PhD thesis,idage prts o ned Technizal Univ. Gras, Austria, April 1985. Also: DIBAG

data driven predetermined steps Report 21, Forschungsgesellschaft Joanneum, Gras, Aus-

tria.
Figure 4: SHERLOCK vs. conventionpl methods [3] W. G. Kropatsch and G. Past. Aufbau einer Pyranide

auf Radarbildern. In Berichte aus Informatikinstitutionen
4.5 Coarse-to-fine search in pyramids (CG.Schriftenreihe, pages 221-232, Oldenbourg Verlag,
In order to improve the search pyramids can be used. With the 1987.
aid of a pyramid generated from a binary layover image, the [4] W. G. Kropatsch and D. Strobl. The Generation of SAR
most significant minima of curvature can be found in higher Layover and Shadow Maps from Digital Elevation Models.
levels. A pyramid can be described as a stack of images of suc- To be published.
cessively lower resolution (Kropatsch and Past, 1987). They [51 R. Kwok, J. C. Curlander, and S. S. Pang. Rectification of
reduce the data array by a constant factor (two or four). But terrain induced distortions in radar imagery. Photogram-
the accuracy decreases with the increasing levels of the pyra- metric Engineering and Remote Sensing, 53(5):507-513,
mid. Since image processing speed depends essentially on the May 1987.
size of the images, major features can be detected in much less
time than on the original high resolution image. [6] E. Meier and D. Nfiesch. Geometrische Entzerrung von

The pyramid permits analysis of coarse, but essential struc- Bildern orbitgestfitoter SAR-Systeme. Bildmessung und
tures of the SAR image at a very low data volume and guides Luftbildweaen, 54(5):205-216, 1986.
the search for the precise location of the points in the highest
resolution (coarse-to-fine search). A top-down algorithm refines [7] M. Minsky. A Framework for Rtpresenting Knowledge.
the position of these control points and compensates the loss The Knowledge of Computer Viion, 211-277, 1975.
of accuracy in the pyramid. [8] M. Pl56nig. Intelligente Pappunktsuche in gebirgigen

5 Results and Conclusion Regionen eines SAR Bildes. Master's thesis, Technical

Univ. Graz, Austria, Wastiangasse 6, Gra, October 1988.
SHERLOCK is a system based on frames and knowledge Also: DIBAG Report 39, Forschungsgesellschaft Joan-

nd controls the running of the program by its knowledge base neum, Graz, Austria.
where all informations are stored. New results of completed [9] J. Raggam, D. Strobl, and G. Triebnig. The Rectification
processes expand this knowledge base nd improve the capabil- of SAR Image Data using a Digital Elevation Model and
ity to select image processes and their parameters. That means Image Simulation Techniques. Phaue-B Study for ERS-
the processing steps of the methods used by SHERLOC are I Processing and Archiving Facility. ESA Contract Re-
not predetermined like conventional methods. They ax. data port 6292/85/HGE-I, Technical Note 17, Forschungsge-
driven. sellschaft Joanneum, Gras, Austria, August 1986.

In our examinations the search for CP's was focused on
layover regions. The SAR image and the DEM - both grey 10] D. Strobl. The Effects of Control Point Location Er-
value images - were transformed into binary layover images. rors on SAR Geocoding in Mountainous Terrain. Mas-
Conventional methods used one process applied over the whole ter's thesis, Technical Univ. Gras, Austria, January 1989.
image (see Fig. 4). We extracted parts from the images - not Also: DIBAG Report 37, Forschungsgesellschaft Joan-
only from the binary images but also from the grey value images neum, Graz, Austria.
- in order to apply different image processes to these image
parts. This improves the efficiency because processes are not
forced to be applied to the entire image.

To obtain better results with the aid of 3HERLOCK more
knowledge is required - not only radarspecific knowledge but
also artifical intelligence techniques. Improving the knowledge
base and consequently the capability to make desicions would
reduce the need for a skilled user and the number of low level
user interactions.
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ATMOSPHERIC CORRECTION OF HIGH RESOLUTION LAND SURFACE IMAGES
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ABSTRACT negligible loss of accuracy compared to our earlier versions. Our
Algorithms to correct for atmospheric scattering effects in ultimate goal is a rapid algorithm that can be applied routinely to

high spatial resolution land surface images require the ability to data acquired by the High- and Moderate-Resolution Imaging
perform rapid and accurate computations of the top-of-atmo- Spectrometers (HIRIS and MODIS) on Eos-A, and the Multi-
sphere diffuse radiance field for arbitrarily general surface reflec- angle Imaging SpectroRadiometer (MISR), an instrument inves-
tance distrib, -ns (which may be both heterogeneous and non- tigation also selected for Eos-A (Diner et at., 1989).
lambertian) ana atmospheric models. We have been developing We also demonstrate the sensitivity of retrieved reflec-
such algorithms, using 3-dimensional radiative transfer (3DRT) tances to uncertainties in knowledge of atmospheric parameters
theory. We describe the methodology used to perform the 3DRT and compare retrieved surface reflectances using both 1- and 3-
calculations. demonstrate how these calculations are used to D techniques. These results illustrate the relative importance of
perform atmospheric corrections, and illustrate the sensitivity of 3DRT effects and also the ease with which the 3-D retrieval
the retrieved surface reflectances to atmospheric structural pa- procedure can be applied in atmospheric correction of images.
rameters.

Keywords: Atmospheric Corrections, Radiative Transfer 2. OPTICAL TRANSFER FUNCTION
The 3-D diffuse radiance field can be represented as the

1. INTRODUCTION convolution of an atmospheric point-spread, or blurring, function
A determination of true surface reflectance using high res- with the surface illumination distribution. We can then write the

olution (tens to hundreds of meters/pixel), radiometrically cali- expression for the TOA radiance as (Diner and Martonchik,
brated satellite land images must correct for the atmospheric ef- 1985):
fects of (1) extinction due to molecular and aerosol scattering
and absorption, (2) path radiance introduced by scattering from l(xY;gto,,") =
the atmosphere, and (3) horizontal diffusion of radiation leaving
the surface (the adjacency effect). The latter effect is particular- o(it,to,"o) + exp(-t/t) x
ly important for scenes containing reflectance contrasts, e.g.,
near coastal boundaries or inland bodies of water. Part of the r I Itd
process of retrieving surface reflectance includes computing top- o

of-atmosphere (TOA) diffuse radiance for an arbitrary atmo- 0

spheric model overlaying an arbitrary surface reflectance distri- + R(xy;pt,go,4.4o) {1}
bution. If the model atmosphere is defined to be horizonally ho-
mogeneous, the atmospheric extinction and the path radiance where I is the TOA radiance as a function of surface spatial co-

can be computed using a standard 1-dimensional radiative ordinates x and y, cosines of the view and illumination angles g
transfer (1DRT) algorithm. The determination of the radiance and p., and the relative solar azimuth angle 0r-io. The first
arising from photons diffusely transmitted from the surface to term on the right-hand-side of Eq. 1, the atmospheric path radi-
space, however, must oe computed using a 3-dimensional radia- ance Io, is the radiance reflected by the atmosphere without any
tive transfer (3DRT) algorithm and is generally the most time surface interaction; the second term is the direct radiance field,
consuming element of the atmospheric correction scheme. the field which is not scattered or absorbed by the atmosphere

In this paper we describe our progress in generating fast upon leaving the surface; and the third term, R, is the diffuse ra-
algorithms for computing the diffuse radiance and also in retriev- diance field. The atm nhere-relatext qantities in Eq. 1 are
ing surface reflectance. Fast algonthms are a necessity if image functions of the opacity c, single-scattering albedo w, vertical
correction for 3-D atmospheric effects is to be performed on a distribution of the scatterers, and the scattering phase function.
routine basis. This will be especially true in the Earth Observ-
ing System (Eos) era of remote sensing when vast quantities of The diffuse radiance field can be expressed as
image data will be obtained daily and must be analyzed in a
timely fashion. Our current 3DRT algorithms are now compara-
ble in speed to standard 1-D diffuse radiance, algorithms, with
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paranicter of the aerosol phase function. This sensitivity to the
R(x,y;pitAl, ) = atmosphere plus the large number of OTF values needed, corre-

1 1 2 , sponding to the different spatial wavenumbers, makes the OTF
/' f T(xy;It,g,-') @ S(x.y;p.',&0,#--0 ) dj.' di' computation algorithm the largest consumer of time in the dif-

0 fuse radiance calculatiop. An investigation of ways t6 apprecia-
(2) bly reduce the OTF r imputing time without significantly affect-

where S is the reflected surface illumination distribution, T is the ing accuracy resulted in the following measures: (I) treating the
atmopheric isntsrefl ed furace tionupward disetr anTit- double scattering events as isotropic scattering, (2) creatingatmospheric point-spread function (or upward diffuse transdit- look-up tables for the various functions particular to the OTF
tance), and the symbol denotes a convolution over x and y. calculation (Diner and Martonchik, 1984a, 1984b), and (3) inter-
The reflected surface illumination distribution, in turn, is defined polating the OTF in spatial frequency using empirical functions
as fitted to values calculated at only a few wavenumbers. These

= I measures, together, resulted in two orders of magnitude in-
crease in the computational efficiency of the OTF. The OTF for

f 1. . .. . . the atmospheric model described in the next section is shown in

0 0, Fig. 1. The viewing angle is nadir so that the function is circular-
ly symmetric in spatial frequency, and the incident angles have

where D is the total downward directed radiance at the surface been integrated over the hemisphere in correspondence with a

and p is the spatially-varying surface directional reflectance dis- iambertian surface reflectance.
tribution. Multiple reflections between the atmosphere and sur- 1.0 1
face give rise to rome dependence of D on the average value of o.9

The characteristic width of the point-spread function 0.A 02

(PSF) is on the order of the effective scale height of the scatter- 0.7

ers in the atmosphere (Diner and Martonchik, 1985). The atmo- W 1-0sphere therefore behaves as a low-pass spatial frequency filter .
and, as such, the computation of the diffuse radiance field may 0

be performed more efficiently in the spatial Fourier transform do- T 0
main. The Fourier analog of the atmospheric PSF is the optical M - MTF( 1 +a s
transfer function (OTF), which is generally complex, except for Z
nadir viewing, whence the OTF is real and equivalent to its 0.3
modulus, known as the modulation transfer fhinction (MTF). In 0.2
this special case both the PSF and OTF are circularly symmet-
ric. 0.1 -

If the atmosphere i5 horizontally homogeneous, both the 0 1
path radiance and the Odrect radiance field can be computed us- o.o 1.0 2.0 3.0 4.0 5.0 6.0 7.0
ing a standard 1DRT algorithm since the downward directed ra- SPATIAL FREQUENCY, s (cyclef/kn)
diance, D, has, to a good approximation, no horizontal variabili- Figure . Optical transferfunction cakulated
ty. The diffuse radiance field, as noted above, is best calculated Fire ptial treuncio calcute
in the Fourier domain. Therefore, taking the Fourier transform of at the discrete spatial fre quencics (dots) and using
Eq. 2, we find an empirical three-point interpolating function (solid line)

R(uy;Vipt,- 0) 3. SURFACE REFLECTANCE RETRIEVAL
The simulated scene studied in this paper was generated

fu 2 , -- from part of a radiometrically calibrated Landsat Thematic Map-0I Tuv ,,- S(u,v;W,,0'..0o d' d ' (4) per image of the coastal region near Los Angeles. The radiancevalues of the selected portion (256 x 256 pixels at 30-m resolu-
where the overbars indicate the Fourier transform, u and v are tion) of the TM image were transformed to effective lambertian
the spatial frequencies corresponding to x and y, and the convo- albedo and the darkest pixel value then subtracted from the
lution operation has transformed into multiplication. Note that whole scene, resulting in a simulated no-atmosphere surface
the OTF at zero spatial frequency, T(0,0;p,pW,"'), is just the scene in which the darkest pixel is-black. An arbitrary, normal-
I-D upward diffuse transmittance and is calculated using the ized reflectance distribution can be introduced at this point to
same IDRT code used to calculate path radiance. As such, all create a more realistic surface. However, in order to see, unam-
orders of scattering are automatically computed. For spatial fre- biguously, the magnitude of the adjacency effect in the following
quencies not equal to zero, however, the OTF is more efficiently surface reflectance retrievals, the reflectance distribution for the
computed usinIg the method of successive orders of scattering, scene studied in this paper was taken to be lambertian for all
where we find that truncating the computations after two atmo- pixcls in the image. The model atmosphere Used to calculate
spheric scattering events is a sufficiently accurate representa- simulated TOA radiances was horizontally homogeneous with
tion of the total 0TF. two scattering components: (1) Rayleigh scattering molecules

The shape of the 0TF is sensitive to a number of atmo- with an opacity, orR, of 0.1, a scale height, hR, of 8 km and a sin-

spheric structural parameters, including the opacity and scale gle-scattering albedo, wR, of unity and (2) a Hie scattering
height of molecular and aerosol scatterers, and the asymmetry aerosol with an opacity, 'rA, of 0.2, a scale height, hA, of 1 kin, a
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single-scattering albedo, wA, of unity and a phase function o.100 -- ---
asymmetry parameter, 8 A' of 0.517. The wavelength 'vas as- SCENE: MARINA DEL REY, CA

0.080 - VIEW DIRECTION: NADIR
sumed to be 550 nm. The viewing geometry was nadir with the
sun angle 380 off of nadir. 0.06oeo

Because the surface reflectance distribution is lambertian, 4 0.040

Eq. 4 can be written as
.. 0.020-

=p(u,v) T(av;g,4) Dp,, 0 S) 0.00 U

where .0020 
T
R -0.1

cc?1 0.2" t,2,x- z .0.040- 9 A "o0.517
T u,v;p±,4) = f 1f2~ T(u,v;I14.',W- ) dg'd? (61 0(6)00•J ; .o06 hA - 1.0km

AEROSOL SCALE HEIGHT hA WA S 0
and -0.080 USED IN RETRIEVAL - 3.0 km PIXEL SIZE - 30 m

D , d (7) 0.0 0.1 0.2 0.3 0.4 0.6 0.6 0.7 0.8 0.9 1.0

Figure 2. Sra fSURFACE REFLECTANCE

Figure 2. Surface reflectance retrieval with error inTaking the Fourier transform of Eq. 1, we then have aerosol scale height

I(iumv, O,1 ..4o) = 0.100o , , , , i
SCENE: MARINA DEL REY. CA

t,", 8o + exp(-vg) p(u,v) D(go,¢ o) 0.080 VIEW DIRECTION: NADIR

+ T(u,v;gt) p(u,v) D(poQ) (8
Li0.040

where S. is a Kronecker delta. This expression can immediately c 0.020

be recast as an algorithm for surface reflectance retrieval: 0.000

cc 0.2r rR - 0.1
Step I. Fourier transform the image to be corrected from the _ rA - 0.2
spatial domain to the frequency (wavenumber) domain. 0 .0.040 SA " 0.517

' hA - 1.0 km
Step H. Compute Fuv), .0.060- AEROSOL SINGLE.SCATTER ALBEDO WA - 1.0

•.0.080 WA USED IN RETRIEVAL - 0.8 PIXEL SIZE - 30 m
[ IU0(j±,.0'"d t0( , 0)"8, °j I I I I | I I | I

P(u,v) =_(91 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
[exp(-Vg)+ T(u,v;, )] D(pour) SURFACE REFLECTANCE

Figure 3. Surface reflectance retrieval with error in
aerosol single-scattering albedo

where the path radiance Io, the direct transmittance exp(-'/rp), 0._00
the OTF T, and the downward directed radiance D are calculat- o.1oo I I , I , I
ed from a priori knowledge of the basic atmospheric structural 0.080 TR - 0.1 SCENE: MARINA DEL REY, CA
parameters. Since D has a slight dependence on the average 0.080 

T
A ".2 VIEW DIRECTION: NADIR

UA 0.6 0.

albedo, T(0,0), Eq. 9 can be iterated for the case u,v = 0 to ob- z A -0.517

tain both D and p(0,0). 0.040 hA - 1.0 km

WA - "O
Step 11L Fourier transform pgu,v) back to p(xy). 0.020 PIXEL SIZE - 30

a0.000
Since Eq. 9 includes both measurements [the Fourier ..

transform of the radiance image I(x,y;ggo,d-o)] and quanti- z
ties calculated from supposedly known atmospheric quantities, 0 .0.040
any uncertainty in the atmospheric quantities will result in corre- .00
sponding uncertainty in the retrieved surface reflectance p(xy).
Usirg the simulated Landsat-bascd image described above, we .ouu AEROSOL PHASE ru.CTlO: AYW"Cn ,-T-
show in Figs. 2 - 5 retrieved surface reflectance sensitivity re- I A USED IN RETRIEVAL - 0.0 1
suits to each of four basic aerosol parameters: scale height. sin- 0.0 0.1 0.2 0.3 0.4 0.5 0.8 0.7 0.8 0.9 1.0gle-scattering albedo, phase function asymmetry factor, and op- SURFACE REFLECTANCE
tical depth. Figure 4. Surface reflectance retrieval with error in-

aerosol phase function
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0.100 - 4. CONCLUSIONS
SCENE: MARINA DEL REY. CA

0.080 VIEW DIRECTION, NADIR TR -0.1 Retrieval of surface reflectance, taking intoaccount 3-1)

.A - 0 2 radiative transfer effects, requires the computation of the-optical
9A 0.517 transfer function (or, alternatively, the point-spread function), of0040 hA -1.km the atmosphere. Considerable progress has been made-in sim-

000wA - 1.0 plifying the OTF computational piocess, allowing a.f wo6orders
0.020 PIXEL SIZE - 30m of magnitude increase in speed and making that part of the re-

trieval algorithm timewise comparable to the necessary l-,D
> .000 " - computations. We expect additional improvements in spied in

0.020 both the 1- and 3-D aspects of the algorithm in the future. Us-
ing Landsat-based, simulated satellite imagery, we have dem-

.0.040 onstrated the sensitivity of retrieved surface reflectance to basic
M o~s atmospheric structural parameters and also compared results

using both a I-D and a 3-D retrieval approach. For scenes with
.0.080 AEROSOL OPTICAL DEPTH YA USED IN RETRIEVAL - 0.1 high albedo contrast we find that using a 1-D algorithm and hav-

0DOW I I I I I I 1 1 ing perfect knowledge of the atmosphere can introduce more er-
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10 ror into the surface reflectance retrieval than using a 3-D algo-

SURFACE REFLECTANCE rithm and knowing the atmosphere to a far less perfect but more
Figure 5. Surface reflectance retrieval with error in reasonable degree.

aerosol optical depth
These results show that significant errors in surface re- S. REFERENCES

flectance can occur if the atmospheric conditions are not deter- 1. Diner, D. J., Bruegge, C. J., Manonchik, J. V., Ackerman, T.
mined well enough. However, a potentially more important P., Davies, R., Gerstl, S. A. W., Gordon, H. R., Sellers, P. J.,
source of error is ignoring the 3DRT effects and using a l-D re- Clark, J., Daniels, J. A., Danielson, E. D., Duval, V. G., Klaasen,
trieval scheme. From Eqs. 1, 6, and 7 we can write the 1-D re- K. P., Lilienthal, G. W., Nakamoto, D. I., Pagano, R. J., and Reil-
trieval algorithm as ly, T. H., "MISR: A Multiangle Imaging SpectroRadiometer for

geophysical and climatological research from Eos", IEEE Trans.

11XyPP, d - 10"o" )Geosci. Rem. Sensing, Vol.-GE-27, p. 200,- 1989.
p(x,y) = {10} 2. Diner D. J. and Martonchik J. V., "Influence of aerosol scatter-

[exp(-cr) + T(0,0;g,O)] D(jgy o) ing on atmospheric blurring of surface features", IEEE Trans.
Geosci. Rem. Sensing, VoL GE-23, p. 618,1985.
3. Diner D. J. and Martonchik J. V., "Atmospheric transfer of ra-

where T(0,0;p,o) is equivalent to the 1-D upward diffuse trans- diation above an inhomnogeneous non-lambertian reflective
mittance. ground. I. Theory", JQSRT, Vol. 31, p; 97, 1984a.

Figure 6 shows the retrieved surface reflectance of the 4. Diner D. J. and Martonchik J. V., "Atmospheric transfer of ra-
simulated scene using Eq. 10. diation above an inhomogeneous non-lambertian reflective

0oo II I I Iground. 11. Computational considerations -and results", JQSRT,
SCENE: MARINA DEL REY. CA Vol. 32, p. 279, 1984b.

0.080 - VIEW DIRECTION: NADIR TR - 0.1

o 0.060 7A - 0.2
gA -0,517

0.00 , Q1l.hA - 1.0 km This research was carried out by the Jet Propulsion Laboratory,

0W A  1.O California Institute of Technology, under contract with the Na-
S0.020 PIXEL SIZE - 30 m tiohal Aeronautics and Space Admiistration.

_0 000 . -'

S-0.020 -

0 -0.040-

.0.060-

-0.080 "'

0 0 0.1 0.2 0,3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
SURFACE REFLECTANCE

Figure 6. Surface reflectance retrieval using a
l-dimensional retrieval scheme

Comparing the results of Fig. 6 with those of Figs. 2 - 5
shows that ignoring the adjacency effect by using a 1-D retriev-
al can result in significantly more error in the retrieved surface
reflectance than imprecise knowledge of the structuire of the at-
mosphere. Ibis is especially true in for those regions of a scene
where albedo contrast is large.
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ABSTRACT computations (Teillet t-Al., 1989).

Atmospheric correction algorithms are discussed in The 5S code takes into account Rayleigh and aerosol
the context of surface reflectance retrieval given data te s e as gas abortinye tondaer
acquired by satellite or aircraft sensors. It is shown scattering, as well as gas absorption due to water
that the use of an inappropriate method in such a vapour, carbon dioxide, ozone, and oxygen. Input

computation can give rise to substantial errors in parameters can be chosen from preprogrammed standard

surface reflectance prediction. The use of a monochro- conditions and models or specified by the user. The

matic atmospheric calculation to characterize a spectral main outputs of the program are the various components

band result can also generate significant errors in of the apparent reflectance (and radiance) at satellitealtitude, the different components of the irradiance at
retrieved surface reflectance in commonly used sensor aliuethdfeencopetsfteirdicetbands, the surface, and the scattering and gaseous transmittan-

ces. For a surface of uniform reflectance and in the

Keywords: reflectance, atmosphericcorrection, spectral formulation of Tanrd ItAl. (1986),

bands. p*(0 s s,9 'vv,) - (1)

1. INTRODUCTION r(0s,A)0v ,A)p(A)
g (a s9 A)[ - + p (0sDsOv,,)],

A primary use of atmospheric radiative transfer g1 -p(A) a s0)
codes in remote sensing is the determination of surface
reflectance values given image data acquired by where

satellite or aircraft sensors. Section 2 of this paper p*- apparent spectral reflectance at the sensor, or
outlines two different approaches to surface reflectance apet spetralea e
predictions and the problems that can arise if an spectral planetary albedo,r gaseous transmittance,
inappropriate method is used. In Section 3, the )- geoustrm ,
question of monochromatic versus bandpass calculations (a.) - exp(.6/P.)+rd(8d
is addressed by means of simulation studies. - downward scattering transmittance,

St(0 exp(6/A)+rd(,)

2. SURFACE REFLECTANCE RETRIEVAL - upward-scattering transmittance,
rd - diffuse transmittance,

Atmospheric codes are typically formulated to 0, - solar zenith angle,

calculate the apparent radiance or reflectance at the 0, - sensor zenith-angle,

sensor using the surface reflectance as an input P, - cos 0,,

boundary condition. This may be referred to as a P- " cos

'forward' run of the code. Algorithms that use numeri- - solar azimuth angle,

cal methods to solve the equation of radiative transfer -, - sensor azimuth angle,

can be changed to work in the opposite direction by 6 - optical thickness,

means of iterative or mathematical inversion approaches. s - spherical albedo of the atmosphere,

Analytical expressions can usually be solved algebrai- p, - atmospheric reflectance,

cally for the unknown surface reflectance and thus be p - surface reflectance,

rewritten in a form suitable for computation directly A - wavelength.

in the 'reverse' mode. An example of the latter type
of code is the 5S code from France (Tanr6 &Lta., 1966), For a given spectral band and surface reflectance, p(A),

which makes extensive use of analytical expressions and the 5S atmospheric code run in the forward direction

preselected atmospheric models, resulting in a very computes p*(A) at 0.005-micrometer intervals across the

short execution time. The expression '5S' stands for band, and then Integrates thes6 values to give the band-

simulation of the satellite signal in the solar integrated apparent reflectance at the sensor, p*,

spectrum. Despite its approximate nature, the 5S code according to the equation

has proven to be significantly more accurate than other fp*(A)B(A)E (A)dX (2)
algorithms with fast or even moderate execution times p* ---

(Royer eAl., 1988). Consequently, it is-of interest fB(AE0 (A)dA
to modify the 5S code, which is approximate but still

reasonably accurate, for surface-reflectance retrieval where B(A) is-the relative spectral response profile of
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involved and, more importantly, the apparent reflectance

the sensor bandpass and Eo(X) is the axe-atmospheric at the sensor p* is available only as a band-integrated
solar irradiance. Band-integrated values are also value anyway. However, Method B appears to ba more
calculated in the same manner for the other quantities proper approach at first glance.
in equation (1) and provided as outputs of the 5S code
run. The two approaches to the reverse computations do not

give the same answer and it has proven toobe instructive
If the surface reflectance is to be determined, the to analyze how this comes about. Consider the test case

code has to be run in the reverse direction. Solving summarized in Table 1. Briefly, the spectral bands are
equation (1) for p(A) yields the non-linear expression assumed to correspond to the reflective bandpaases of

A(A) the Landsat-5 Thematic Mapper (TM), SPOT-1 High Resolu-
5(A) (1 y)s() ' (3) tion Visible (HRV) and NOAA-9 Advanced Very High

Resolution Radiometer (AVHRR) sensors, viewing the earth
p*(0) Pa() at an off-nadir angle of 30 degrees (TM is obviously a

where y(X) - X _- -(X -- (4) hypothetical case fn this respect). The illumination
w g(A)t(A) vt(A) and atmospheric conditions are as indicated in the table

and the uniform surface reflectance is given by a
rt(A) - T(eSIX) '(ev ,A) (5) standard vegetation spectrum.

and angular dependencies have generally been omitted for In order to test the reverse runs of 5S, a forward
convenience. Because it is assumed to originate from run was executed for each spectral band, thereby
a given satellite sensor band, the apparent reflectance, generating apparent reflectance values for use as input
p*(A), is a constant equal to p*, which is an input to to the reverse runs. The surface reflectances predicted
the reverse 5S run. by the reverse runs can then be compared-to the original

surface reflectance used as input to the forward case.
The non-linearity in p(A) in equation (1) and the The input conditions listed in Table 1 were used to

consequent non-linearity in the reverse equation (3) are initiate this sequence, and so the surface reflectance
due to the multiple scatterings of radiation between the for vegetation, p(A), is a spectral distribution as a
surface and the atmosphere, i.e., the factor of [1- function of wavelength. However, the 5S code also
p(X)s(A)] in the denominator of equation (1). Many computes a band-integrated value (using equation (8))
atmospheric codes do not take this effect into account, to report to the user. This is the reference value used
A test case was run using 5S in order to illustrate the in the comparison since the outputs of the reverse runs
magnitude of this effect if it is ignored when predict- are a single value for a given spectral band.
ing surface reflectances. The example was for a
vegetated surface and atmospheric conditions consisting Results are presented in Table 2. The predicted
of a mid-latitude summer model with continental aerosols surface reflectance based on Method-A is denoted pA and
and a visibility of 23 kilometres. The solar zenith that based on Method B is called ps. As indicated in
angle was taken to be 25" and nadir observation geometry the table, PA (obtained from band-integrated atmospheric
was assumed. Results for a wavelength of 0.480 microme- values) is within one percent of the original surface
ters are given in Figure 1. Although most vegetated reflectance in all bands. The results -for _p, (itself
targets of interest in remote sensing have relatively band-integrated) are not as close and there=are evident-
low reflectances in this spectral region, errors of ly substantial differences in TM-band 5--and AVHRR band
several percent can still arise if multiple scattering 2. The -problem arises because the atmosphere adds a
is ignored. At 0.775 micrometers, the errors are wavelength dependence to the surface vegetation spectrum
roughly one-third of those shown in Figure 1. However, that the-sensor cannot capture explicitly and that is
vegetation reflectances are considerably higher than in not taken into account at the input to- the reverse
the blue and so the errors will still be on the order calculation. Because the apparent reflectance, p*, is
of several percent. assumed to be-based on satellite sensor data -in a given

spectral band, p*(A) as it is input to the -Method B
The reverse computation can be implemented in two reverse -run is constant across the band and equal to the

different ways. One approach (Method A) is to use the band-integrated value, p*. However, the actual spectral
band-integrated values for r., r, and p. to form the distribution, p*(A), deviates quite markedly from the
expression band-integrated value, p*, in the longer wavelength

portion- of TM band 5, for example (Figure 2). The
p - y/(l+ys) , (6) wavelength-specific nature of,the Method-B-computation

then over-corrects this constant value for strong
where P* Pa atmospheric effects in that part of the -bandpass

y - --- - (7) (particularly gas absorption effects)= Note- that it is
g t t ~because-this deviation is asymmetrLcal-in -the bandpass

Recall that the apparent reflectance p* is the input, that a problem arises. In other bands-where there is

assumed to have been obtained from the satellite sensor significant gaseous absorption, the=net deviation can
observation in that band. The other approach (Method be small after integration.
B) is to evaluate equations (3) and (4) for p(A) on a 3. BANDPASS VERSUS MONOCHROMATIC- COMPUTATIONS
grid of wavelengths across the band and -integrate as
follows: The more accurate models of radiative transfer

fp(A)B(A)E (A)dA chrough the atmosphere are complei uld citiqUir a 16t
p (8) of computer processing time. In r'imoteasensing studies,

fB(A%)E (A)dA such models are typically run at just one wavelength to
represent a spectral band in order. -to °save tim3. A

In evaluating equation (4), the quantities r.(A), T,(1), wavelength- often chosen for this purpose is the
and p.,(A) are computed by the code, whereas p*(A) is a equivalent-centre wavelength-for the bandpa;s based on
constant equal to the input p*. Method A is more a-moments method (Palmer and-Tomasko, 1980). However
practical because slightly less computation time is the question arises as to whether a monochromatic result
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is sufficient for wider bandwidths. More approximate approaches do not always give the same answer. The
atmospheric codes run faster and can therefore be used problem has been studied with the help of simulations
at many wavelengths across a given spectral band. Such involving the reflective spectral bands of the Landsat
codes are also more easily incorporated into the image TM, SPOT HRV, and NOAA AVHRR sensors, observing a
correction framework, where the atmospheric state must vegetated surface through a standard atmospheric state.
be assessed at a number of locations in the scene For sensor bands where there is significant gaseous
(Teillet sial., 1987). absorption distributed asymmetrically across the band,

the spectral distribution of apparent reflectance at
Because the 5S code has a relatively short execution sensor altitude can deviate quite markedly at certain

time, it computes atmospheric parameters on a 0.005- wavelengths from the band-integrated value observed by
micrometer grid and integrates over the chosen spectral the sensor. In such cases, it is preferable to compute
band. This approach is less feasible with detailed the predicted surface reflectance from atmospheric
numerical codes that take a long time to run and so a parameters that have already been band-integrated,
monochromatic value is often used to characterize a rather than carrying out a stepwise band integration of
spectral band result. For wider bandwidths such as NOAA the predicted surface reflectance as a function of
AVHRR channel 1 (0.530-0.810 micrometers) and channel atmospheric parameters. The use of an inappropriate
2 (0.680-1.170 micrometers), the single-wavelength method in the reverse computation can give rise to
calculation may not be very representative. The 5S code errors in surface reflectance prediction as large as 45
was used to explore this issue without using excessive to 60 percent in certain spectral bandpasses.
amounts of computer time.

The differences between predicted surface reflectan-
In one comparison, the apparent reflectances obtained ces based on monochromatic as opposed to bandpass

from forward 5S runs based on Table 1 were used as computations can be substantial in commonly used sensor
inputs to two reverse run cases. One case consisted of bands, ranging from 2 to 22 percent in the examples
full bandpass calculations to predict surface reflectan- considered here.
ces in the TM, HRV, and AVHRR reflective bands, where
a full bandpass calculation consists of the aforemen- 5. ACKNOWLEDGEMENTS
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vegetation surfaces. The results given in Figure 3
indicate that single-wavelength radiances differ greatly
from the bandpass value. In AVHRR channel 2, this TABLE 1: Input conditions for the 5S code runs.
occurs primarily because one wavelength cannot represent
the gas transmittance variations and the shape of the Terrain elevation: 0 km
skewed sensor response profile across the band, regard- Sensor altitude: 999 km
less of the type of surface reflectance. However, the Solar zenith angle: 60"
convergence toward the reference bandpass result with Solar azimuth angle: 150"
an increasing number of wavelengths appears to be fairly Sensor zenith angle: 30"
rapid. A comparable analysis for AVHRR channel 1 Sensor azimuth angle: 100"
rcsultcd in a sicwcr convergence toward the reference Atmospheric profile. Hid-latitude summer
case for a vegetation target. Aerosol model: Continental

Visibility: 23 km
4. CONCLUDING REMARKS Surface reflectance: Uniform vegetation

Spectral bands: Landsat-5 TM (reflective)
A reverse computation capability for surface reflec- SPOT-1 HRV (multispectral)

tance retrieval has been implemented in the 5S NOAA-9 AVHRR (reflective)
atmospheric code in two different ways. The two



867 TABLE 2: Results of 5S model runs. The forward case in based on the conditions specified
in Table 1. The quotation marks on the input values are a reminder that the input is
actuilly a spectrally varying p(A) and the tabulated p is merely the band-integrated value.

Forward 5S Run Reverse 5S Run A I difference Reverse 58 Run 3 % difference
Spectral Input Output between Output between
Band p PA p and pA Ps p and pe

Tl "0.1006" 0.1015 0.89% 0.1000 0.60t
TM2 "0.1175" 0.1181 0.511 0.1183 0.68t
TH3 "0.0960" 0.0954 0.631 0.0958 0.211
TH4 "0.5270" 0.5270 0.00% 0.5492 4.21
T15 "0.3731" 0.3743 0.32% 0.6058 62.0%
TH7 "0.2133" 0.2142 0.42% 0.2173 1.9%

HRVl "0.1170" 0.1178 0.68% 0.1174 0.34%
HRV2 "0.1139" 0.1144 0.44% 0.1151 1.1%
HRV3 "0.5275" 0.5276 0.02% 0.5449 3.3%

AVHRPI "0.1098" 0.1107 0.82t 0.1114 1.51
AVHRR2 "0.5156" 0.5152 0.08% 0.7521 46.0%

TABLE 3: Differences between predicted
surface reflectances based on bandpass versus
monochromatic computations. The results are
expressed in terms of percent difference
between bandpass reflectance and monochromatic
reflectance with respect to the bandpass 1 .2
reflectance values.

R
Spectral Percent Spectral Percent E 0
Band Difference Band Difference F

L0.1H1 -1.9% HRV1 - 1.8% E
T12 -7.5% HRV2 - 7.9t C 0.6
TM3 +3.3% HRV3 + 1.61 T
14 +2.9%
S145 +8.81 AVHiRl + 2.1% A 0.4
T7 +3.4% AVRR2 +21.8 N

___________C 0.2-
E

TABLE 4: Input conditions for 5S code runs used O.0 i
to study spectral bandpass radiance results using 0.0 0.2 0.4 0.6 0.8 1.0
a limited number of monochromatic calculations.

TREFLECTANCE (NON-LINEAR)
Terrain elevation: 1.2 1c

Sensor altitude: 999 km Figure 1: Comparison of predicted surface reflectance
Solar zenith angle: 60;. with (x axis) and without (y axis) taking multiple
Sensor zenith angle: 0. scattering into account. The points are based on

Sensor azimuth angle: 101" reverse runs of the 5S code over vegetation for a
Atmospheric profile: Mid-latitude summer wavelength of 0.480 micrometers and the curvo is a
Aerosol model: Continental quadratic fit. The straight line is the 1:1 line for
Visibility: 100 km visual reference.
Surface reflectance: (i) uniform sand

(ii) uniform vegetation
Spectral bands: NOAA-9 AVHRR (reflective) RA 1.3 1 I I I i i I Il

0 V

I
A.1.2-1.0 
N

R C VEGETATION
E 0.8 Method s E 1.1
F predicted

LM R SOIL
E 0.6- AC - l ,, 1T .0

T .4ogina I
A) 0 -

N 1 4 12

C 0.2t
E Y OF WAVELENGTHS/CIIANNEL

0. 1.7Figure 3:Comparison of apparent radiance values at
1.5 16 1.7 1. 9sensor altitude in NOMA-9 AVHRR channel 2 generated by

WAVELENGTH (HICROMETRES) 5S runs at a limited number of wavelengths versus-the
full bandpass calculation. The radiance ratio is

Figure 2:Vegetation reflectance inputs and outputs for defined as the result from a limited number of
the 5S code runs in the TM band 5 spectral region. wavelingths divided by the bandpass result.
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Abstract

IMAGE BASED ATMOSPHERIC CORRECTION OF
AIRBORNE IMAGERY

J. R. Freemantlet, J. R. Millert, N. T. O'Neill$, and A. Royer$
tCenter for Research in Experimental Space Science,

York University
4700 Keele Street, North York, Ontario, Canada, MW. 1P3

Tel: (416)-736-2100 xS510,Telex: 06524736, Fax:(416)436-5516
ICARTEL, Universitd do Sherbrooke

Sherbrooke, Qudbec, Canada JIK 2R1
Tel: (819)-621-7180, Fax: (819)421-7238

The need for atmospheric correction of imagery for quantitative remote
sensing hu long been recognized. Unfortunately atmospheric measure-
ments made coincident with image acquisition which would enable atmo-
spheric correction are not always available. It therefore is desirable to be
able to derive atmospheric parameters from the imagery alone in order to
incorporate some sort of atmospheric correction procedure into the analysis
of imagery.

For satellite image analysis image based darkest pixel algorithms have
been used for a number of years over water. Over land the problem is more
complex because the surface albedo is usually an unknown quantity. A
number of methods of correcting airborne data over land have been tried
which involve flying the aircraft at different altitudes and along different
flight lines over the same target. These methods add expensive flight time
to a remote sensing mission.

Using imagery with high spectral and high spatial resolution a number of
new image baed methods are being explored. They include using shadows
in the imagery to calculate an irradiance ratio and oxygen absorption lines
to determine aerosol optical depths. The results will be intercompared and
evaluated with extensive ground truth measurements made concurrent with
the aircraft overflight.
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ANALYSE DES AEROSOLS APARTIR DES IMAGES AVHRR.NOAA 9 ET 10.
APPLICATION k LA CARTOGRAPHIE DES- SULFATES.

Chartier, Lyne, O'Neill, Noin T. et Alain Royer

CARTEL, Centre d'applications et de recherches en t~l~ddtection.
Universit6 de Sherbrooke, Sherbrooke, Qu~bec, Canada. JIK 2R1

RksumEk du proche infrarouge. Etant donni que les sulfates, principaux
polluants atmosphddiques et parmi les plus importants optiquement,

Cette Etude porte sur lestimation des concentrations des airosols 4 sont corrdlds de fagon significative au coefficient do diffusion de la
partir de luminances dans les bandes 1 et 2 des images AVHRR lumi~re, on montre qu'il strait possible d'en ddduire tine
-NOAA au dessus des surfaces aquatiques et v~gdtalisdes. Un cartographic quantitative des sulfates. 11 faut toutefois noter quo si It
mod~le d'inversion ddvelopp6 h partir du modtle 5S de Tanr6 rj11, suivi des adrosols ost possible ati dessus des oc~ans(ou de grands
1986, permet le calcul de l'dpaissour optique des adrosols (Ta ) sur lacs dans notre cas) (Royer rA AL,1988a), leur observatio n au dessus
tous les pixels de I'image. Une simulation do la variation des des continents est beaucoup plus difficile.

hypothtses du mod~le en fonction de Ta est rdalisde. En exemple, 2.0 M16thodologie
une application du modtle d'inversion sur une image AVHRR-
NOAA 10 ost prdsentde. On y observe que les valeurs do 'ras 2.1 Mod&l d'inversion
comparent aux donndes in-situ pour l'eau mais pas pour la Le modtle d'inversion utilisde dans l'tude est ddriv6 du modtle do
v~gdtation. Finalement, on montre qu'A partir do la r~partition trsfrraaifS(l'nd a,18.Uemoictonmptne
spatiale des adrosols do type continental, on pout estimer los a taportdeiat5 ler aAl.d 198) p nse oictiqu n desa rolse
concentrations en sulfates.

fonction do I'humidit r.-lative dans lair. L'humiAditd relative ayant un
Abstacteffet sur la taille et-l'indice do rdfraction do ces particules, los
Abstractparamttres optiques relids a ux airosols s'en trouvent modifids.

In this paper, wo present a method for estimating aerosol optical Le calcul des dpaisseurs optiques des airosols (To) s'effectue -par
depth from the radiances of channels 1 and 2 of AVHRR.NOAA itration stir ligalit (h 10.5 -prts) entre la riflectance apparente
imagery over water and vegetation surfaces. An inversion model mesurdo ot cello calculde par le mod~le en supposant-connue Ia
developed from the 5S model of Tanr6 l, ,1986, is employed to rdfloctance aui sol (v~gitation oti eau). Tous les Ta solutions forment
calculate the aerosol optical depth (ta) on a pixel by pixel basis. An l'image des Epaisseurs optiques des airosols. La prdcision du modtle
analysis of tho aerosol optical dopth precision based on simulation a Wt discutdo par ailleurs (Royer riA L1988a). En particulier, nous
studies of sensitivity to variations in water quality(chlorophyll avons oxaniind Ia pr~cision do l'inversion en fonction-des angles do
concentration), water vapor content and vegetation surface visie qui peuvent etre importants dans Ie cas d'une image AVHRR-
reflectance was performed. The inversion model applied on an NoA±0)
NOAA-10 AVHRR imago shows thatr'a solutions are comparable to OA±0)
ground based estimates computed from extinction data over water 2.2 Tralrement des images
surfaces only. Finally, assuming a continental type aerosol we
compute the sulfate concentration from the aerosol optical depth La plupart des Etudes effectudes stir la mesure des adrosols no sont
maps. rdalisdes que stir tin type do surface terrestre homogtne A Ia fois, par

Motscli: arosls~mdtl d'nvesioAVHR-NAA~ulftes exemple la foret (Tsonis, 1987) ou l'eau (Freemantle, 1985). Le
M~isif~: arosls~mdal d'nvesioAVHR-NAA~ulftes mod~le ddvelopp6 ici considtro los surfaces vdgitalisdes et

1.0 Introduction aquatiques:

L'imagerie AVHRR(Advanced Very High Resolution Radiometer) Image brute (bande 1 oti 2)
des satellites NOAA ost d~ji largement utilisde dans N'tude de " calcul do Ta o. image des Epaisseurs
Id6voltition et do l'inventaire de la vdgdtation. Totitefois, son Image tme - 'optiqtes des a~rosols
utilisation so rdpand do plus en plus dans los Etudes atmnosph~riques,
en particulior pour le transport 4 longue distance des polluants Ce schdma prdsente Io principe du traitement des inr ages. L'image
(Chung, 1986). Lz pag bi-journidier 6i i'iznpottwce dut territoire brite est sine image AVH4RR-NOAA 9 on 10 Ct IR hande st choise
couvert par ce satellite permet d'Etudier do vastos r~gions et do en fonction do Ia cible consid~rde. Sil s'agit-dovWgitation nious
visualiser simultan~ment cortains phdnom~nes m~tiorologiquos utilisons la bande-l-englobant l'absorption do la chlorophylle et pour
significatifs A Ia dispersion des poiluants. laquelle Ia riflectance ost relativement stable; si c'est-do 1eau nous
Cette Etude est orientde stir l'estimation do leur concentration, soit utilisons Ia bando 2 corrospondant & tine riflectance-inulle.-Nous
l'paissotir optique des adrosols. Le but do cetto recherche est la misc combinons en sortie los deux bandes pour n'avoir qu'uno image do
aui point d'une mdthode pormettant d'estimer les concentrations des
a~rosols A partir des luminances dans los bandes 1 et 2 du visible et Ta, ramen~e i tine longuetir d'onde do 0.55 gim. L'image-thtme

obtenue par tin calcul-do l'indice do biomasse (IR-R)/(IR+R) permetJ
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de sdparer les surfaces vidtalisdes des surfaces aquatiques. Un voisines situdes aux dessus de l'eau avec: la valeu- de p vWgitation
d~coupage de Ihistogmme de cette image est rdalisE pour identifier udlis~e(0.04). La figure 2b montre qu'iI existe une valeur de p(0.06)les surfaces vdgdtalisdes, aquatiques et non-classifi~es.

pour laquelle on a des valeurs ra homogtnes sur toute
3.0 Rksultats l'image(eautvdgdtation).

3.1 Analyse de la reflectance apparente enfonction de la riflectance Application 4 la cartographie des sulfates
au Sol

La ddtermination de la r~partition spatiale des dpaisseurs optiques des
Les figures la et lb montrent la -variation de la rdflectance apparente adrosols nous permet d'envisager la cartographic des concentrations
intigrde sur toute la bande AVHRR en fonction de la riflectance au en sulfates. En effet, il existe une relation entre Ic coefficient de
sol pour 4 valeurs de Ta. 11 existe un point critique ol a rdflectance diffusion des adrosols et la concentrations des sulfates au sol
apparente sera toujours la m~me quclque soit Ia valeur de Ta (tableaul). Etant donnd que Ta repr~sente l'intgration verticale du
(Kaufman, 1987). On observe donc une zone ddfavorable o4 coefficient de diffusion, on peut dire que cc paramntre est corrdli It la

concentration intdgric des sulfates. Si H'paisseur de la couche desl'inversion est tr~s instable, 0.1l<p<0.25 pour Ia bande 1 et a~rosols est sensiblement constante dans une varitt de conditions on
0.08<p<0.2 pour la bande 2. Ces rdflectances correspondent peut calculer la concentration de sulfates au sol. La concentration des
typiquement au sol nu. Par contre, Ia vdgdtation dans la partie rouge sulfates estimde, pour la r~gion de Toronto, I partir des donnies
du spectre (0.6-0.7 gtm) pourrait constituer des zones de r~fdrence au images au dessus de I'eau est de 4.8-7.8 g±g/m 3 en supposant une

desss d Iatere. E efetlessurfcesvdgtals qu covret c~s paisseur de couche des airosols~scale height) de Ikmi et un mod&e
de 50% des continents ont une rdflectance intdgrde sur la banac 1 des adrosols de type continental; et cell!e, ~ n-iuprlM
AVHRR assez faible, de I'ordre de 3-4%, et restent relativenient pour une journie est de 7.5 p±gtm3 Q± 1.7).
stables(I±2%) (Royer rd Al,l198 8b; Kaufman et Saundra, 1988).

3.2 Variabilite du sigiial aux hypotheses du* modele 5.0 Concla. 1 nn

La mdthode prooodlc. pourrait donc permettre de cartographier lesNous avons fait varier diffdrents param~tres d'entrde du mod~le sulfates sur lei zones continentales urbanisdes. Le principal
d'inversion pour dvaluer la prdcision des Ta obtenus suite au handicap rencontrd concerne Ia moddlisation de Ia vigitation par
traitement des images. A Ia figure 2a, on a montrd l'effet de la rapport aux bandes trts larges du AVHRR-NOAA. En effet, Ia
variation de la concentration en chlorophylle dans l'eau pour Ia bande bande passante du visible(bande 1) chevauche un pcu Ic ddcalage de
1 si I'on prend Ia rdflectance de l'eau connie rdfdrence(modtle ddrivE "l'Epaule rouge" des rdflectances dans le proche IR, la valeur intdgrde

de Deschamps rd al, 1980). Quand la concentration en chlorophylle sur cette bande peut donc varier de *0.02 suivant le type de
vdtation(agriculture vs for~t par exemple).varie de .05 mg/in3 nous obtenons une prdcision de 10% sun ta. L'arrivde de Landsat 6 avec le capteur SEAWiFS uyant une

Pour la vdgdtation, qui est plus variable en rdflectance que l'eau, r~solution 6quivalente It NOAA mais avec des bandes spectrales plus
nous obtenons une prdcision momns bonne(figure 2b). Quand Ia Etroites pourra amtiliorer les calculs de l'paisseur optiquc des
rdflectance varie de .02 nous augmentons l'erreur sur TA par un adrosols au dessus des surfaces vdgitalistes.
facteur 2. Toutefois cc facteur tend A diminuer quand xa augmente. Ce projet a Wt en partie subventionni par le Ontario Ministry of the
Dans Ia bande 2(figure 2c), Ia variation de In quantit6 de vapeur d'eau Environment(OME Project#349G) etpar le CRSNG, Canada (A8643
modifie Ia rdflectance apparente mesurde(absorption). L'erreun sur et A 1765)
les valeuns de ta est de momns de 10% quand Ia quantitd de vapeur 6.0 Bibliographic
d'cau vanie de .3 g/cm2.

3.3 Exemple d'application du modele d'inversion sur une imnage 1. Chung,Y.S. "Air pollution detection by satellites: the transport
A VHRR-NOAA and deposition of pollutants over oceans", Atmospheric

Environnient,Vot. 20,p.617-630,1986.
Le mod~le a dtE applique It une image AVHRR-NOAA 10 du lac 2. DeschampsP:Y.,Tanrd,D. et Viollier,M. "Evaluation critque des
Ontario du 11I aoftt 1987. La figure 3 montre le risultat de Ia exigences radiomdtriques pour un 6quipement mesurant & bord
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bande 1 (vdgdtation) et Ia bande 2(eau). On remarque que ta au 3. Freemantle.J.R., Millerj.R. "Atmospheric Aerosol Variability
dessus de l'eau est plus faible qu'au dessus de Ia vdgdtation. Nous over the Great Lakes from NOAA-7 AVHRR imagery", 9th
observons Egalement une bondure sur le pourtour du lac Candian Symposiumr on Remote Sensing. St-John, NFLD.
correspondant aux pixels mixtes dus ht Ia contamination du signal de p263.27,985.
l'eau par l'effet d'envinonnement et Ia reflexion du fond. Les pixels 4. kaufman,Y.J.,Saundra,C. "Algorithm for automatic atmspli 'ric:
non-classifids reprdsentent des zones de sol nu, urbaines ou des corrections to visible and near-IR satellite imagery" Int. Jou'. d of
nuages. En comparant les donnees in-situ aux donndes image, on Remote sensing,Vol. 9,p.1357-1387,1988.
voit que pour les secteurs pr~s du lac ou sur le lac, les valeurs sont 5. O'Neill,N.T.,Royer,A.,HubertL.,Freemante,J. "Sensibilit6
du meme ordre de grandeur At 10% pr~s. Au dessus des surfaces des luminances satellitaires aux variations des adrosols et en
vdgdtalisees, le niodble d'invension surestime beaucoup l'paisseur particulier des sulfates", IGARSS89/l2me Symposium
optique des a~rosols. canadien sur Ia tdtectionVancouver, Canada, 1989a.
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v~gdtalisdes demande A tre Etalonnde puisque eart est trop signatures spectrales d'objets en tdl~d~tection, Aussois, 18-22
important par rapport aux mesures au sol et par rapport aux zones janvier 1988, 6 p.,1988a.
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DES AgROSOLS (TIR9 DE O'NEILL ET AL., 19UA)
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HEMOVAL OF THE SCAN ANGLE EFFECT ON NOAA-AVHRR DATA IN VISIBLE AND NEAR-IR PARTS OF THE ELECTROMAGNETIC SPECTRUM
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ABSTRACT 25 % of the scanline) can be better used without
3can angle correction. That is, the 75% portion of

NOAA-AVHRR data are associated to a great extent the NOAA-AVHRR data is strongly contaminated by the
with the scan angle effect. It is necessary to scan angle effect.
remove the scan angle effect from this type of data
prior to analysis. This paper provides a simplified On the other hand, a comparative analysis of NOAA-
and ftasible approach to correct scan angle effect AVHRR data taken on a series of dates can provide
for AVHRR-NOAA data in the visible and near-IR parts additional elements of the identifying signature
of the electromagnetic spectrum (channels 1 and 2). because many types of features exhibit changes with
Corrections attempt to provide pixel by pixel nadir the passage of time. It also follows that more
responses. The approach is based on a simplified information about the earth resource of an °area can
scene spectral radiance equation that is developed be obtained from imagery of it that have been taken
in this study. The values of relevant atmospheric on several or more dates than from imagery or it
param,:ters such as the total normal optical taken on only one date. For example, the normalised
thickness, and path spectral radiance for each difference vegetation index between the near
spectral band were estimated from the real images. infrared and the visible channels of NOAA-AVHRR is a
Lambert's law was assumed as a bidirectional important tool to follow up the evaluation of
reflection at the ground surface. The contributions drought impact on fodder production. However, such a
due to multiple reflection were neglected. The use always needs a series of satellite data
feasibility and the limits of this approach have collected during some different dates. It means that
been tested and reviewed against the imagery from the multitemporal data measured by the NOAA-AVHRR
AVHRR-NOAA 9 above a pasture of Aveyron in the south sensor at the different scan angles, for the same
of France. ground location are used. It is impossible to

extract information for the same target at the
Key-words : NOAA-AVHRR Data, Scan angle effect, view earth's surface from the NOAA-AVHRR data without
zenithal angle, Radiometric Correction. scan angle correction.

An approach is proposed in providing answers to the
1 - INTRODUCTION above described necessity. Scan angle correction was
Since 1979 the AVHRR (Advanced Very High Resolution made for AVHRR-NOAA data in the visible and-near-IR
Radiometer) sensors have been installed on the NOAA parts of the electromagnetic spectrum (channels 1
satellites, there have been a number of studies in and 2). Each pixel value along the scanline was
the use of NOAA-AVHRR Data such as to monitor the corrected to simulate a nadir response. The-approach
herbacious biomass production, provide crop is based on a simplified scene spectral radiance
condition assessments, detect tropical equation that is developed-in this study. The values
deforestation, make vegetation classification, of relevant atmospheric parameters such as the total
monitor seasonal and phenological changes in normal optical thickness, and path spectral radiance
vegetation on a global scale, and monitor drought for each spectrrl band were estimated from the real
impact on forage surface and many other examples. images. Lambert's law was assumed as a bidirectional

reflection at the ground surface. The contributions
The NOAA-n satellites have a sunsynchronous polar due to multiple reflection were neglected.
orbit of about height 830 km (t18 km), with a

cluticn of 1.1 km- atc nadiVffflr. snor
scans 1024 pixels on either side of nadir 2 - MODELLING
(approximately 1350 krm to the east and to the west In this section, we have an interest in the
of nadir). Scan angles increase from zero to 55.4 derivation of the correction model that transforms
degrees on both sides of nadir. This situation is the spectral radiance measured by the NOAA-AVHRR
meant by a possible variation of a view zenithal sensor at the arbitrary view zenithal angle
angle range of + 670. Thus, the spectral radiance (corresponding to the scan angle) to the spectral
falling into the NOAA-AVHRR sensor must pass through radiance at the zero view zenithal angle, that is
more of the earth's atmosphere as the scan angle only a function of the solar radiation, the
increases (JOHNSON et al. 1986). In fact, about 255 atmospheric characteristics, the angles of
pixels to the left and right of nadir (the center incidence, the wavelength and surface material. In
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all the following expressions, the wavelength that is
subscriptions have been omitted. L = (L - La) T sec 0 -T + La (5)

The relation between the view zenithal anZ~e and the a

scan angle is ploted in figure 1. E andO(are the
view zenithal angle and the scan angle respectively The above equation presents the relation between the
(rad). R(km) is the radius of the Earth, H(km) the spectral radiance measured by the satellite sensor
orbital height. We have a following transformation at the arbitrary view zenithal angle and the
form of the scan angle to the view zenithal angle simulated spectral radiance at the zero view

R+H zenithal angle (YANG 1986).sin =---sin( (1)

R
3 - APPLICATION

Thus, in our model, the view zenithal angle
correction will be practically discussed, instead of 3.1. Algorithm of transformation from radiance to
the scan angle correction that was used in the digital numbers
literature. The NOAA-AVHRR sensor is not mcnochromatic, but

A simple sketch is depicted in figure 2. The measures integrated upwelling space radiance within

spectral radiance reaching the NOAA-AVERR sensor some broad wavelenght bands. The relation between

consists of two parts : solar electromagnetic the mean spectral radiance L recorded by the sensor

radiation scattered by the atmosphere in the and digital numbers N (dimensionless) in the given

direction of the sensor including the reflected "and is quantified by the following expression

radiation part from the environment surface of the DN = A*L+ B (6)
target, and solar electromagnetic radiation reaching
the target of the earth (the sum of the irradiances where A, B are the calibration coefficients. Let
of the direct sunlight and of the skylight) and wheO , BDN DN b te al digital numbers of the
reflected by the target in the direction of the . Q ea
sensor. The target surface is assumed as a correspondi(5 mean LOOP L Q L, respectively.

horizontal flat lambertian surface on a macroscopic Equation (5) can be rewritten

scale. The atmosphere is treated as a series of DNoo/AB/A =
horizontally homogeneous parallel slabs. The
skylight was treated as a uniform hemispherical
source. The direct sunlight was treated as a (DN /A-B/A-(DN /A-B/A)) eT sec -T +N A-B/A
well-collimated source (parallel rays). The 0 a a
variation of the path spectral radiance2 wit viqw
zenithal an le is neglected. Let L (W.m- . sr ta ) that is
be the total atmosphere upward8 scattered path
spectral radiance including the radiance reflected DNo.=(DN e -DNa) eT eec 0 - DN (7)
by the ground (the environments of th, target. Te e a

total spectral radiance L (W.m- .sr- .m ) If all the values of the parameters on the right of
recorded by the sensor may be rep'esented as equation (7) are known, DN . can be calculated. The

~(eT sec SE coS + Ed) e-T sec L (2) DN is directly available from NOAA-AVHRR-data.
L PS o d

3.2. Estimation of the total normal optical

where S (rad) is the solar zepitha. angle, e the thethickness

view zenithal angle, E (W.m- .itm- ) the solar The value of the total normal optical thickness can

irradiance at the 'top.1
0 
of the atmosph re jthe be usually evaluated from Lowtran 5 (or Lowtran 6)

extraterrestrial solar irradiance). Ed (W.m- .m Code with the assumptions of a mid-latitude summer
the diffuse sky irradiance, p (dimensionless) the model and a rural aerosol model with a horizontalvisibility of 23 km (corresponding to a clear sky).
target reflectance and 7 the total normal optical An algorithm is proposed for estimating the total
thickness, which equals the sum cf the separate normal optical thickness from real imagery. As shown
optical thicknesses of all the attenuating in figure 3, let the targets 1 and 2 be the same
constituents. All variables are specific to each nature (the surface material needs to be
wavelength band except the solar and view zenithal identified). According to equation (7) we have
angle terms, S and 9. Equation (2) may be
rewritten in the form (DN (DN - DN) eT sec E 1 -T1+ DN (8)
L0  (3) 0.1 01

and

P T seeS -- sec 0 re* e -7 (e- E cos S + Ed) e- se ++ La N0 2 =(ON 2 - DN) esec (9 2-T

When the view zenithal angle E is zero, the value
of the parameter sec ( becomes one. The above On the assumptions that have brought about equation
equation becomes (5), (8), and (9), the calculated-value DNo01 should

L P - Tsec S cos S + Ed ) e
T  (4) be equal to the DNO02, that is

00 () (e 0

Combining equations (3) and (4), we have (DN 0 1 - DN) e sec 1 1 -T

L 0 = (L0o - La ) e- r sec 0 + T + L (DN 0 2 - DN) eT
sec 0 2 - + DN- (10)
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Being derived from equation (10), the total normal 4 - CONCLUSION
optical thickness becomes Based on this study, the conclusions are listed

below :
ln((DN -ON)/ (Du G 2- DN)) 10 the radiance measured by he tIOAA-AVI1RR sensor
- - = .- -- (11) includes a very strong scan angle effect.

sec 8 2 - sec E) 1 20 it seems feasible to remove the scan angle effect
from the NOAA-AVHRR data in visible and near-IR

channels by using our model.If K numbers of couple points selected like the 30 NOAA-AVHRR data must first -be subjected to
points 1 and 2 are found, the total normal optical certain geometric correction prior to the above
thickness can be given by correction.

1 k 40 The normalized difference vegetation index is

T = T (12) often utilized to minimize the influence of

K i ( atmospheric conditions that may vary from day to day
or over longer intervals. But, the scran angle effect
can not be removed by this usual technique.

3.3. Estimation of the path radiance 50 The test of the proposed method will be taken
Fcdr methods of estimating the combined path into account later on.
radiance and sensor offset terms in sensor-measured
radiance values have been described previously in
the literature (ROBERT E. CRIPPEN 1987). They are REFERENCES
(1) atmospheric measurements and modelling combined ROBERT, E.,C.,1987 The regression intersection
with knowledge about the sensor calibration, (2) method of adjusting image data for band ratioing,
dark-pixel subtraction, (3) radiance-to-reflectance INT.J.Remote Sensing. VOL.8(2), 137-lbS.
conversion and (4) the regression method. DarK-pixel JOHNSON,W.R., BOATWRIGIIT,G.O., and LIN, C.C., 1986
subtraction, also known as the histogram minimum Models to correct scan angle effects for the
method, is a pixel with zero illumination or descending NOAA-6 and NOAA-8 satellite sensors.
additive components. In this study, DN was Lockheed engineering and management services company
estimated by using the minimum digital number in the 7500 greenway center drive Suite 900 Greenbelt,
corresponding band. Maryland 20770.

YANG,C.J., 1986 Prise en comptle ,Ie l1angle
d' observation dans correction radiom6trique sur3.4. Computation of the view zenithal angle 1' image NOAA. Rapport de DEA, UPS-CEMIAGREF,TOULOUSE,

A view zenithal angle 0 can be computed by using FRANCE.

the pixel loention (pixel nmtber) of Riven target

along the scanline. The corresponding equation is

0=

arcsin ( i+H/R)*sin( (Np-n/2)*llO.8*n/(180*n))
(13)

Where the n is the total pixel number
per line, N the local pixel number, H the orbital
height, and the radius of the earth.

Up till now, the algorithm of all the parameters
needed in equation (7) has been proposed, which
makes our approach of scan angle correction more

applicable. N

3.5. Data and results
Applications have been realized for two imagers of
NOAA-9-AVHRR, in visible and near infrared channels,
respectively taken on 11/10/1985 and 13/10/1985. The
study area is located in the AVEYRON in the south of
France. The area (360 km* 420 kin) is dominated by
the fodder production. The latitude and the
longitude of the area centre is 44

0
21'N, 2

0
36'E,

respectively. The view zenithal angle of the area
centre is 33020' for the image taken on 11/10/85,
53048' for the image taken on 13/10/85. The NOAA-
AVHRR data used in this study are received by the
Centre de MKteorologie Spat!ile, Lnnnicn, Francc.
The data were resampled by a closest neighbour
procedure and rectified to a Lambert projection map
using the satellite ephemerises (D. POZZOBON 1987).
After geometric correction, location accuracy is
within 1 km. Thb ,minimum digital numbers, chosen as FIGURE I. Geometric relation
the values of,DONa in equation (7), of the image between the view zenithal angle
taken on 11/10/85 were 18, 11, corresponding 8 and the scan angle A.
respectively to the c.mannel 1 and channel 2). 24, 15
correspond to the image taken on 13/10/85. The
results are shown as figure 4 and figure 5.
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FIGURE 2. Reflected solar radiance FIGURE 3. The target I and 2 are
and path radiance measured by a scanner. identified in the reflectance factor.

The total normal optical thickness Is
estimated from the values of e0, e2.
DN, DN,,. DN,,.

AVEYRON VEYRON

11-t0-85 1-10-85

FIGURE 4a. Normalised differencevegetation FIGURE 4b. Normalised diffcrence vegetation
index between the channel I and channel 2 of index between the channel I and channel 2 of
NOAA-AVHRR data taken on 11/10/85. NOAA-AVHRR data taken on 71/10/85, corrected

using equation (7).

AVEYRON VEYRON
RVEYRON "w

FIGURE 5a. Normalised difference vegetation FIGURE 5b. Normalised difference vegetation
index between the channel 1 and channel 2 of .ndex between the dhannel I and channel 2 of

NOAA-AVHRR data taken on 13/10/85. NOAA-AVHRR data taken on 13/-10/85, corrected
using equation (7).
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A MFASUREMS POGRAM FOR THE VALIDATION OF ATM0SPHERIC

RADIATIVE TRANSFER CODFS

R.P. GAUTHIER,F.J. AHERN,P.M. TEILLE-.

CANADA CaNPRE FOR RR40TE SPSIr

2464 SHEFFIELD ROAD,aOrrM,ONrARIO.

ABSTRACT transmittance, must be calculated with a radiative
transfer model, since it is a characteristic of the

A field campaign was undertaken in the summers of 1987 interaction of the upwelling scene radiance and the
and 1988 in order to provide measurements of atmospheric intervening atmosphere which can not be directly
parameters which could subsequently be used to validate measured. The path radiance as obtained from a
a radiative transfcr model for the purposes of reference target in an image can serve as a measure of
atmospheric correction of remotely sensed images. The the specific atmospheric conditions pertaining to a
main objective was the validation of a radiative particular scene for which a radiative transfer
transfer model through the measurement of the model calculation can be made in order to obtain the
inputs and outputs. The details of the field transmittance. The present work focusses on the
measurements are discussed pointing out problem areas validation of a radiative transfer model for performing
in the determination of optical depths at the 1% this calculation for data obtained from both satellite
level .The measurements in the range from 390nm to 1100nm and airborne sensors.
were made with a spectroradiometer having a spectral
resolution of 6nm. The full spectral nature of the 2. THE MEASUREMENT PROGRAM
optical depth data reveals the difficulties of assessing
a true "continuum" level for the determination of the The validation of radiative transfer models involves
aerosol scattering due to the overlapping of the gaseous measuring both the inputs and outputs (i.e. the
absorption. Also,the behaviour of the gaseous absorption properties of the atmosphere and ground reference
can be studied and correlated with sky conditions at the target) for a variety of atmospheric conditions both
time of the observations. The determination of the outside of and during the overpass of a satellite and/or
Langley plot intercept spectrum has been made to an airborne sensor. Using measured inputs, various
accuracy of about 0.5%, reflecting the high quality of radiative transfer models can be intercompared as to how
the full spectral data. well they predict the measured outputs. The model which

most consistently predicts results closest to the
1. INTRODUCTION observations is then chosen and can be implemented in

image production and analysis systems in the most
The demand for higher accuracy in reflectance retrievals efficient manner. The measured inputs to the models
from remotely sensed data in the contexts of forestry, included the optical depth of the various atmospheric
bathymetry, global change studies and sensor components (gaseous, aerosol, molecular) as well as the
calibration, among others, was the motivation for reflectance function of the reference ground target.
undertaking a large program whose main objective was to The measured outputs included the global and sky
provide an atmospheric correction capability for image downwelling irradiance, the sky radiance at various
production and analysis systems (both research and different locations and the path radiance over the
production oriented) to an accuracy of 5% or better. reference target. This latter quantity was measured
While this order of accuracy will be difficult to from both an airborne platform and satellite platforms.
achieve in practice, it is realistic to consider it as The measurement program was performed near Ottawa at
a target in order that the difficulties presented by the Gatineau Satellite Station and on neighbouring Grand
such a figure can be studied in detail. Correction of Lake in 1987 and was relocated to the Baskatong
remotely sensed data for the effects of the intervening Reservoir (some 250km north of Ottawa) in 1988 since the
atmosphere has two aspects. The first is the radiance reservoir offered a much larger surface area for the
contributed to the scene by the scattering of the airborne work (i.e. free of surrounding terrain
downwelling irradiance by the atmospheric constituents effects). The measurement program included observations
between the sensor aperture and the surface. The second to permit:
is the attenuation of the upwelling surface radiance by
the atmospheric constituents between the surface and the atmospheric corrections for off-nadir viewing
sensor aperture. A standard technique for removing the sensors (e.g. SPOT HRV, MEIS II);
first component, the path radiance, is the use of
reference targets in the scene. For a target of known extension of wavelength range for atmospheric
reflectance, the path radiance contained in the sensor corrections into the short wave infrared region
signal can be easily obtained and subtracted from the (out to 2.5p);
rest of the data. The second component, the atiro,'eric inclusion of polarisation effects in atmospheric

corrections.
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2.1 Radiometry of the Downwelltng Field S (ln(O - ln(<O,>).,

The total atmospheric optical depth was measured A

using the Langley plot technique. The various where
sources of systematic error inherent in this
method are discussed by Reagan et al.(1986). The 6 is the total optical depth,
instrumentation used consisted of a LI-COR
spectroradiometer on an altazimuth mount operating Q is the quantized signal level at each
over the spectral range from 390nm to 1100nm with wavelength for each observation,
a resolution of 6nm. A filter wheel radiometer
operating out to 3.5 was mounted with the LI-COR <Qo> is the mean exo-atmospheric signal level
to permit discreet bandpass (20nm) observations
in TN short wave infrared bandpasses. The sensor A is the air mass for the observation.
apertures were bore-sighted with a solar viewing
tube to ensure that the solar disc was centered An example of an optical depth spectrum can be
on the sensor apertures during the observation. seen in Figure 1. The most striking features are
The LI-COR was tsed to make the downwelling the rapidly increasing attenuation towards the
irradiance (total and sky) and sky radiance blue due to Rayleigh scattering and the strong
measurements. These latter quantities were not attenuation in the various absorption features,
measured with the filter wheel radiometer, due to mostly due to 02 and H20. The relatively shallow,
an unacceptably low signal-to-noise for the broad 0 absorption of the Chappuis band is not
observations. The global downwelling irradiance apparent in the total optical depth spectrum,but
was measured by pointing the LI-COR to the zenith becomes obvious when the Rayleigh component is
and taking a scan of the light incident on a subtracted as shown in Figure 2.
c.,ffuser. The sky irradiance was measured by
shading the diffuser and taking a scan. The sky The Rayleigh optical depth is supposed to be a
radiance was measured over a grid formed by "well-known" quantity if local pressure and
almucanters eenly spaced in elevation from 30 temperature are taken into consideration.
degrees above the horizon to the zenith. These However, an examination of the literature
'sky maps' were made with and without polarisers indicates absolute differences of up to 4% in
in order to measure the state of polarisation-of published computations, tabulations and
the incident radiation field. parameterisations (Teillet, private

communication), primarily because of differences
The instrument calibration was established by in the depolarisation factor and atmospheric index
extrapolating the Langley plots for 7 clear half of refraction used by various investigators.
days in 1987 and 13 clear half days in 1988 to Thus, the Rayleigh correction must be carefully
zero air mass and then taking the average of these impleminted if optical depth determinations are
independent estimates of the exo-atmospheric to be made at the 0.5% level. The Rayleigh
response. The standard deviation of the mean was subtracted optical depth spectrum reflects the
less than 1% over the range from 390nm to IlOOnm, attenuation characteristics of the gaseous
and less than 0.5% over most of that range for absorption and aerosol absorption and-scattering.
both observing seasons. Total optical depths for The aerosol component is the most variable
each individual observation were then calculated
from

0.00,

T -0.11,0
T
A
L -0*.30'

0
P
T """ Figure 1:
C .o.5. Total optical depth

A spectrum exhibiting
L-0.0 typical RayleighL , behaviour towards the

D blue.
E

H

WAVELENGTH (nm)
I -- i



879

(spatially and temporally) and is subsequently the the Canadian Shield. A set of measurements of the
most crucial component in the determination of upwelling radiance from the -surface and volume of
the composition of the atmospheric constituents Grand Lake, some 25km north-of Ottawawas made.
for the purposes of doing the radiative transfer The measurements were made at-view-angles-ranging
calculation. The primary interaction between the from 60 degrees to nadir -at azimuth increments
aerosols and the irradiance is scattering and so (relative to the sun)- of 45 -degroes. This
the attenuation is of a broad spectral nature, measurement set permits a full angular character-
It is usually described as a power-law 6 - &X0.  isation-of the reflectance of- the-water surface,
In order to determine the coefficients a and P, necessary for off-nadir-pointing-sensors. Data
it is necessary to determine points in the were acquired on four different days throughout
spectrum which are produced by this broadband the summer observing season and, on one day,
aerosol scattering, so-called "continuum" points, measurement sets were obtained throughout the day
The primary difficulty in doing so is the presence to include the effect of changing solar illumi-
of the gaseous absorption features which overlay nation angle. An example of surface and. volume
the true continuum and produce a false or reflectance spectra can be found in Figures 3 and
"pseudo-continuum". It is important to be able 4. These data were obtained with a Spectron
to identify all gaseous absorption features so SE-590 portable spectrograph. Unfortunately, the
that true continuum points may be found. The full absence of a spectral order separation filter,
spectral data reveals that such points are far which allows blue light from the first order
fewer than has been assumed from filter wheel data spectrum to fall on detectors in the red region
since the gaseous absorption is so dominant. The of the zeroth order spectrum, contaminates the red
regions least affected by absorption must be signal, which is very small for water, and pro-
located and used consistently. The fact that not duces an erroneous reflectance spectrum. Useable
all the absorbing species are- identified also data in this situation-are limited to the spectral
makes this a difficult task,and examination of interval between 400nm and 800nm. This is not
many spectra is necessary to determine which areas such a problem as the reflectance of water beyond
of the spectrum seem to be the most consistent. 800nm is of the order of a few tenths of a
Once these points are located,the aerosol percent. Future measurements- will include
"pseudo-continuum" can be fit to the power law and filters, so that the near infrared region can be
the aerosol optical depth determined. At this accurately determined as well as -polarisers so
point,the various components of the optical- depth that the highly polarising nature-of water sur-
are determined and can be input into the radiative faces at certain angles can-also be characterised.
transfer models.

2.2 Reference Target Reflectance 2.3 PATH RADIANCE

The reference targets used for our model Path radiances over the measured referencetargets
validation experiments are bodies of water, large were obtained from-SPOT=HRV and Landsat TMcimages,
enough to not exhibit shore and adjacency-effects as well as from- a downward looking SE-590
and deep enough so that the bottom does not spectroradiometer which was- flown- ina Falcon fan
reflect any measurable radiance into the sensor jet at several different altitudes. A measurement
aperture. There are many such bodies of water in set similar to the water reflectance was obtained
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with the SE-590, that is at view angles ranging 3. CONCLUDING REMARKS
from 60 degrees through nadir at relative azimuth
increments of 45 degrees. This data set will The conduct of a measurement program for the validation
characterise the off-nadir aspects of the path of radiative transfer models over two observing seasons
radiance for validation by a radiative transfer has revealed some notable points of interest. An
code. Also, some measurement sets were made in important aspect in the determination of optical depths
polarised light,adding this characterisation to is the determination of the exo-atmospheric instrument
the model validation. This work is currently in response. Unless the solar observations are made at a
progress. site which is free of aerosols (usually high altitude

like tauna Kea, Hawaii), several days of-observations
must be made in relatively aerosol free conditions in

GRAND LAKE REFLECTANCE order to obtain an accurate calibration. This usually
means that a substantial commitment must be made to
obtain observations over periods of several months at
sites of low elevation. The accuracy of the optical

0o0 depth determinations depends not only on the care with
which the solar radiometry is made but also on the care
with which the Rayleigh optical depths are computed and

003 the "continuum" points are chosen for the calculation
of the aerosol optical depths. The value of high

spectral resolution optical depth data has been
demonstrated in that it permits the careful

-investigation of the above-mentioned problems, as well
SZ 0.4 as allowing correlations to be made with visual sky and

meteorological parameters at the time of the
observations, work which is currently in progress.002
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ABSTRACT lite. According to their algorithm, Lm is calcu-
lated based either on the single scattering appro-

About 400 CZCS scenes covering the Japan area in ximation (Gordon, 1983) or on the multiple scat-
November 1978 - May 1982 were processed to study tering radiative transfer model (Gordon, 1988)
the applicability of the Gordon-Clark atmospheric which include polarization effect but not interac-
correction scheme which produce water leaving rad- tion with aerosol particles. t is also calculated
iances Lw at 443, 520 and 550 nm as well as phyto- assuming no-aerosol effect including absorption.
plankton pigment maps. Typical spring-fall aero- The process of atmospheric correction proceeds
sol radiance in the images were found to be 0.8 - pixel by pixel in the following manner. First,
1.5 #W/cd nm -sr, which is about 50% more than given Lt(670), and putting Lw(670) be zero, we-get
reported for the U.S. eastern coastal images. The La(670) from Eq. 1. Then assuming that-La(A) is
correction for about half the data resulted in proportional to the product of ra( A) and -the ex-
negative Lw(443) values, implying overestimation traterrestrial solar irradiance Eo (as is shown
of aerosol effect for this channel. Several pos- in Eq. (4) later), and also assuming that the fol-
sible reasons for this are considered, including lowing Angstrom's exponential law holds,
deviotion of aerosol optical thickness r-a at 443 A __
nm from that estimated by the Angstrom's exponen- r a() r a(670) ( ) (2)
tial law which the algorithm assumes. A routine
observation of solar irradiance was conducted on La (A) at A = 443, 520 and 5-0 nm are-obtained.
the ground during late spring - summer in the year Here, r is the Angstrom exponent which-can-be de-
1988 to observe the variability in aerosol optical termined for each CZCS scene by the *clear-water
thickness and the deviation of ra from the Ang- radiance concept* (Gordon, 1988) or some- other
strom's exponential law. The analysis shows that, procedure. Knowing La(A) gives Lw(-A) -values
assuming use of the Gordon-Clark algorithm, and whose combination in turn gives the-pigment con-
for the pigment concentration of about lug/, -40 centration estimate for each pixel.
to 0OO% error in satellite estimates is expected For the Japan area, CZCS left more than 400
commonly. Although this does not fully explain scenes of worth analyzing with low-enough cloud
the negative Lw(443) in satellite data, it seemes coverage. But little has been done on the proces-
to contribute to the problem significantly toge- sing of these local data partly because-of -lack
ther with other error sources including one in the of the confidence on the processing algorithms.
sensor calibration. Our preliminary analysis shows -the-Gordon-Clark

algorithm sometimes resulted in rather unlikely
1. Introduction pigment maps.

In this paper, we first shows results of atmo-
Nimbus-7 Coastal Zone Color Scanner (CZCS) is a spheric corrections conducted over CZCS Japanese

scanning radiometer which views ocean at 4- visible scenes. Our aim is to check the soundness of the
wavelengths, 443, 520, 550 and 670 nm, to-map the Gordon-Clark algorithm when applied to the area
oceanic phytoplankton pigment field. NASA has of relatively high humidity and under the influ-
started to process all the CZCS data to produce *ence of terrigenous aerosols from the mainland
global pigment maps each avoraged over every 2 China. Secondly, we will see the expected error
weeks during the CZCS life ime (1978 to 1986). in the satellite estimates of phytoplankton pig-
The Gordon-Clark atmospheric correction scheme was ment concentration based on the variability of
AdM tud d. their standard processing procedure, aerosol optical thickness canured routiicly from
which assumes that the total radiance Lt at wave- the ground in 1988.
length A observed by the satellite sensor is de-
composed as 2. CZCS Data Analysis

Lt(A) = Lm(A) + La(A) i t(A)Lw(A), (1)

where Lm is the contribution arising from aerosol 2.1 Data Set
scattering, and t(A)Lw(A) is the water-leaving Among all the CZCS data that cover the Japan
radiance diffusely transmitted towards the satel- area (20 - 40' N, 120 - 160' S) during the period
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from November 1979 through May 1982, total of 410 The direct solar irradiance was measured at 13
scenes with low cloud coverage (1/4 or more cloud wavelengths in 410 "-867 nm region by the Gershun
free area in the image) were chosen and subjected tube method based on the WHO recommendation. -Ae-

to study. Each scene was then atmosperically cor- rosol optical thickness ra(A) for each wave-
rected using the Gordon-Clark algorithm (Gordon, length A was calculated by the Lambert-Bouguer
1983 and Gordon, 1988) to produce Lw(443) and La law,
(670) images as well as a pigment map. In obtain-
ing Lw(443), we set the Angstrom exponent be zero E d =Eo exp( - (rM + roz+ ra)/cos 0), (3)
which is adopted widely in CZCS data processing as where -0 is the extraterestrial solar irradiance,
a typical value for marine type aerosol. Ed is the measured direct solar irradiance on the

ground, rm is the Rayleigh (or molecular) optical
2.2 Seasonal Change in Aerosol Scatterance thickness, roz is ozone optical thickness, and

0 is the solar zenith angle. The values Bo ( A
All the color-scaled La(670) images were scanned ) were derived from Neckel and Labs(1981) whereas

by eye inspection and categorized into 3 :roups in r m and r oz were obtaind from LOWTRAN 6 code.
terms of mean La(670) level: (1) mean La < 0.7 pW/
cd am. sr (clear image), (2) mean La between 0.7 3.2 Deviation of measured r a(440) from the Ang-
1.0 (moderately hazy) and (3) maen La > 1.0 (very strom's law

hazy). Here, the averaging was done by human eyes

and probably has some ±0.1 uncertainty. Fig. I Fig.3 shows plots of the mesured aerosol optical
shows the ratio of moderately/very hazy scenes thicknesses at 440nm through the observation peri-
against total for each season during the period, od. The data sparsity in summer is due to the ano-
In the figure the seasons are abbreviated - "S. malous cloudy/rainy weathers we had in the year.
for spring (March - May) and for summer (June - As the figure shows, ra value is generally high in
August), "F* for fall (September - November), and spring-summer and is low in winter with much vari-
"W" for winter (December - February). As it shows ability in fall.
Japanese spring-suAmer CZCS scenes have relative- Two examples of ra(A) plots as a function of
ly high La(670) level compared to those in the wavelength are shown in Vig.4. The solid lines
eastern U.S. coastal area where typical La(670) give the least square error on the measured values
values of 0.5 - 1.0 AW/c nm' sr are reported at 515, 660, 770 and 867nm. Although the regres-
(Gordon, 1987). This may imply some difficulty in sion caA be regarded as a good approximation to
applying the Gordon-Clark atmospheric correction the Augstrom's exponential law, there usualy is
which assume separability of the Rayleigh and ae- slight deviation of measured r a(440) from the
rosol components. value estimated by the least square error line, or

the Angstrom's law. As shown in Fig.5, the devi-
2.3 Overcorrection of the Atmospheric Effect ation does not correlate with the magnitude of

measured ra(440) with the standard deviation of
Atmospheric correction for some scenes resulted 0.03.

in areas with negative water leaving radiance at
443 (Lw(443)) due to overcorrection of aerosol
scatterance. Subjective categorization of the 3,3 Errors in Satellite Estimates of Pigment Con-
scenes similar to that for La(670) (Fig. 1) was centration due to the deviation of Aerosol Op-
conducted with respect to the extent of the nega- tical Thickness at 44Onm
tive Lw(443) area. The categories are; (1) scenes
where negative Lw(443) values are found, (2) Assuming a "Bio-Optical" algorithm and an aero-
scenes with more than half the cloud-free area sol scattering phase function, we can calculate
covered with negative Lw(443), and (3) the rest. the expected estimation error in satellite-derived
Those scenes covered widely with negative Lw(443) pigment concentration based on the Gordon-Clark
are typically accompanied by severe discontinuity atmospheric correction scheme. First, we adopt a
in pigment map, or artificial chlorop':yll front in two-term Henyey Greenstein function as an aerosol
the image. Fig. 2 shows the result in the same phase function Pa in the following equation.
way as in Fig.l. This negative Lw is considered
to be caused by some non-oceanic aerosols since, La(m) = 10 (A) 6a(A) ra(A)Pa('P)
judged from Lw(550) values, more likely Angstrom cos a
exponent for these scenes seemes to have a higher Here, 60 is the extraterrestrial solor irradiance
value than the assumed (zero), indicating presence reduced by two trips through the ozone layer, Oa
of some terrigenous aerosol. (If we were to take is acattering albedo of aerosol particle(we assume
higher value as the exponent, more severe negative O)a is unity), 'Y is aerosol scattering- angle,
Lw(443) would result in.) The sensor degradation and 0 is the solar zenith angle.
/calibration problem is also suspected since the The equation provides the value of La(440) for a
figure shows rather weak correlation of the noga- given ra value, thus giving ALa(440), a simula-
tiveness with the La(670) variability shown in ted error in satellite estimate of the La due to
Fig. 1. the Angstrom's law. From Eq. (1), ALw(440) is

given by the relation,
3. Variability of Aerosol Optical Thickness and ALw440) AL(440) / t(440). (5)

its Implication on Satellite Estimates of Pig-
ment Concentration We can also calculate a nominal value of Lw(440)

for a given pigment concentration C assuming a
3.1 Ground-based Aerosol Optical Thickness Mesure- "Bio-optical" algorithm (Gordon, 1983),

ment 
C = 112( Lw(550 ) 1.7 (6)

We mesured aerosol opticat thickness through Lw(440)
spring-winter in 1988 at Shimizu, a Japanese city on the assumption that Lw(550) is known and calcu-
located on the Pacific coast of the central Japan. lated by
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Lw(550) = nLw(55GW exp(-(rm/2 4 roz)/cos 0) the atmospheric correction algorithm to include
Sos the interaction in aerosol-molecule multiple scat-

tering as well as a new scheme estimating -rea(440)
where nLw(550) is "normallized water leaving radi- independently of the Angstrom's law.
ance" at 550 nm and is constant, O.3mpW/cA nm The image analysis in this study was done on the
sr. Combining (5) and (6) proviaes a final pig- University of California Marine Blo-Optics -(UCNBO)
ment setimation error image processing system at the University -of- Cali-

fornia, Santa Barbara under the support-of the
AC . -C (7) National Aeronautics and Space Administration

C NASA) Grant No. NAGW-290-3.
where C' is derived from the biased Lw(440).

Fig.6 shows the final rsult of error analysis
for 4 assumed pigment concentration levels. Re- REFERENCES
calling that the standard deviation of ra(440)
in our observation was about 0.03, the figure im- 1. Gordon, H.R., D.K.Clark, J.W.Brown, O.B.Brown,
plies t20% (at C=0.2pg/I) to +150 % (at C=I.5Pg/ R.H.Evans, and W.W.Broenkow, "Phytoplankton pig-
I ) error in C will be fairly common, ment concentration in the Middle Atlantic Bight:

comparison of ship determinations and CZCS esti-
4. Conclusion mates', Applied Optics, 22,20, 1983.

2. GordonH.R., and D.J.Castano, "Coastal Zone
The atmospheric correction for the CZCS Japan Color Scanner atmospheric Correction algorithm :

scenes produces rather unlikely Lw(443) values for multiple scattering algoritm", Applied Optics,
several possible reasons : (1) dense aerosol con- 26,11, 1987.
centration, (2) influence of terrigenous aerosols 3. Gordon,H.R., J.W.Brown, and R.H.Evans, "Exact
as reported recently (Iwasaka, 1988), and (3) Raleigh scatterihng calculations for use with
sensor calibration error. The first two aspects the Nimbus-7 Coastal Zone Color Scanner", Appl-
will be observed through the spectral behavior of ied Optica, 27,5, 1988.
aerosol optical thickness, or the deviation ofr a 4. Viollier M., D. Tanre and P. R. Deschpmps,"An
(443) from the Angstrom's exponential law. Our algorithm for remote sensing of water color from
analysis on the variability of measured r a(443) space*, Boundary-Layer Meteorology, 18, pp247-26
showed that the law occasionally reduces Lw(443) 7, 1980,
to result in as much as +150% error in satellite 5. Neckel, H., and D.Labs,"lmproved data of solar
estimate of phytoplankton pigment. Although this spectral irradiance from 0.33 to 1.25 P", Solar
does not fully explain the anomalous Lw(443) val- physics, 74, pp.231- , 1981.
ues in the satellite data, the authors consider 6. lwasaka, Y., M. Yamamoto, R. Imasu and A. Ono,
that this contributes significantly to the problem "Transport of Asian dust (KOSA) particles : Im-
together with other error sources including one in portance of weak KOSA events on the geochemical
the sensor calibration. cycle of soil particles", Tellus,40B, pp494-503,
The results of our study suggest modification of 1988.
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Fig. 1 Seasonal change in the ratio of high aero- Fig. 2 Seasonal change in the ratio of CZCS
sol scenes in the Japanese CZCS data set. scenes that result in negative channel 1
Total hcight of each bar represents those value after atmospheric correction.
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The Distribution of Clear-Sky Radiation Over Varying Terrain
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ABSTRACT BACKGROUND

This research explores the topographic distribution of clear-sky
incoming solar radiation ovcr varying terrain. Using a two-stream Seasonal and latitudinal variations in incoming radiation are well

atmospheric radiation model and digital elevation models (DEM) of described, but only a few investigators have analyzed topographically

several different physiographic regions, we simulate clear-sky radiation induced variability in daily and seasonal radiation patterns across a

at 15 times throughout the day for three dates, December 15, March 15 region (e.g. Williams et al., 1972; Holland and Stcyn, 1975; Dozier and

and June 15. Gcostatistical analysis is used to characterize the spatio- Outealt, 1979; Gates, 1980; Dozier, 1980; Kirkpatrick and Nunez,

temporal variability in modeled radiation over each terrain grid. This 1980; Davis, et al., 1988). We have previously examined topographic

analysis reveals that, for any particular elevation model and set of variation across the Konza Prairie, Kansas using DEMs -of differing

atmospheric conditions, the variance and spatial autocorrela;ion of the resolution as part of the First ISLSCP Field Experiment (FIFE) (Davis,

data depend on sun angle and on probability density functions of slope. et a], 1988; Dubayah, et al, 1989). For the Konza we found that the

By considering the behavior of the radiation mean and variance as a variance and spatial autocorrelation in clear-sky radiation depended on

function of sun angle and slope, we derive predictive equations for the resolution of the digital elevation grid and on sun angie. As grid

these statistics. Mean irradiance is a function of slope distribution, but resolution increased, variance increased and spatial autocorrelation

can be approximated as function of mean slope only. The variance in decreased, reflecting a change in slope distribution. 'Me

irradiance is approximately proportional to sin2 S, where S is the mean autecorrelation also increased slightly with small and large zenith sun

slope across the region. In addition, there is one particular solar zenith angle. This work led us to explore terrain variability in the more
angle at which variance is maximized, and this is the same for all general framework provided here.
landscapes. This angle is a function of optical depth ondy and In the solar spectrum, slopes are irradiated from three sources:
independent of any particular terrain considerations. (1) Fs, direct irradiance from the sun; (2) Fd, diffuse irradiance from the

sky, where a portion of the overlying hemisphere is obscured-by
INTRODUCTION terrain; and (3) Ft, direct and diffuse irradiance reflected-from nearby

terrain. The necessary calculations for obtaining these three quantities
Thisresarchexpore thetopgrahic istibuion f slar within the context of a two-stream atmospheric radiation model are

radiation over varying landscapes. Topographically induced radiation witn ty oner of a dreat ospe ms

variation affects many physical processes - examples are biomass given by Dozier (1988). The direct flux on a slope is

di',iribution, evapotranspiration, snow accumulation and runoff- yet Fs = S0e - c /cs0 °0 cos(i) (I)
its spatial variability through time at regional levels is poorly
understood. Solar radiation is also a key parameter in regional and where So is the exoatmospheric irradiance and ro is the optical depth.

global climate models, which increasingly use satellite based The cosine of the illumination angle is given by:

observations of radiation as inputs. Characterization of local spatio- cos(i)=cosOocosS+sin~o sinScos(¢o-A-
temporal variation in radiation is fundamental to understanding these
remotely sensed data, because variation exists at scales above and where o and 0o are the solar azimuth and zenith angles, and S and A

below sensor scales, are the slope and azimuth of the slope.

Our first objective is to model daily and seasonal variation in Most of the variability in incoming clear-sky radiation -is within the
il ~ ta o u S in c o m in g s ar . . .. r u , . . ., ,,,,,, ... .. ' " ... 0 . . , d ire c t flu x te rm an d se v e ral u se fu l re su lts c a n b e d e riv e d f r m it. T h e

2.8 pn, using digital elevation data for each terrain. We then mean direct flux over the landscape is given by integrating over all

characterize the spatio-temporal variability of this radiation through slopes using independent probability density functions for slope and

geostatistical analysis. Finally, since radiation modeling is an aspect, O(S) and O(A), of the particular terrain:

expensive process, we compare the radiation regimes of different n Q2

terrains by relating radiation variability, specifically the mean, variance F = Soe-' $- ° f D(A) J O(S)cos(i)dS dA (2)
and spatial auto-correlation, to topographic variability within each -n 0

terrain. By doing so, we hope to find a w..aod of estimating radiation If the distribution of aspects is uniform, then 4>(A)-- 112w and the mean
variability solely through terrain considerations. flux is
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F = Soe
"Wco

s cosOo f (D(S)cosS dS (3) The mean slope and relative relief of each DEM are listed in Table 1.
Slope histograms are shown in Figure 1.

In the discrete case of calculating the mean over a digital elevation TABLE 1. Digital elevation data.
grid, we sum over all slopes using the slope frequency distribution. DEM Type Relief (in) S()

We similarly form an equation for the direct flux variance as Swede Creek prairie 144 5.5
La Honda coast range 620 16.3

7 W2 Los Machos transverse range 600 17.2
the(A) j O(S)(F,-F)2dSdA (4) Mt. Tom alpine 1550 24.6

Let us reconsider the equations for mean and variance assuming a Both the M. Tom and Los Machos data are the standard DEM product

uniform distribution for aspect and a constant mean slope, S. The from the U.S.G.S. The Mt. Tom DEM suflers from systematic noise

direct mean flux is resulting from the digitization process. The La Honda and Swede
Creek models are dervied from direct digitization of contour lines from

F= Soe= /cm0 coso0ocosS (5) topographic maps. From each DEM we use a representative 10 km x

and the variance over a landscape with these properties is: 10 km region.

I We simulated clear.sky solar radiation (0.28-2.8pm) for
•- I (Fs- 2 dA = w! So2e- 2 cS°sin2Ssin20o (6) December 15, March 15 and June 15 over each terrain using a two-

n 2 stream atmospheric radiation model with an optical depth of 0.2, a

Using Equations 3 and 5 we can compare the effects of slope substrate reflectance of 0.3, a single-scattering albedo of 0.85, and a

distribution and average slope on radiation variability between scattering asymmetry parameter of 0.52. Model parameters were held

landscapes. Again, our assumption here is that for clear-sky constant for all landscapes at all times. On each date, 15 times,

conditions, even in areas of high-relief, most of the spatial and corresponding to the intervals for Kronrod quadrature between sunrise

temporal variability in total incoming radiation will be related to the and sunset, were picked and the radiation over each of the terrains

direct flux. Except for local horizcn effects and changes in optical calculated. lb characterize the spatio-temporal variability on each

depth due to elevation, the diffuse radiation between landscapes is day, we calculated time-dependent semi-variograms using 4,000,000

similar, because we use the same atmospheric parameters throughout randomly chosen pairs of points.

the modeling process.
RESULTS

Equation 6 shows that under our simplifying terrain assumptions,
radiation variance is proportional to the average slope. Under identical Table 2 gives a partial listing of irradiance means and variances

atmospheric conditioas, the relative variability between two before noon, sorted by solar zenith angle, for all three dates. Afternoon
landscapes is proportional to the ratio of their slopes, i.e.: values are symmetric and azimuthal eflects are small for these

particular landscapes, although this is not true for landscapes in

var(F1)= sin var(F2) (7) general.
sin2S 2  TABLE 2. Radiation statistics.

Swe LHo Los MachoL W, Tom
where Ft and F2 is the flux on each landscape with mean slopes of St  oo F VW v F F oW
and S2, respectively. (des) (Wre

2
) (V/orl (Wm

2
1 (War) (wfo

2
) (Win) (warmI (walp

87 23 I 21 6 21 6 22 119
83 81 356 75 1250 so 1599 92 020

We also note that the solar ant'e at which maximum variance so 139 1116 136 s132 128 5759 130 16164
occurs across a landscape is obtainct by taking the derivative of 78 189 1930 178 9114 18g 10518 198 31516

72 318 3047 313 20496 301 23406 272 50520Equation 6 with respect to solar zenith angle and setting the result 69 366 3462 353 21866 340 25426 323 61910
equal to 0. Tis leads to a unique maximum at a value of 00 such that 66 452 3585 448 26088 443 29430 387 64540

61 532 4431 504 28733 522 32250 527 84994
COS300 55 630 3928 613 24151 599 31072 559 82970

1S 739 431S 708 29207 725 29844 710 63103s O = 0 (8) 42 888 3463 858 26394 $71 23648 $35 66966
sin200 38 944 2629 918 24380 924 20781 870 56973

23 1082 1421 1037 16343 1052 10314 1030 29148
In summary, under an assumption of uniform aspect, the mean and 13 1155 683 1114 12980 1122 4396 1080 16398

variance depend on the slope probability distribution function of the Fig. 2 shows time-dependent semi-varograms for June 15. The
particular terrain. If we further generalize to a constant slope distance at which the semi-variance reaches its maximum or sill value
distribution, the magnitude of the variance depends on the average on these plots is the range to which the data are spatially
slope, but the sun a 'te at which the maximum variance occurs 1s autocorrelated. The data show clear peaks in variance at mid-morning
independent of slop.+ being completely determined by the optical at the same time of day (solar azimuth) on each terrain, with strong
depth. For any given optical depth there is a solar zenith angle at decreases during high and. low sun zenith angles. The range on all
which variance is maximized. terrains increases with sm~tll/large zenith sun angles. This is expected

METHODOLOGY since at high zenith angles the direc, comt onent is small compaed to

In order to test the validity of the relationships derived above on the diffuse and difilse radiation is isotropic in the two-stream model,
varying terrain, we obtained digital elevation models (DEM's) of four leading to uniform illumination conditions. At low zenith angles, the
different landscapes at 30 m resolution corresponding to U.S.G.S. differences in illumination due to topography also become less
1:24,000 quadrangles. These were: Swede Creek, Kansas, a low important leading to more uniform illumination and data which is

prairie landscape; La Honda, California, from the northern coast range correlated to longer distances. The average r nge for each terrain over

province; Los Machos, California, from the southern transverse range; all times is given in Table 3 along with semi-variograrn ranges for

and, ML Tom, California, a glacial landscape from the Sierra Nevada. slope and aspect. Ranges were calculated assuming an exponential
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o the irradiance on a flat surface at the same sun position and
atmospheric conditions, The relationships predicted using ihe--mean

SiwIdenda C terrain slope, S, the actual slope frequency distributions, and the
regression line slope of the actual data are summarized in Table 4.

o TABLE 4. Regression slopes for terrain irradiance vs. Irradiance on
flat surface.

slope Swede La Honda Los Machos ML Tom
data 0.99 0.96 0.97 0.91

_ cosS 0.99 0.96 0.96 0.90
-0(S)cos(S) 0.99 0.95 0.95 0.88

Note that for a region with high average slopes, such as Mt. Tom, there
0 20 40 60 80 0 20 40 60 80 is a 10% difference between the mean calculated over all slopes and

that measured on a fiat surface, say using a level pyranometer.
Slope (degrees) Slope (degrees)Variance

2 From Equation 8 we predict that the variance in irradiance should
Los Machos be maximized at a solar zenith angle of 580 for a optical- depth of

I !ro=0.2, and that this angle should be same for all terrains. Figure 4
shows that this is indeed true. The patterns of variance as a function of

§ zenith angle follow Equation 6, which uses only the mean slope,
closely, and all landscapes show maximums near 580.

R We also predicted that the variances should be proportional-to-the
& ratio of the mean slopes between landscapes. For example. the "

0 20 40 60 80 0 20 40 60 80

Slope (degrees) FIGURE 1 Slope (degrees) S-,. Cr.l.

variogram model calculating a least.squares fit of the data to themodel.I
TABLE 3. Scmi.variogram ranges " I I IX1

F Slope AspectjDEM range (mn) range (mn) range (in) W.Swede Creek 231 ±28 275 233 I " ,

La Honda 425*±35 363 416
Los Machos 367±69 321 321

M. Tom 1202±200 904 1073 - , ...

DISCUSSION

Mean Radiation to t .o T..

We can use Equations 3 and 5 to examine how slope affects meanradiation over a region. Again assuming that the diffuse term-wiUl be i  Ilf ' I )

relatively constant, Equation 3 predicts that the relationship between iI ,topographically modulated direct flux and the direct flux on a flatII I ''f,4

surface will be

FSFs t S 0(S)cosSdS (9)

Therefore the slope of a regression line between the flat flux and the .

flux over the terrain should be the integral in Equation 9. If we assume " ,," - "
constant terrain slopes, the regression slope is simply cosS. Fig 3 FIGURE 2
shows plots of the difference between the mean irradiance over aG
terrain (as calculated using the two-stream model and DEM data) and
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Swede Creek La Honda CONCLUSION
We have modeled the topographic distribution of clear-sky

* * -, incoming solar radiation using a two-steam atmospheric radiation
i *'model and digital elevation data for four different regions.: F.: Geostatistical analysis was used to characterize-the spatio-temporal

Sovariability in modeled radiation over each terrain grid and revealed

* j •.similar patterns in variance across each. For given sun angles and
" " atmospheric conditions, the radiation means and variances were shown

to be related to the probability density functions of terrain slope, and
- could be approximated by the mean terrain slopes. The relative means

o 200 600 1000 0 200 600 10 and variances among terrains could then be compared by considering
linear functions of mean slopes. Finally, the spatial autocorrelation in

Fat Irrad-anceWm 2) Flat Irraance (Win 2) radiation data is closely connected with the autocorrelution in slope
Los Machos Mi. Tom and aspect.

E : C.

a -.
g SwedeCrel LaHonda

0 200 600 1000 0 200 600 1000

Flat Iuadance tWin 2) Flat Itrad-ance (Win 2) 00 04 08 00 04 0a

FIGURE 3 coSZ Cos z

Creek radiation variance should be 0.053 of the Mr. Tom variance
from:

sin2gswdde °-n2 L5.50) -0.053

sin2om - sin 2(24.6) -.

Table 5 gives predicted and actual variance factors for all terrain Los Machos MI Ton
comparisons. The actual factors were obtained by regressing the
radiation data between any two terrains. These relationships were ,
always linear with an r2 of over 0.97 significant at the 0.01 level. 00 04 08 00 04 08

TABLE 5. Predicted and actual variance factors. Cos Z FIGURE 4 Cos Z
Mt. Tom Los Machos La Honda

DEM b b b b b b
Swede 0.05 0.05 0.11 0.13 0.12 0.13 REFERENCES

La Honda 0.46 0.37 0.90 0.91 Davis, F., J. Dozier, and R. Dubayah, The topographic variation in
Los Machos 0.51 0.40 solar radiation over the Konza Prairie, Eos, Trans. Amer. Geophys

It appears we can approximately compare radiation variance among Union, 68,1988.

terrains by comparing their average slopes, terrains. We qualify this Dozier, J., A clear-sky spectral solar radiation model for snow-covered
result, however, since for many terrains, the concept of a mean slope is mountainous terrain, Water Resour. Res., 16,709-718,1980.
vague, if not meaningless. For example, if the terrain covers many
geomorphic types, if the model scale is quite small, or if the slope Dozier, L., Eos, Trans. Amer. Geophys Union, 69, 1988.
distribution is highly skewed, then the physical significance of an Dozier, J. and S. I. Outcalt, An approach toward energy balance
average slope is unclear. Also, if slopes are preferentially oriented, simulation over rugged terrain, Geogr. Anal., 11, 65-85, 1979.
then the aspect distribution will significantly effect the mean and
variance values, and convolve the relationship with mean slope. Dubayah. R., 3. Dozier, and F. Davis, Topographic distribution of
Nonetheless, within the limitations of the specific terrains and clear-sky radiation over the Konza Prairie, Kansas, USA, Submitted
modeling scales chosen here, (i.e. 30 m to 10 kin), radiation variability to Water Resources Research, 1989.
is clearly related to the average slope of these landscapes. Gates, D.M.,Blophysical Ecology, Springer-Verlag, New York, 1980.

If the average slope controls the magnitude of the variation, what Holland, P.C. and D.G. Steyn, Vegetational responses to latitudinal.. ,wce,,, ':zsailatc . ...on Th.o ,,,.i=, be dctemined by thie
con.-l t pta uocrcain hsmstb eenndb variations in slope angle and aspect, J. Blogeogr., 2, 179-183, 1975.
autocorrelation function of te cosine of the illumination angle, cos(i),
which in turn is a function of sun angle and the autocorrelation Kirkpatrick, I.B. and M. Nunez, Vegetation-radiation relationships in
functions of slope and aspect. Table 5 suggests that either the slope or mountainous terrain: eucalypt-dominated vegetation in the Ridson
aspect range is a good indication of the approximate autocorrelation to Hills, Tasmania.,J. Blogeogr., 7,197-208,1980.
be expected in the radiation data. The overall exponential increase in Williams, L.D., R.C. Barry, and J.T. Andrews, Application of
radiation variance follows closely that of aspect, and to a lesser degree, computed global radiation for areas of high relief, J. Appl. Meteorol.,
slope. 11,526-533, 1972.
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EVALUATION OF ATMOSPHERIC EFFECT ON REMOTELY SENSED DATA BASED ON MEASUREMENT OF SPECTRAL RADIANCE

Y Yasuoka, T Mlyazaki and Y likura

National Institute for Environmental Studies

16-2 Onogawa, Tsukuba, Ibarikl 305, Japan

Tel.: 0298-51-6111, Fax: 0298-51-4732

ABSTRACT radiative transfer equation shows that the slope and
Atmospheric parameters were evaluated from the the y-intersect of the regression line give the

measurement of the upward surface radiance and the estimates for the transmittance and the path
downward solar radiance above the surface in water radiance.
area. The atmospheric transmittance and the Path In the second method, first, the transmittance is
radiance were estimated by regression analysis estimated from the direct solar beam radiance
between a set of radiance data which are the radiance measured at the surface by assuming the total solar
detected by a remote sensor and the upward radiance out of the atmosphere. Next the path
radiance simultaneously measured at the surface, radiance is estimated from the remotely sensed
Also the transmittance was estimated from the direct radiance and the upward surface radiance at the
solar beam radiance measured at the surface by corresponding point using the estimated
asuming the extraterrestrial solar radiance, transmittance.

Spectral radiance measurements were carried out
Key words: atmospheric effect, transmittance, at Lake Kasumigaura and at Lake Biwa In Japan by

path radiance, spectral measurement utilizing a portable spectrometer during the

overflight of LANDSAT and MOS-1. Both of the
1. INTRODUCTION developed methods were applied to the LANDSAT MSS,

The atmospheric scattering and absorption affect TM data and the MOS-1 MESSR data to evaluated the
the remotely sensed data and cause the serious atmospheric effect on them.
classification errors or the estimation errors in
analyzing data to get the various kinds of thematic 2. ATMOSPHERIC MODEL
maps. For example, in water area, the radiance from Let L x) and Q x) be the upward radiance and
water surface holds only 10 to 30 % of the total the downward solar beam radiance at the altitude X
radiance detected by the sensor on the satellite (Fig.1). The radiance detected by a remote sensor Is
because of the low spectral reflectance of water given by
bodies. Therefore the mapping of water quality
parameters requires Precise estimation of atmospheric L (H) = (o) + P (1)
effect and its removal. where 'r and P are the atmospheric transmittance

There have been several methods to evaluate the and the path ridiance between the earth surface and
atmospheric effect on the remotely sensed data the remote'sensor. The upward (nadir) radiance at
(Otterman, 1980; Kaufman, 1988). In this paper, two the surface L (0) is also given by
methods are developed to quantitatively evaluate the
atmospheric effect on the satellite data based on the L (o) = a o( i Q (0) + Q .1 "(2)

field measurement of the spectral radiance above the Q (0) = Q (H) T "*(3)
water surfabe. where a o is the earth surface reflectance, U Is

In the first method, the atmospheric transmittance cosine of the solar zenith angle and Q . is the sky
and the path radiance are estimated by a linear radiance at the surface. Also Q (H) is the
regression analysis for a set of the radiance data extraterrestrial solar radiance.
which are the upward surface radiances measured at
the stations and the remotely sensed radiances 3. ESTIMATION OF ATMOSPHERIC TRANSMITTANCE AND
calculated from the CCT counts at the corresponding PATH RADIANCE BY REGRESSION ANALYSIS
points in the multi-spectral images. The simple Let L L and L 1 be the remotely sensed radiance
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and the simultaneously measured surface radiance at
the i-th observation point. From the regression
analysis between ( L 1s and ( L 0;), we can get the
regression equation

L = Lo. **(4) 6
L(H) (H)

From the equation (1), it is easily shown that the
regression coefficient a' and'8 in equation (4) give
the estimates for 'r and P, respectively.

Figure 2 shows the examples of the regression line
between the LANDSAT radiance and the upward
radiance observed at Lake Kasumigaura on Nov. 24,
1981 and on March 3, 1982. Table 1 summarizes the L(
estimated atmospheric transmittance C ¢" ) and the L X W
path radiance ( P ) at Lake Biwa and at Lake H
Kasumi gaura. In Fig.3, the ratio (percentage) of the
path radiance ( P ) in the total remotely sensed
radiance ( L (H)) over the water surface is
illustrated for each band.

In the experiments at Lake Biwa and Lake

Kasumigaura, the surface radiances were measured by
a portable spectrometer whose spectral resolution L(O [
was 2nm between 400 nm and 800 nm (Miyazaki, 1987).
The original radiance was integrated over the
spectral range of the LANDSAT MSS.

Fig.l Optical process in the atmosphere.
4. ESTIMATION OF ATMOSPHERIC TRANSMITTANCE AND

PATH RADIANCE FROM THE MEASUREMENT OF SOLAR

BEAM RADIANCE
From the equation (3), the atmospheric

transmittance 'r is given by

"= ( Q (0)/ Q (H))A. " 0.16

The equation (5) indicates that we can estimate the
transmittance bvt measuring the direct solar beam ,
radiance Q (0) at the surface and also by assuming o.14

the extraterrestrial solar radiance Q (H). * , *
In this experiment,, the solar beam radiance Q (0)

was indirectly estimated from the radiance of the o.12 -
white reflecting board ( W ) and from the radiance / X
of the shadow on it ( S ) where the direct solar beam
was cut off. The white reflecting board was made of 0X 0.10

Eastman Kodak white coating whose reflectance was
almost 1.0 (Grum & Luckey, 1968). In the equation (2),
using a o 1.o, L(O)

= W and Q.=S, the
direct aolar beam radiance Q (0) is given by x x (0.7 - 0.8 im)

Q (0) = (W- S) /6). OM(6

0.06 ---.- 1981/11/24 (r-0.85)
The Path radiance P was estimated from the equation
(1) using the estimated transmittance T, the upward - x 1982/ 3/ 3 (r-0.96)

radiance measured above the water surface L (0) and
the corresponding remotely sensed radiance 0.04
L (H) as follows: 0.0 0.02 0.04 0.06

;.idlauce at Lite :surface %wi/cm
2.:;r)

P = L (H) - L (o). " (7)

Figure 4 shows the spectral characteristic of the
atmopheic tansittace stimted from the Fig.2 Regression analysis between the remotely

atmospheric transmittance estimated from the6) and bserved
observed radiance at Lake Kasumigaura on 7th surface radiance
November 1988 (8:15, 9:15, 10:15). Temporal change of (Lake Kasumigaura; 1981/11/24 and 1982/3/3).

the estimated transmittance is also illustrated ir,
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Table I Estimated atmospheric transmittance and path radiance
(Lake Biwa, 1985/10/3: Lbke Kasumlgaura, 1981/11/24, 1982/3/3).

site Lake Biwa Lake Kasumigaura
I

date 1985/10/3 1981/11/24 1 1982/3/3

band T P (mw/cm 2/sr) T P(mw/cm 2/sr)1  T P (mw/cm 2/sr)

4 (0.5- 0.79 0.22 0.77 0.26 0.86 0.26
0.6pm)

5 (0.6 - 0.72 0.13 0.72 0.16 0.78 0.11
0.7pm)

6 (0.7- 0.94 0.09 1.17 0.10 1.01 0.06
0.8pm)

LANDSAT 4 2 I 3

0.35 mrw/h a2 sr

75%
0.32ow/ciO.sr 0.31sw/cu*.sr

69X 84X

0.19
0.18

84,
74XI 0.15

0.13 74%'

0.11 80X

84,' 0.07

4 5 8 4 5 6 4 5 6

Lake Biwa Lake Xasumigaura Lake Kasumigaura

85/10/13 81/11/24 82/3/3

Fig.3 Ratio (M) of the estimated Path radiance in the total remotely sensed radiance over the lake water.

Fig.5. Spectral radiance was measured by a portable was shown that the Path radiance over the lakes held

spectrometer with 17 channels between 400 and 1050nm. 70 - 90 % in the total radiance detected by the

remote sensor.
The atmospheric transmittance estimated at Lake

S. CONCLUSIONS Kasumigaura was compared with the transmittance
5.COCLSINSestimated from the simultaneous measurement of

In order to evaluate the atmospheric effect on the esoa fr the sitao measureTe oe

remotely sensed data, the atmospheric transmittance froot meto sw te good creonde

and the path radiance were estimated by two different The rst inds hat te atmosp e pondete

methods based on the field measurement of spectral

radiance. The methods were applied to Lake Biwa and can be estimated in quite good accuracy by these

Lake Kasumigaura to evaluate the atmospheric effect simple field measurements of the spectral radiances.

on remotely sensed data over the water surface. It
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Fi9.4 Spectral characteristics of the atmospheric transmittance (Lake Kasumigaura,1981/)
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Fig.5 Temporal change of the atmospheric transmittance (Lake Kasumigaura, 1988/11/7).
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ABSTRACT the Increased use of multitemporal and multisensor datasets in ap.
plications such as thematic classification, change detection, and au-
tomated DEM extraction, It has become increasingly important to

Over the recent years, there has been an increasing trend towards the quan-
titative analysis of remotely sensed data. To meet this demand, an auto-
mated atmospheric correction system has been developed capable of reliably surface Identification capabilities together with Integrated spectral
retrieving surface reflectance spectra from multispectral satellite data. An reflectance databases for different surface covers necessitates the ab.
important phase of this program has been assessing the potential impact of solute calibration of the raw satellite data to allow the extraction of
the correction procedures on user applications by measuring the absolute quantitative, physically meaningful measurements.
and relative accuracies of the system. The results of this study-preented
here-indicate that under reasonable conditions, surface reflectance spectra Towards this goal, a prototype atmospheric correction package has
can be routinely retrieved to within 0.01 reflectance units in a production been developed capable of rellably extracting surface reflectance spec-
atmospheric correction system. tra from the satellite observed DSLs. A study of the accuracy of the
Keywords: Atmospheric Effects, Topographic Effects, Radiometric Cotrec- system, the results of which are reported here, assessed both the ab-
tion. solute accuracy by comparing reflectance derived from the imagery

with coincident surface measurements, and the relative accuracy by
assessing the ability of the system to extend spectral signatures of

1 INTRODUCTION various surface coversbetween multitemporal datasets.

Quantitative analysis of multispectral satellite imagery such as that 2 RADIOMETRIC ERRORS
acquired by the Landsat TM and Spot HRV sensors depends on the
ability to reliably extract surface reflectance properties from the satel-
lite observed digital signal levels (DSL). This capability is hampered For most remote sensing applications, the information of interest is
by the sensor-specific conversion of observed radiance to DSLs, and the reflectance characteristics of the surface in the different regions
more importantly by the environmental perturbations introduced by of the electomagnetic-spectrum. This information is perturbed by
the conditions under which the imagery was acquired. Sensor-specific radiomeiric errors Introduced Into the data acquisition process both
characteristics are well understood and production systems are rou- by sensor-specific characteristics and by the environment.
tinely retrieving the radiance to within 10% [Ahern 87). Environmen- Remote sensing satellites measure the total radiance reflected from
tal perturbations, on the other hand, are significantly more difficult a particular area of the earth and convert this value to a DSL. The
to characterize as they depend on temporally and spatially varying conversion from radiance to DSLs is a time-varying function of the
factors such as the illumination and observation geometries, and the physics of the sensor, thus retrieving radiance is a non-trivial process.
atmospheric and topographic conditions under which the imagery was Typically, inflight calibration data are used together with preflight
acquired Teillet 86). It is only recently that these radiometric errors measurements to calibrate the sensor. Recent work at the White
have been corrected in production systems. Sands test site by Slater et at (Slater 87) has -shown that, for the
In areas of low relief, perturbations Induced by solar and atmospheric Landsat TM sensor, absolute calibration uncertainties as low as 3%
conditions are the main source of radiometric errors often compris can be achieved,
ing over 80% of the total observed radiance over low reflectance tar- Having absolutely calibrated the raw satellite data, one may calculate
gets in the shorter wavelengths. Over rugged terrain, radiometric the apparent reflectance of the surface as a simple ratio of observed
errors caused by variations in the orientation of the surface with re- radiance nd the incident solar irradiance. Unfortunately, there is nio
spect to the sun and the sensor typically dominate the signal. With simple equation relating the apparent reflectance to actual surface re-
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fiectance because of spatial and temporal variations in environmental
conditions which introduce perturbations in both the radiation inci- TM * .

U-".dent on and reflected from the earth's surface. 0.50. pl.',,.

Environmentally induced errors take a number of forms. Radiation
transmitted through the atmosphere is attenuated through the pro- 0.-
cesses of molecular and aerosol scattering and absorption leading to ,
a reduction in both the direct solar irradiance reaching the surface, 0.00-

and the surface reflected radiance reaching the sensor. The signal is
T 0.20-further perturbed by additive noise introduced by radiation backscat. a

tered by the atmosphere (path radiance) as well as radiation scattered 0.1 •
into the field of view of the sensor from surrounding surfaces (the so.
called adjacency effect) JTanri 81). The net result of these effects is ocIT Z
that dark targets appear brighter (due mainly to the additive noise) 0.00 0.10 0.20 60 0.40 060 0o
while bright targets appear darker (because of signal attenuation). Measursd Reflectmeo

In areas of rugged terrain, the situation is further complicated by
errors induced by the topography. Here, both the first order ef- Figure 1: Satellite derived versus measured reflectance for uncor-
fects of local solar incidence angle and cast shadows, and the sec- rected and atmospherically corrected Landsat TM data at the Marl-
ond order effects of variations in sky irradiance due to occlusion copa Agricultural Center test sites.
of the sky and radiation reflected off adjacent terrain are impor-
tant [Woodham 87,Proy 86]. The situation is further complicated
by the non-Lambertian reflectance of many surface covers which in-
thnately couple the apparent reflectance to the environmental condi- spheric model. This allows for a more robust and accurate correction
tions under which the surface was observed, over full scenes. If a digital terrain model Is available, It may be

used to supplement the correction allowing for the compensation for
As the atmospheric, solar and viewing conditions change both tempo- effects introduced by local variations in the direct and diffuse solar
rally and spatially, the magnitude of these radiometric effects changes irradiance of the surface.
dramatically. Therefore, in order to make any meaningful quantita-
tive comparisons between data acquired at different times, at different
places, or with different sensors, it is imperative that some form of 4 ABSOLUTE ACCURACY
radiometric normalization be performed. ASSESSMENT

3 RADIOMETRIC CORRECTION An important phase in the current work has been assessing the accu-
racy of the system under a variety of conditions to gain a quantitative

Radiometric normalization must be performed to allow the meaning feel for how well the correction is working. The results presented here
ful comparison ofmultitemporal, multispatialor multisensor datasets. include both absolute accuracy assessment, and relative accuracy as-
This normalization may be performed to some extent by statistical sessments.
means; however such methods give no quantitative measure of the Perhaps the most Important accuracy measurement of an atmospheric
actual surface properties. Further, for applications such as change correction system is the absolute accuracy of the system-le. the
detection, it seems to defeat the purpose to statistically normalize ability of the system to retrieve surface reflectance In an operational
two images so that one can tell what has changed. environment. Unfortunately, this is also the most difficult measure to

Radiometric correction to surface reflectance on the other hand has obtain as it requires having accurate surface observations at one or
the advantage of allowing quantitative comparison of the corrected more test sites made close to the time of the satellite pass. With the
data. Not only can one can make relative statements about what has help of Dr. P. N. Slater of the University of Arizona such a dataset
changed between two images, one can also state in absolute terms was put together and used to estimate the end-to-end accuracy of the
how much the reflectance has changed. Further, classification based system.
on ground reflectance can be much more intelligent than a purely sta- The dataset itself consists of a radiometrically calibrated Landsat TM
tistical classifier since the the reflectance characteristics of the surface Image of the Maricopa Agriculture Center in Arizona acquired- July
can be cross-referenced with a spectral database allowing not only 23, 1985. A detailed set of simultaneous atmospheric measurements
surface classification, but surface identification, and ground reflectance measurements for two homogeneous fields (a

To meet these needs, a prototype atmospheric correction system has cotton field and a bare soil field) was provided by Slater. The uncer-
been developed. The system takes as input radlometrically calibrated tainty in the reflectance measurements was well below one Landsat
data and produces a reflectance map of the surface. The system TM quantization unit.
Is based on an analytic model of the atmosphere which is used to The two test sites were first identified in the imagery using maps of
estimate the magnitude of the radiometric perturbations induced by the area, and the mean apparent reflectance at each site calculated
environmental conditions. Having determined their magnitudes, the in bands TM1 through TM4. Unfortunately surface measurements
atmospheric model is inverted converting radiance at the satellite to were not available for bands TM5 and TM7. Next, atmospheric ef-
reflectance of the surface. fect! were corrected for using the fully automated mode of opration,

The system is capable of operating in a automated environment. In thus simulating conditions in a production environment. The uncor-
this mode, all inputs are obtained using ancillary data together with rected and corrected reflectance values were then plotted against the

the imagery itself. Alternatively. the user may interact with the cor- surface measurements made at each site and the results analyzed.

rection process by providing additional environmental information. The resulting plot is shown in Figure 1.

Variations in the atmospheric conditions over larger images are han- Analysis of this plot illustrates a nunber of interesting trends. As
dled by introducing a spatially varying component into the atmo- expected, the apparent reflectance of darker targets is higher than
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ON1U41W Band Correlation Uncorrected Corrected

a a , A, . Coefficient Slope Intercept Slope Intercept

TM1 0.975 0.73 0.048 0.99 -0.004

TM2 0988 0.81 0.026 1.06 -0.0040,1., TM3 0.987 0.81 0.018 1.01 -0.004

00,. Table 1: Regression coefficients for a line fit to the reflectance of 12
unchanged test sites located in August 3 and September 20 images

004 of Hamilton, Ontario. Lines fit through the corrected data are much
002. closer to the ideal line having a slope of one and a zero intercept.

000 2 004 004 008 0l 0~ 014 , here will vastly improve the analysis of multitemporal multisensordatasets.
Aug 3 Refiecioncs

Figure 3: The reflectance of 12 test sites derived from an August
3 Landsat TM band 1 image of Hamilton is graphed against the 6 CONCLUSIONS
reflectance of the same sites derived from a September 20 TM band 1
image. A linear regression through both the uncorrected values and
the corrected values is shown along with a line representing the ideal Non.systematic radiometric errors introduced by the environment
relationship. must be compensated for before multitemporal or multisensor datasets

can be compared. A prototype system has been developed capable
of removing atmospherically induced perturbations from multispec-

The images were independently corrected using the fully automated tral data by modelling the atmosphere and transforning radiance
mode of operation. A black and white rendition of the uncorrected observed by the satellite into ground reflectance. Absolute accuracy
and corrected images is shown Figure 2. On the left side of this figure assessment against ground reference data has shown the system is ca-
are the two uncorrected images. Notice the large difference between pable of retrieving surface reflectance to within 0.01 reflectance units
the two images, and in particular the poor contrast of the lower-left (RMS). Relative assessment on multitemporal datasets has demon-
scene typical of images taken under the hazy conditions. The two strated a dramatic improvement in radlometric registration between
corrected images rhown on the right have much better contrast and images. The results of this analysis suggest that the system pro.
similar dynanic ranges. The close radiometric matching between a viable method for radiometrically correcting multitemporal,
these two images allows for easier analysis and comparison of the multispatial, and multisensor datasets allowing the quantitative ex-
similaritics and changes in surface characteristics between the two ploitation of remotely sensed data.
dates. References
To provide a more quantitative assessment of the improvement in

radiometric registration, a total of 12 sites of unchanged reflectance [Ahern 871 F. J. Ahern, R. J. Brown, J. Cihlar, R. Gauthier, J.
were identified by viewing the images simultaneously on a video dis- Murphy, R. A. Neville, and P. M. Telllet. Radiomet.
play. Care was take to avoid areas such as agricultural fields which ic correction of visible and infrared remote sensing
might have changed significantly over the 48-day period. Once iden- data at the Canada Centre for Remote Sensing. Int.
tified, the apparent and corrected reflectance values were calculated J. Remote Sensing, 8(9):1349-1376, 1987.
for each test site. If the test sites truly were unchanged, a plot of the
actual reflectance of the sites in August against their reflectance in [Kauffman 89] D. Kauffman and B. Robertson. Extension of spec-
September should show a strong linear relationship, with a slope of tral signatures between multitemporal and multisen.
one and a zero intercept. sor datasets. In Proceedings of IGARRS'89, 1989.

Figure 3 illustrates a plot of the August 3rd reflectance versus the [Proy 86) C. Proy. Integration du relief au tratement d'images
September 20th reflectance for each of the 12 test sites in TM band 1. de tlddjtection. PhD thesis, L'Inftitut National
Examining this graph, it can be seen that the corrected reflectance Polytechnlque de Toulouse, January 1986.
closely approximates the conditions that would apply if the atmo.
spheric effects had been compensated for exactly. By comparison, [Slater 87] P. N. Slater, S. F. Biggar, R. G. Holm, R. D. Jackson,
the uncorrected reflectance results differ significantly from the "ideal" Y. Mao, M. S. Moran, J. M. Palmer, and B. Yaun.
relation illustrating the difference in atmospheric conditions between Reflectance and radiance-based methods for the in-
the two images. flight absolute calibration of multispectral sensors.

Remote Sensing of Environment, 22:11-37, 1987.
Statistically, a regression line fit to the reflectance derived from the

two dates should have a slope of one and intercept close zero if all at. (Tanr4 81] D. Tanri, M. Herman, and P. Y. Deschamps. In-
mospheric errors have been removed. Such regression was performed fluence of the background contribution upon space
for the bands most effected by the atmosphere (TM bands 1, 2, and 3) measurements of ground reflectance. Applied Optics,
the results of which aie given in Table 1. The regression lines through 20(20):3676-3684, October 1981.
the apparent reflectance data have a slope drastically different from [Teillet 86] P. M. Teillet. Image correction for radiometric effects
one in all three bands clearly illustrating the effects of haze in the in remote sensing. International Journal of Remote
Scptcmbcr image on the satellite observed signal. Rtgitzsiua iineb Sensing, 7(12):1637-1651, December 1986.
through the corrected data however show significant improvement,
having slopes and intercepts very close to the ideal values. Results [Woodham 871 R. J. Woodham and M. H. Gray. An analytical
reported in [Kauffman 89] show that similar improvements can be method for radiometric correction of satellite multi.
expected from multisensor datasets, thus allowing for the extension spectral scnner data. IEEE Transactions on Geo.
of spectral signatures between Landsat TM and SPOT HRV sensors, science and Remote Sensing, GE-25(3):258-271, May
This suggests that the atmospheric correction procedures described 1987.
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Atmospheric Correction of NIMBUS-7 CZCS Images Using Multiple Scattering Data Base

Sonoyo Mukai

Kanazawa Institute of Technology, Ishikawa 921, Japan

It is shown here that atmospheric A transfer problem is dealt with a

correction of the NIMBUS-7 CZCS data based superposition method in an atmosphere-rough

on the multiple scattering calculation in an surface model(Mukai, 1977). In the

atmosphere-rough surface model produces an atmosphere, Rayleigh scattering by molecules
and clear image of the current and Nie scattering by aerosols are taken

precis into account. The model of the Earth'ssituations of the ocean.

In order to reduce the processing time atmosphere is constructed on the basis of

of an image, the numerical results of the Lowtran 6 code which gives the aerosol and

multiple scattering calculation are stored molecular distribution with height(Kneizys

In the data base. et al. 1983). For a sea-surface model, the

For more realistic atmospheric sea wave pattern given by Cox and Munk(1954)

correction, the optical thickness of aerosol is adopted.

measured at National Indstitute for
Environment Studies ( in Tsukuba, Japan) is In order to reduce the processing time

applied to process an image of the ocean of an image,the numerical results of the

near Japan. multiple scattering calculation are stored
in the data base named MSDB, which is short

Key words: Atmospheric correction, Multiple for Multiple Scattering Data Base.
scattering, CZCS For more realistic atmospheric

I. Introduction correction, the optical thickness of aerosol
measured at National Institute for

In the marine remote sensing, the Environment Studies ( in Tsukuba,

intensity of radiation from the ocean is Japan)(Sasano, 1985) is applied to process

generally an order of magnitude less than an ocean image near Japan.

the total intensity observed at the sensor
equipped on the satellite. This is mainly
caused from the multiple scattering of the 2. Atmospheric Correction

solar radiation in the intervening
atmosphere between the sensor and the sea Fig.1 represents a flow chart of our

surface, what one calls atmospheric effect. atmospheric correction, where subscripts a

Removal of this atmospheric effect from the and g denote, respectively, aerosol and

original remote sensing images is termed molecular gases. The numerical values of

atmospheric correction(Gordon, 1978). This optical thickness t, and mixing ratio fgh

paper describes atmospheric correction of are derived from LOWTRAN 6 code. The

the Nimbus-7 CZCS data based on the multiple LOWTRAN 6 is a software program which

scattering calculations of the solar calculate the atmospheric transmittance and

radiation in the atmosphere-rough surface radiance of single scattered sun light.

system. Specifying the parameters of LOWTRAN 6 code,
required values of -C and f .are obtained.

The Coastal Zone Color Scanner (CZCS)
equipped on the satellite Nimbus-7 is a On the other hand the aerosol optical

scanning radiometer which has six thickness has been measured with a laser

coregistered wavelength bands. Namely Bands radar with wavelength.. what ane

1,2,3,4,5 and 6 correspond to the calls lidar, at National Institute for

wavelengths of 0.44, 0.52, 0.55, 0.67, 0.75 Environment Studies in Tsukuba,

and 11.5pm, resDectively(Zion, 1983). The Japan(Sasano, 1985). We found that the

CZCS is aimed to estimate the phytoplankton average value of optical thickness of

pigment concentration near the sea surface atmospheric aerosol above the Japanese

by measuring the reflected radiation from Island is less than that of standard middle

the ocean. latitude atmosphere derived from LOWTRAN 6.
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Multiple Scattering Mul.Sca. Fig.2: Diagram of Multiple Scattering Data

Calclaton DataaseBase.

NIMBUS-7 CZCS Image B. Coastal Zone Color Scanner (CZCS) Images

Our results are applied to interpret
the remote sensing data given by the Coastal

Fig.l: Flow chart of atmospheric Zone Color Scanner (CZCS) equipped on the
correction, satellite Nimbus-7, which has six wavelength

bands of observation. An image in this
paper is derived from CZCS Band 2
(wavelength of 0.52ym) data observed on 14th
Aptil 1981 (orbit no.12477). Note -that
such bright areas as land and cloud are

A. Multiple Scattering Data Base (MSDB) subtracted from an original image of-Band 5
(0.75pm) and repainted in black, bacause we

Putting function C on the ratio of the are now interested in the oceanic area.
upward intensity Just above the sea surface
to that at the top of the atmosphere, which Here an atmosphere-sea surface model is
values are calculated from the equation of represented by four parameters, i-.e. (
radiative transfer by using the l.aerosol type, 2.optical thickness, 3.gas-
superposition method. The ration C aerosl mixing ration, 4.wind speed (m/sec)).
represents an effectiveness of radiation In terms of this notation, Fig.3 shows -an
from the sea surface with respect to the image processed by atmospheric correction
total radiation reached to the sensor, or in based on the model ( Water-Soluble, -CIO.4,
other words a value of (-C) denotes the f =0.36, w=2 ). The Water-Soluble aerosol
scattering efficiency of the atmosphere. mdel represents the absorbing particles
We shall call this C-value by the with complex refractive index of 1.53-
coefficient of atmospheric correction. 0.0061.
Bacause multiplying radiance of each pixel
of original remote sensing image by this Comparing with the proceesed Image and
coefficient C produces an atmospheric the original one, it is found that
corrected image. An algorithm of atmospheric correction provides us with more
atmospheric correction proposed here is precise information on the sea surface, e.g.
different from that defined by Gordon et intrinsic current situations. For the sake
al.(1987), however we can remove a certain of comprehension, the radiance distribution
kind of atmospheric effect, along the white solid line in the image of

Since the calculation of the multiple Fig.3 is shown in Fig.4. Referring to
scattering in an atmosphere-sea surface Fig.5, which represents the presumed stream
model takes a long computing time, the line between 1 Apri-l and 16 April(JODC,
numerical results of C are stored in the 1981). From these three figuresg 3,4 and
data base named MSDB ( see FIg.2 ). Using 5, our atmosphere-sea surface model can
this data base MSDB we can process a prompt well express the current flow, at least
atmospheric correction, concerned season and area.



899 

3. Results

From the processed image of the Pacific
Ocean near Japan, we obtain the following
results;
1) The value of aerosol optical thickness
measured in Japan produces a suitable image
to the Black Current.
2) The absorbing particle called Water-
Soluble is a good aerosol model above the
Pacific Ocean.

In respect of an algorithm of
atmospheric correction we draw the
conclusions as below:
1) Multiple light scattering provides us
with an accurate atmospheric correction.
2) Computational effort to process an image
is reduced by using a data base stored
calculated results. Fig.3: Image processed by atmospheric
3) In practice, reality of our alp :ithm correction with the model(Water-
depends on the model atmosphere-ucean. Soluble,-=0.4, f.:O.36, w=2)

3.00

2.75
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USING LOWNRAN 6 AND DEl TO DERIVE PATH RADIANCE
FOR SPOT IMAGERIES OVER MOUNTAINEOUS TERRAIN

J.-Y. Chen, A. J. Chen and H. T. Wang
Center for Space and Remote Sensing Research

National Central University
Chung-Li, Taiwan, R. 0. C.
Tel:886-3-4257232, Fax:886-3-4254908

A new approach is proposed to derive the altitude variation
of path radiance for SPOT imageries over mountaineous terrain.
This represents one of the major steps to obtain a terrain
reflectance distribution. As the water body has lowest
reflectance for IR band, the IR radiance over the water body is
commonly used for estimating the path radiance. However, in the
case of the small lake surrounded by vegetation, the high
reflectivity of" the vegetation ia near IR band causes the
radiance above the lake to be brighter in the near IR than in the
visible due to adjacency effect (Y. J. Xaufman, IEEE Trans. Geos.
and Remote Sensing, 26, 441-450, 1988). On the other hand, the
red band (l0, 61-0.6 ~Am) has very low reflectance for the
vegetation and the water body and therefore, is better than near
IR band for estimating path radiance.

The main feature of our approach is to get a better
estimated value of meteorological range in LOWTRAN 6 code. The
exterior orientation parameters of the SPOT satellite are,
firstly, determined by space resection. By incorporating the
determined orientation parameters with DEM and the satelli,e
imagery, the ortho-image is, then, generated by photogrammetric
techniques. The ortho-image is overlaid with DE24 to find out the
altitude profile of the minimum pixel values. Meanwhile, by
using LOWTRAN 6 and the rawinsonde data taken at the same time, a
set of altitude profiles of path radiance is obtained for
different values of meteorological range. The best value of the
meteorological range is determined when the associated path
radiance profile intersects only once with the altitude profile
of the minimum pixel values. Now that the path radiance is known
at different altitudes, the path radiance associeted with each
pixel in the image is, thus, determined through the corresponding
DEI. Two SPOT scenes taken on October 3 and 4, 1986 in northern
Taiwan are analyzed for case study. The study area c-vers the
size of 7.8 km x 10 km with the altitude range between 200 m and
770 m. The pixel values in small lake for IR band are either
somewhat greater or smaller than those for red band. On the other
hand, by using LOWTRAN 6, the path radiance of IR band is only
about 50% that of red band. In other words, IR band can not be
used for estimating path radiance. Our approach can resolve this
problem. The minimum values of red band are found to be
18.38 w/m2 -sr-em at 350 meters and 33.84 w/m2 -sr-,tm at 320
meters for the first and second scenes, respectively and the
corresponding meteorological ranges are 39 km and 12 km. The fact
that the minimum pixel values'are located at sim, 3r altitudes
suggests the consistency of car approach. The path-radiance
profile is also consistent dith the corresponding rawinsonde
data.
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OPTICAL ARCHIVING FOR SCIENTIFIC DATA

Barbara E. Lowrey

Science Information Systems Center
Space and Computing Division

Goddard Space FIight Center Code 616
Greenbelt, MD 20770

Abstrac't for which both WORM and CD..ROM will be convenlent,
compact, and long-lived media. Because these media

Wi ite-Ont.e-Read-Many (WORM) optical disk technology is provide random access, operations such as image
now practical for use as (I) a near on-line storage subsetting are facilitated.
media, (2) long--ter storage in a passive repository,
and (3) under some circumstances, transporting from The WORM and CD-ROM are complimentary technologies
and to dattr-generatuit. and data users at remote sites. which have established growing market niches.
Optical technology provides several significant Although the media consist of visually similar disks,
advantapes over magnetic tapes as a data storage media there are fundamental differences in the physical
because (I) it is more compact. (2) provides random creation of the disks of data and user actions taken
,wrCess. (3) his a longer lifetime, at least 30 years, to create the disks. Each technology has application
and (4) is less sensitive to environmental factors -dependent advantages and disadvantages.
such as temperature and humidity.

The Space and Computing Division now has 2 major Applications
archival projects using optical technology underway:
(1) the Coastal Zone Color Scanner Data, and (2) the The Goddard applications of optical technologies began
D~n;amlcs Explorer Det.i. Both projects have u-sed the with the consideration of archiving and distributing
Software fot Optical Archive and Retrieval (SOAR) to data from the Dynamics Explorer (DE) satellite DE is
transfer data in a volume format that can be read a 2-satellite system, launched in 1981, to make
transparently by VAX/VMS. The software has been correlative measurements of solar-terrestrial
t,,.ted on optical drives by several manufacturers. interactions with a variety of experiments. The data
The use of this software technique provides several bases associated with the diverse experiments are
advantages: (1) data generators and data users do not large, some of the size of lt& of Gigabytes. and have
have to rewrite extent software and (2) the VAX/VMS been prepared on DEC computers using VAX/VMS Files 11
Files-- volume format is in wide use so that it. structures. The University of Texas at Dallas
serves as an interim "standard" and will be accessible proposed the use of WORM disks to archive the data and
in the long-term. A second software system, the to facilitate correlative studies; UTD initiated
Virtual Optical Disk (VOD), is under development; this development of a technique that would integrate the
provides a read/copy capability of files written In WORM drive into the VAX/VMS operating system. This
diverse formats such as UNIX, VAX/VMS, and the Space resulted in the development of SOAR, Software for
Telescope format. Optical Archive and Retrieval, by the National Space

Science Data Center (NSSDC). At present, data bases

at diverse DE sites are being transferred to optical
Introduction disks for data interchange and archiving.

Four optical technologies have great potential for the SOAR is a software system that provides the capability
storage of and ready access to image data. These are to produce a WORM disk in a magnetic disk emulation
1) WORM (Write Once Reid Many) 2) CD-ROM (Compact Disk mode. This is enabled in several phases. The first
- Read Only Memory) 3) Erasable, or magneto-optic 4) phase is the SOAR initialization of the optical disk.
optical paper. Of these, the first 2 are feasible and This establishes a "pseudo-device" with the directory
,re coming into use for scientific data applications, to the files located on magnetic disk and reserves an
magneto optic is eminent but there is yet a lack of area on the optical disk for the eventual location of
field experience, and optical paper or tapl is the directory. The second phase is the write cycle of
curre:ntly !:: prot-tpe !(,v!ces. thi- nptlrsil d1uik AR filoq are copied to build the

optical disk, the directory is updated on magnetic
Experience has been gaincd during the last 4 years at disk to understand the new files; this updating
Goddard with the use of WORM optical technology for requires overwriting that can not be done on the
data storage, and the use of CD..ROM has now begun. write-once media. In this phase, SOAR is needed to
Both technologies are proving to increase the perform the write operations; however, many ordinary
availability and utility of large science data sets. DCL commands addressing the pseudo-device are used,
Remotely sensed images produce large data sets,' and including DCL Read, directory inquiries and DCL Copy
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from optical to magnetic disk. The final operation is directory information cannot be altered as files are
to "close" the optical dIsk; this transfer- the added; often, either tape emulation- or magnetic
directory on magnetic file to the space reserved on emulation is used. Tape emulation mode facilitates
the disk and disestablishes the pseudo-device. interchange betwet-n diverse host computers.
Thereafter the disk and drive are operated as any
other VAX/VMS Read-only peripheral; the full CD-ROM disks arc prepared in u saries of steps.
directory, subdirectory and file structure of Files 11 First, data to be put on CD-ROMs is prepared in A
is available to the user. standard volume format, ISO 9660, by (commerb.ial)

premastering software. This step may be done by an
The present version of SOAR contains some valuable external supplier who has received digital data tapes
enhancements. A SOAR label and a label checking from the science data generator. Then, tie
option is available for the optical disk to prevent a volume formatted data is shipped on mangnetlc talpes to
write operations going onl to the wrong disk. The a mastering facillty. Thp facility generates a
next version of SOAR will include the ability to stole master and produces many CD-ROMs from the master.
directories "temporarily" on the optical disk in order
to serve as a backup in the event of corruption of the Worm Technology
magnetic disk and to facilitate interchange of
unclosed disks between sites. The sizes of WORM drives were standardized to the

footprint of a floppy disk and drives.The major
The Coastal Zonal Color Scinner (CZCS) was launched on manufacturers have bet-n active mainly with 3- /4" and
Nimbus-7 in order to determine the feasibility of 12" drives and media, with some interest In 14".
measuring biological characteristics or coastal and
ocean basin waters. This data proved useful for a As of this writing, there has been no further progress
variety of scientific questions and advances in data toward formal standards for 12" drives. Thet lack of
processing technology provided capability, so NASA standards means that even blank disks must be ordered
decided to process and archive all useful data taken spoc first ly for a drive (etil Ike floppy disks),
during the eight years of instrument operation. About although market pressures are act Ing to reduce
700 gigabytes of CZCS data on 28,000 tapes have been divergence somewhat. Additional standards appear hi
transferred to 220 opticl disks for improved be eminent for 5 1/4" drives.
accessibility and to preserve the data. From these
data it was then feasible to assemble a composite The amount of data that can be put on a di'sk It,
image showing tiv globl biological activity in the directly proportional to the siae of the disk. because
oceans at a resolution of 20 km. compiled from the the ability to alter a surface depends on the power of
original 1 km pixels. (Feldman et al, EOS. In press), the laser diode that writes to the disk. The current
This was accomplished by means of an optical jukebox, generation of optical disks permit 200 Megabytes oil a
uisilig SOAR to provide the interface to the host VAX 5 1,'4" disk. and I Gigabyte on a 12" disk, although a
and some additional 'oftware to operate the Jukebox. Sony can hold 1.6 Gigabytes when operated in the CLV
Creation of this image wold not have been possible miode (Constant. Lineal' Veloclt, ). Tile 1-i" disk holds
when Nimbus 7 was launched in 1978. 3.4 Megabytes/side.

In the CD-ROM area, Jet Propulsion Laboratory (Jih) CD-ROM
has already distributed widely its first CD-ROV of
planetary image d.ttd. Tle XSSIIC has acquired a Ci) ROM The Compact Disk - Read Only Memory derives from tile
premastering system and has produced its first CD-ROM, success of the CD- Audio market for the distribution
all astronomical data base that had hitlairto been of recorded mts it Tle development of n tandard by
stored on a mainframe. A test disk of Comet Halley major vendors was and is influential in the
data is being preptred. Ci ROM is planned as the dvelopment of the media as a publishing media. A
distribution mode to the international Halley second major driver fo' the development of the
'xpr imenters. standards has been the software Indtstry. Thus, the

CD-ROM now has both physical and logical standards
1. Operational Scenarios for CD-ROM and WORM thalt are unprecedentel in a new technology. A CD--RONi

is a 5 1/4" disk containing 660 Megabytes and is renad
Although the me.dia (disks) look very similar for both by t CD-ROM player. The volume format is specified
CD-ROM and WORM, the processes to generate in ISO 9660: 1988 (E), "information processing --
data conluli:ng disks are fandamentally different. A Volume and file structure of CD-ROM for Information
good analogy !r that WORM compares with CD-ROM as interchange"
typinlg a manuscript compares with printing a book.
The WORM is operated by a science user writing via a To date. almost all of the applications and interfaces
,lost ismpater il much the sdmeuI mIlllner as a science to read data file-. have been wrltten oil IBM PC class
user writes t.o a tape drive or a magnetic disk computers. With the announced support of both DEC
generating one WORM disk at a time. For CD--RO.4, data and Apple Computer for ISO 9660, this may change soon.
Is prepared at the host computer site. and shipped oil
magnetic tapes to eln external facility. The external ('i-ROM disks are read by CD-ROM players. These art!
facility replicates CD--ROMs in quantity, Read-Only devices and' are very similar to CO Audio

play.rl:r eR.d to play recorded music I. fact . the
Data is written on a WORM disk by a WORM drive mechanical components and error correction codes of
attache'd to the science data user's host computer. these two types of players are common. Currently,
The laser head of the WORM drive is narrowly focused CD-ROM players cost from $600 to $1000; the "bottom"
to heat a small spot on the media and alter that spot price of $249/drive is projectid soon. If a-SCSI port
permanently. The equipment is operated much the same is not available on the host computer, all personal
as any other computer peripheral. The salient computer class SCSI controller costs an additional
difference between WORM and magnetic drives is that $600 and a VAX class about $2000.
some type of additional software integration into the
host operating system is necessary because of the Mastering and replication are available from several
Write--Once nature of the media, specifically, because facillities: mastering a CD-ROM currently costs about
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$1400 each disks replicated costs about S2 (for a
turnaround time of 5 days). These costs have dropped
considerably in the last year due to the benefits
resulting from a larger market. The overall cost per
disk decreases with increased quantity, thus CD-ROM is
a publishing media, with the overhead costs of
mastering (and user data preparation) offset by
quantity production of disks.

Future

The next gi-neration of WORM drives dud disks is
eminent, These will have "double-density,
double-speed" capacities. The performance and cost
parameters for 12" such as, write data rate, read data
rate, seek access tim|., and capaulties, will vary
according to manufacturer, so that selection may be
application dependent. Probably the 12" size will
continue to be the most significant size for science
applications.

The production of CD-ROMs Is expected to continue
tripling each year. This will provde an extremely
convenient and inexpensive means to mass dJstrbat'e
scientific data, including to university and general
public libraries. Each Megabyte so distributed costs
less than a cent!

Magoetu.-optic technology will soon he widely avuilablv
and il) fill a market niche, particularly in the 5
1/4". The erasable ability of this media will ease
system integration problems.

"Multifunction" 5 1/4" drives are under development.
These will have the capability of reading CD-ROM,
magneto-optic, and WORM media, and writing
magneto-optic and WORM media.

The "optical paper" drive may be significant for the
capture of data from the new generation of satellites,
as the plans are to produce drives that hold one tape
containing I Terabyte of data, with an average access
time of 22 sees and a sustained transfer rate of 24
Megab!ts/sec.

The powerful capabilities of these optical
technologies can expedite image storage and retrieval
remarkably

g
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OPTICAL STORAGE SYSTEMS AS THE MEDIA OF

REMOTELY SENSED DATA EXCHANGE

Joji lisaka

Canada Centre for Remote Sensing
Energy, Mines and Resources Canada
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ABSTRACT 2. SMALL OPTICAL DISK STORAGE SYSTEM AT LDIAS

Computer compatible tapes are widely used as the At present, there is a wide variety of optical
media to exchange remotely sensed data. Due to th3 disk storage technology available: CD-ROM, 12" WORM,
spatial and spectral resolution enhancement of remote 8" WORM, and 5*" WORM are examples of available media
sensors, the amount of data volume per scene has very today. Some type of optical disks are already being
much increased. As well, microcomputer-based image used for image data bases, because of their huge
analysis systems have become very popular during the storage capacity.
last several years, but the CCT is not a convenient
media for these users of remote sensing. For the pucpose of remotely sensed data and

information exchange, compatibility of media and
This paper describes some experience in the use drives, as well as cost of data replication and

of an optical disk storage system such as CD-RON and the distribution, are key factors to the users of remote
51" WORM (Write-Once-Read-Many) to exchange remotely sensitig independent of whether they are using -
sensed data at CCRS. mainframe computers or microcomputer-based systems.

From these points, we have investigated small optical
1. INTRODUCTION disk technology and partly implemented it on LDIAS

(LANDSAT Digital Image Analysis System) at CCRS
Computer compatible tapes are commonly used by (Goodenough-et al, 1988).

central institutions which receive the satellite data
as the media to distribute remotely sensed data to 2.1 CD-ROM Experience
users. The CCT is stJil the only media which can store
large amounts of data ayd which has an industry standard CD-RON drives were marketed first as small optical
compatibility between various tape drives. Due to the disk systems which at least had physical standardiza-
enhancement of spatial and spectral resolution, the tiop to some extent. Therefore, we conducted an
total data of a scene has exceeded the current capacity experiment to use a CD-ROM as a medium for remotely
of magnetic tapes, and several reels of magnetic tapes sensed data exchange (Iisaka, 1987).
are now required to cover a typical scene with, for
instance, LANDSAT TM (Table 1). The advantages of CD-RON were: (1) Large file

capacity. Typically, a CD-RON can store 550MB and this
Remote sensing data on CTs is used mostly at the was large enough to store a full TI scene. (2) Low

operational institutes of remote sensing which would drive cost. The price range was affordable to the
have relatively larger computer facilities with many users of microcomputer-based image analysis. (3)
magnetic tape drives. Recently, many microcomputer- Standardization of CD-RON technology. When we started
based image analysis systems have become popular, but experiments on CD-ROM, there was only physical
CCTs are not a convenient media to these users. standards, but logie3l standards, i.e. standardization

of volume and file format was later established as ISO#
Recent technology advancement in optical disk 9660.3),(ISO Manual, 1988). Some popular operating

storage systems such as CD-ROM and the 5*" WORM, which systems for microcomputers provided file management
have large storage capacities such as 300-800MB, could functions to read CD-ROM (Microsoft, 1986). (4)
resolve these media problems for remote sensing. Drive Reliability of media. Conventional CCTs were sensitive
costs are also affordable to both microcomputer-based to mechanical shock and electric fading phenomena. (5)
and main/mini computer-based users. Space and mailing cost saving. Due to the compact size

of a CD-ROM, storage sp..:e and mailing costs could be
At CCRS, we have examined this technology as the dramatically reduced.

data distribution media for remotely sensed data.
As already mentioned, when we conducted our

This paper will discuss both our experiences in experiment with the CD-RON, there was no standard
this technology, and the proposal for a data format for logical format. Our sample CD-RON was formatted in
remotely sensed data with DASD (Direct Access Storage conventional MS-DOS format (Version 3.x) after dividing
Device). whole CD-RON space into several volumes having

logically the same format as the conventional file
format of the day.
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Due to CLV (Constant Linear Velocity) type Through our experiment, we were able to conclude
rotation mechanism of CD-ROM drive, data transfer rate that WORM media were much more convenient than conven-
was slower than conventional hard disks (Table 2), but tional CCTs and with their portability, an ideal media
our experiment took about 30 seconds to display a 512 for input into image analysis systems for remote
x 512 of 3 channels from our CD-RON. This display time sensing. Table 2 contains WORN and CD-RON specifica-
was quite acceptable compared with CCT, which required tions.
loading, record skipping, rewinding and volume handling
times. 3. DATA FORMAT CONSIDERATION FOR OPTICAL DISK STORAGE

The major disadvantage of CD-RON was the cost of In our experiment, no advantages in data
initial mastering. CD-RON replication processes assumes processing using DASD functions were considered, such
mass replication demands. Unfortunately, replication as random access. Basically, the 5" WORN is a Direct
demands of remote sensing data for a specific scene is Access Storage Device (DASD). With the advantages of
not too great so as to take advantage of this low standards for the physical media and the logical format
replication cost. for volume and file structure, these have been

established through the efforts of the media and
Fortunately, writable CD has emerged which has information processing industries. The task which

write-once capability and can be read by conventional remains in the remote sensing commumity is to
CD-RON drives. This technology might resolve this standardize application-oriented data format of remote
disadvantage of the CD-RON and also take full advantage sensing data processing.
of standardized CD functions (Hamada at al, 1989).

Before discussing a data format for remote
2.2 51" WORM Disks sensing, a summary of the fundamental requirements for

a data format applicable to the exchange of remote
After completing investigations of CD-RON tech- sensing data will be given: (1) All necessary informa-

nology, WORM (Write-Once-Read-Many) technology was tion should be stored. Types of information required
examined. Currently, the WORM medium is available with depends, however, on the user's level and application.
51", 8", 12", or 14" disks and smaller disks are under Some users require detail information about sensor
development, calibration, but some only need image data with minimum

header information. (2) The format must be capable of
Unfortunately, when we started this investiga- storing large amounts of image data, and it must be

tion, very little compatibility had been established for flexible to data volume changes. Most existing image
this medium, except for the physical specification of analysis systems require definition of storage space
the 5*" WORM cartridge. This was one of the reasons why allocation in advance and this is an inconvenience.
we focused only on the 5" WORN. Physical standards for (3) Cceopatibility is another important issue regarding
WORN drives have now been established for the 5" media, data forma.. Data format information should not be

proprif.tary and should be published with easy access by
In CCRS, 51" WORN technology was investigated for the public. Ideally, the media for the distribution of

two purposes: one was the WORN media as private disk remote sensing data should be compatible with all the
storage and the second was the WORN as the media for media and reading devices manufactured by the different
date exchange between main/mini frame computer and companies. (4) The logical format should be acceptable
microcomputer-based systems. and upward compatible with popular operating systems.

(5) The format should be flexible allowing future
Ideally, the WORM cartridge which is now used expansion causing minimum impact to existing-systems.

routinely as a private disk on LDIAS should be readable Addition of new types of information after requires a
by other systems such as mic,:ocomputer.-based systems, considerable effort to modify existing image analysis
Much of the logical format information about software. The need for program modifications and
conventional disks are proprietary to manufacturers. conversion should be minimized. (6) The format must be
There is also no format standard of remote sensing data easy for data export and import. Most existing image
for DASD. So we determined to use existing data format analysis systems for remote sensing use their own
for remote sensing, i.e., LANDSAT LGSOWG format. internal image data format and provide functions to

feed remote sensing data from CCT, but few data export
Remote sensing data on CCTs were read onto the and import functions are provided between image

WORM cartridge through HAS-100, which emulates a tape analysis systems and other data processing systems such
drive as tape images on an as-it-is basis. We are now as GIS and statistical analysis systems.
able to download and upload data sets from the LDIAS
(VAX-11/780) and a full TM scene could now be stored on Conventional CCT format for remote sensing such
a side of WORM cartridge. The WORM cartridge storing as LGSOWG TH data format the volume content and files
the CCT images is transferred by hand to a were specified by remote sensing users (Murphy, 1982),
microcomputer-based image analysis system which has its and consequently, most of these file management
own drive. Image extraction programs are now employed functions are now provided by every applications
only for further memory bound analysis, to the limits operating system today.
of the workspace available.

Locations of files, sizes of files, date of file
2.3 Results ot Experiments creation and types of files are managed by conventional

operating system functions, but data access frequency
Data downloading time to a WORM through the MAS- is dependent on the type of information. For example,

100 was about 11 minutes per a CCT (1600 bpi): 5 image data itself will be accessed most .requently
minutes for tape loading, rewinding and unloading and during the course of image analysis, and image header
about 6 minutes for data copy. information is needed only at the beginning of image

analysis sessions. Image look-up tables are required
Sub-image extraction time at the IBM PC/AT from just before image display. It is therefore not

a WORM drive took 1 sec./line for 3 channels: there- necessary to include all information of different types
fore, to extract 512 lines, it took 9 minutes. in an image file thus increasing transaction speeds.
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Proposed here is a data format of remote sensing In Table 3, the proposed image.data file concept
applicable to optical disks as DASDs, and the following is shown. Advantages of this format are:- 1)
approach has been taken: flexibility to image size and the addition of new

information; 2) ease to grouping and regrouping data;
1. Fully employ the available file management 3) minimal impact on the existing image analysis
functions provided by popular operating systems. package; 4) ease in identifying required information

for a volume; 5) ease of export and transport of data
2. Separate an image data set into different files to other systems.
according to data type and characteristics. Header
information which stores image and pixel sizes in a Complete details of data formats for each record
pixel could be stored separately from image data. have not been defined yet. The concepts to separate

image data from other data information to give data
3. Use hierarchical directory functions to group portability between different image analysis systems
specific image data sets: a directory at higher levels has been partially implemented.
might be defined according to the sensor type employed
such as LANDSAT TH data, MSS data and SPOT HRV. This 4. CONCLUSION
directory might alternatively be defined according to
a specific geographic location where the data set The optical disk storage system is definitely a
consisting of multi-sensor (pictorial) and data like promising technology for information and data exchange
maps (graphical) are grouped. This level of directory of remote sensing, and which might substitute for
could also represent a specific project name. The next conventional CCT media. Data format compatibility
level of directory could be defined by, for example, a needs to be established taking into account file
specific scene number, sub-image numbers, or image management functions provided by conventional operating
control name and identification. Of course, the root systems of host computers. The suggestion of a good
directory or the volume name could be used for scene starting point to standardize record format of each
identification, if the media does not store many file with structured data format concepts is proposed
different scenes. here.
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907

TABLE 1: Data Volume of Typical Remotely Sensed Data FIGURE 1. Optical Disks for LDIAS and MCBIAS

MSS TTM HRV

Full Scene
-Storage required by
a single band 8MB 35MB 9MB + 36MB at
-Number of bands 4 7 3 + 1
-Storage required by
all bands 32MB 245MB 63MB

-Minimam number of
1600 bpi CCTs 1 10 2

512 x 512 Sub-scene
-Storage required by
a single band 0.25MB 0.25MB 0.25MB
-Storage required by 1.00MB 1.50MB 0.45MB
all bands (4 bands)(6 bands) (3 bands) Microcomputer-based

Image Analysis System

TABLE 2: CD-ROM and 5J" WORM Characteristics

CD-ROM 51
t
" WORM

Memory capacity 552 MB 800 MB
Data block size 2048 bytes 1024 bytes Super Mini Computer-based
Access time 1 sec. 0.12 sec.
Rotation control CLV CAV/MCAV Image Analysis System
Data transfer rate 176 KB/sec. 1.25 MB/sec.
Data error rate <10

- .2 <10
-
12

TABLE 3: Hierarchical Data Format of optical Disks
for Remote Sensing and Naming Convention

Directory
Sub-Directory FIGURE 2: Hierarchical Image Data Structure
Examples of Name
1. Sensor type 3. Project
2. Geographical Location 4. Scene ID

File Name
1. Scene ID 4. Title of File Content
2. Project (ex: a specific type
3. Geographical Location of Header Format)

5. User Convention

File Name Extension
1. Image Data and Type

(Ex: .BN4 band 4 single image
.BN7 band 7 single image
.HB4 band 4 image in 16 bits
.BIL BIL data fcrm-n with Index file
of file extensiun .IND
.BSQ BSQ image data with an index file
of file extension .IND)

2. Image Index File
(ex: .IND this file includes image size and Bits
per bite, window area and members of band images)

3. Header File
(ex: .HDR File name may specify specific header

type)
LGSWG.HDR stands for master header
information of LGSWG data format

4. Look-Up Table
(ex: .LUT Look-Up table for that file

.LTR Look-Up table f'.r red gun

.LTB Look-Up table for blue gun

.LTG Look-Up table fir green gun
5. Calibration Parameter File - .CAL

6. Image Pattern Mask File
(ex: .Mxx training fields, etc.)

7. Histogram of image files with extension .HIS
8. Spectral statistics files with extension .STA
9. Any type of files can be added. For example,

image description files with .TXT.
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INTRODUCTION

Improvements in electron beam film recording technology
make possible high quality, high resolution satellite and
aerial imagery at throughput rates which are an order of
magnitude faster than other recording techniques. The
flexibility of an electron beam recorder when coupled with a
mini or microcomputer controller provides an extremely cost
effective recording solution for geometrically and
radiometrically corrected satellite and aerial imagery for
receiving stations or image processing workstations.

LANDSAT AND SPOT IMAGE GENERATION

A minicomputer controlled Electron Beam Recorder (EBR)
is presently in use at the Brazilian Government's Instituto
De Pesquisas Espaclais (INPE) satellite ground station.
This 5 inch film size EBR was provided by Image Graphics,
Inc. and is used to record both LANDSAT and SPOT satellite
imagery in South America. Table 1 gives the performance
characteristics of the Brazil LANDSAT SPOT EBR.

TABLE 1

BRAZIL LANDSAT/SPOT EBR.PERFORMANCE

FILM SIZE 127MM (511) WIDE
IMAGE FOR4AT 115 X 136MM (4.5" X

5.411)

ADDRESSABILITL 65K X 65K
RESOLUTION 18,000 X 21,000

PIXELS
BEAM DIAMETER SUM (0.000211)
VIDEO BANDWIDTH IOMHZ
RASTER RECORDING RATE 2.5 MEGAPIXELS/SEC
DENSITY RANGE DENSITY 0.1 TO 2.1 DU
DENSITY UNIFORMITY .02 DU
DEFLECTION JITTER ±2UM
SCAN LINE SPACING UNIFORMITY lUM RMS
GEOMETRIC FIDELITY 0.01%
CONGRUITY OF SEOUENTIAL IMAGES SUM (0.003%)
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Each spectral band from the LANDSAT or SPOT image
sensors are recorded as latent images on 5 inch wide silver
halide film in the EBR and then processed in a conventional
manner. Correction coefficients for geometric errors caused
by satellite orbit, earths rotation and sensor configuration
and radiometric calibration for sensor errors and recording
film are introduced during the recording. The range and
degree of computer control corrections available while
recording are listed in Table 2.

TABLE 2
BRAZIL EBR COMPUTER CONTROLLED CORRECTIONS DURING RECORDING

CORRECTION OR CONTROL RANGE DISCRETE LEVELS
EXPOSURE (FINE) ± 10% 64
VERTICAL OFFSET (COARSE) + 10.24MM 4096
VERTICAL OFFSET (FINE) ± 1.28MM 4096
HORIZONTAL OFFSET + 10.24MM 4096
SKEW ± 10% (± TAN -1.1) 4096
LINE WIDTH (SPOT WOBBLE) 16UM TO 18UM 256
VIDEO POLARITY POSITIVE OR NEGATIVE 2
VIDEO CONTROL 256
VIDEO TRANSFER LINEAR OR GAMMA 16

CORRECTED (.5 TO 2)

Continuous tone composite color images are produced by
exposing selected spectral bands of imagery through a color
filter onto color film or paper. Each spectral band is
punched in the EBR during recording to provide pin
resistration. The high resolution, recording accuracy and
repeatability of the EBR enables the pin resistrated
spectral bands to be optically enlarged 10 times using color
filters to expose 40 inch color film and retain the fine
spatial resolution of the original.

The recording flexibility of the EBR enables a
significant ground station cost savings. The on line
corrections introduced during the recording enabled
corrected output recordings, using a mini-computer
controller instead of requiring a main frame, for
preprocessing and merging the image data to be recorded. A
schematic overview of the EBR system is shown in Figure 1.

IFIL

ES YTMFRSA2 AOA4GROUND STATIO HOTIw

Rg' .1-.. .... "° ON AREAS
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IMAGE PROCESSING WORKSTATION RECORDING

The EBR has additional capabilities which enable the
recording of data processed by image processing
workstations. The EBR gamma or image density recording
range may be expanded or compressed over any portion to
match that used by an image processor to record the entire
view of the overall LANDSAT or SPOT IMAGE as color
separation or spectral band imagery. Because of the very
high resolution, a 5 x 5 block (or move) of LANDSAT or SPOT
IMAGES which have been digitally merged can be recorded for
a synoptic area.

EBR TECHNOLOGY REVIEW

The electron beam recorder is analogous to a faceless
cathode ray tube recorder where the film transport has been
placed inside the vacuum. Exposing the film directly with
electrons, which eliminates the phosphor-coated faceplate of
the CRT and the lens which projects the image on the
faceplate of the CRT to film, removed the major causes of
loss of image quality (resolution, and edge acuity) and low
exposure intensity which effects recording speed. The
direct exposure of silver halide film from a high energy
(15-20kv) electron beam has thousands of times more
efficiency than exposure by light or laser beam. This
enables extremely high data recording rates for cost
effective throughput.

Figure 2 is a schematic layout of a typical EBR.

BEMDFLECTION
CHAMBER FIL

GUN CHAMBER

CHAMBER ELECTROMAONETIC COILS

z0

SIGNAL 

L p0ELECTRON VACUUM DRIFT TUBEECRO
GUN ACNAMNP ORVeNLM' SNSITIVE

Rre 2 SCHEMAiC LYOUT TYPICL EBA

The electron gun assembly is a triode structure with a
directly heated thermionic tungsten cathode. Small
apertures in the grid and anode form an electron beam with a
low divergence angle. The electron beam is accelerated at
15-20 Kilovolts through the vacuum drift tube and through
thc ccnter cf the electromagnetic focus and deflection
coils. The beam is focused by the static focus coil into
the small spot, typically 4-5 microns diameter at the film
plane which can be used to produce an image on a 5" x 5"
format in excess of 30,000 x 30,000 pixels. Dynamic focus,
dynamic astigmatism and geometric correction circuits are
used to correct for spot shape and image geometry as the
beam is deflected with the deflection yoke over the biaxis
image format.
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The electron gun, the film and the film transport are
housed in a three stage, differentially pumped, fully
automatic, fail safe, vacuum system. The three stage vacuum
system supports an excellent vacuum for the electron gun
chamber which enables thousands of hours of operating life
by the tungsten cathode; a good vacuum at the film plane
thereby avoiding scattering of the electron beam by gas
molecules; and a poor vacuum in the film transport chamber
which allows rapid pump down (<3 min) and fast access (<10
sec) for a 250 foot roll of film.

Since the EBR system operation is fully automatic and
under computer control, no specialized training of the
operator is required.

During the past 14 years, Image Graphics, Inc. (IGI)
has made numerous advances in electron beam recorder (EBR)
technology as a high performance, hard copy output device,
capable of recording and plotting complex imagery, text and
graphics on a variety of films and media such as: direct
recording processless film; silver halide film - wet
processed; dry silver halide film - heat processed;
dielectric film - toner processed; and electron resists -
chemically processed. The EBR has been used in the
production of Aerial and Satellite Imagery; Geophysical
Seismic Data; Engineering Documentation and Drawings;
Computer Output Microfilm (COM); cartographic and Graphic
Arts products; Computer Generated Movies; and for Computer
Assisted Data Storage and Retrieval.

The EBR is capable of recording both vector and text
data from Computer Aided Design, Publishing and Line Art
Systems and raster data from Image Scanners, Raster Image
Processors (RIPS), Halftone/Screen Generators and Remote
Image Sensors. A variety of image formats may be recorded
on numerous film sizes (16mm, 35mm, 70,nm, 105mm, 5", 5 1/2"
and 9 1/2"). These recordings are used directly or
optically enlarged depending upon the final product.

ItN
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ABSTRACT

Some of the highest data rate, highest dAta volume systems of the past
decade and projected for the next decade are spaceborne remote sensing imaging
systems. These include the high-resolution, coherent synthetic aperture radar
(SAR) systems as well as the high-resolution, incoherent visual and IR systems.

Considerations of partial or complete on-board processing, high speed data
distribution to multiple users with diverse requirements and basic data archiving
for these very demanding imaging systems have initiated or revived many data
compression investigations.

This paper presents the reaults of:
j. a critical comparison of four effective data compression techniques applied

to coherent SAR imagery and incoherent visual and IR imagery;
L. a study of the effectiveness of data comprossion applied to SAR data at

various stages of processing: pre-,mid-, and post-processing and
3. a new variation of an adaptive discrete cosine transform technique to

enhance low contrast and low activity areas in busy scenes.

1. The emphasis Is on high-compression ratios in the range from 4-to-i to
300-to-I for the coherent SAR sensors, SEASAT and SIR-B and the incoherent
visual/IR sensors LANDSAT TM and NOAAAVHRR.

a.. The raw data from a coherent, SAR sensor system ate more like a complex
interferogram than an image. Each point source's energy in the scene domain Is
dispersed over a very large area in the raw data domain. In customary SAR
processing a two-dimensional (range and azimuth), or more often, two sequential,
one-dimensional match filtering process(es) collapse(s) the spread of energy from
each point source into a two-dimensional radar image. The SAR process!ng steps
provide opportunities for the application of data compression techniques at several
stages whether the processing is to be performed on-board, on the ground or
partially in both places. Data compression has been successfully applied to SAR
raw data (pre-processing stage)[l], after range processing (mid-processing
stage)J2l and several studies to image data (post-processing stage), e.g.3).
However, conventional data compression techniques when applied to SAR raw data
or range processEd data have not produced comparable results to their application
to SAR image data for the same compression ratio, apparently because the raw and
range processed data are phase sensitive to changes in the reconstructed data.

This paper presents a critical comparison of near-optimum, lossy data
compression techniques operating on pre-, mid- and post-processed SAR data over
the large compression ratio range of 4-to-I to 100-to-1. The techniques include
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the spatial domain vector quantization (VQ) and block truncation coding (BTC) and
the transform domain adaptive discrete cosine transform (ADCT) and adaptive
Hadamard transform (AHT). The transform techniques, especially the ADOT, were
found to be well-matched to the SAR specific speckle *noise" characteristics and
the very large dynamic range at all stages of the SAR processing. Performance
measures from both subjective polling of different viewers and quantitative
measures such as the normalized mean-square-error (NMSE) and signal-to-noise
ratio (SNR) were employed. However, the importance of applying application
specific criteria as the "acid-test' for evaluating data compression results such as
the ability to perform: 1.) feature classification, or 2.) change analysis instead of
Just 3.) simple detection of features is demonstrated with SAR imagery of sea ice.

1. In the Chen and Smith adaptive coding technique,[4 a DCT is performed
for each subscene (block) of an image. The transformed blocks are sorted into
classes by activity level which is measured by the block total ac energy. Within
each class bits are allocated according to the variance matrix of the transformed
data based upon an analytical optimization of the MSE. Bits are then distributed
between higher activity levels (busy) and lower activity levels (quiet) to achieve
the adaptivity. For the quiet classes this generally leads to fewer retained
transform coefficients and a lower quantization (bits/transform coefficient)
compared to the busy classes. Although the Chen and Smith method produces
excellent results for several imagery types, it is naturally biased against low
contrast areas embedded in busy or mixed activity scenes. This is the case in
ocean and coastal scenes in which the body(ies) of water are often of low contrast
and low relative activity but which may be the target areas of highest interest.

A new variation of an ADCT technique Is described and illustrated using
SEASAT, SIR-B, LANDSAT TM and NOAA AVHRR imagery. This technique forms the
same activity classes as the Chen and Smith technique; however, it forces the
number of retained transform coefficients to be unifcm for certain or all the
activity classes. The quantization levels of the bit allocation matrices absorb the
major burden of the adaptive compression. The effect is to -retain more of the
high-frequency content In the low contrast, quiet areas so that subtle contrast
changes In the original are usually better preserved. A small penalty, in some
cases, of a slightly increased NUSE is shown to be offset by improved visibility of
contrast differences in the quiet areas with little or no visible differences in the
busy areas. The results of a parametric analysis and trade-off for the number of
activity classes selected, the block size of the subscene and the compression ratio
are presented.
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ABSTRACT so far that some experiments have been
conducted.

Some experiments have been
conducted to investigate a potential Data compression algorithms can be
ability on data compression of eerth devided into two categories, Information
observation satellite data in Loss Less and Information Lossy, in
particular, imaging sensor data. Two other words, Reversible and Irreversible
types of compression algorithms, algorithms. As for raw imagery data,
information loss less and information orginal information should be preserved
lossy algorithms have been attempted. so that information loss less algorithm
Compression ratios for both algorithms is one and only one candidate while for
vere 2.24 and 224, respectively, for quick look data, not only information
SPOT/HRV data of Tokyo Japan. loss less, but also information lossy

algorithms are available because image
1. INTRODUCTION quality degradation is permitted for

utilization of quick look imagery data.Advanced Earth Observing
Satellite(ADEOS) will be launched with Firstly data compression algorithms
two core mission instruments and will be overviewed followed by some
Announcement of Opportunity(AO) sensors descriptions for the reversible
in 1994 JFY. One of the core mission predictive coding( information loss
instruments, Advanced Visible and Near less) and the irreversible predictive
Infrared Radiometer(AVNIR) has coding( information lossy). Second
capability to observe earth's surface results from the experiments with
with the spatial resolution of 8(m) for SPOT/HRV data of Tokyo Japan will be
panchromatic band and 16(m) for described with the detailed information
multispectral bands consistes of more on parameters of the experiments such as
than 5000 elements of CCD array results statistical properties of the original
in increasing of the data rate of more SPOT/HRV data used, decimation factor,
than 120 Mbps. As for the ground station and so on together with data compression
of ADEOS data acquisition, recording ratios for a variety of parameters.
archiving, processing, etc, it is
required to increase throughput, and 2. Data compression algorithms
archiving capacity.

2.1 Information loss less
Archiving of earth observation Fandamental compression techniques

satellite data is getting more serious on the information loss less coding is
problem due to the fact that data rate Entropy( Huffman) coding(Ref.1). The
of mission instruments onboard earth Huffman coding, however, is not so
observation satellitem is getting efficient in terms of compression ratio
higher. Ground station operators have that the following algorithms have been

~."... i" '. proposed. For multilevel imagery data,
medias such as optical tape, optical Rice coding(Ref.2), Bit plane
disk,coding(Ref.3), etc have been proposeddisk et andof ata ompessins.Onewhile for natural images with many
of active committee of data archiving,
format and so on is Committee n arth quantization levels, Differential
Observation Satellites(CEOSj/Worting entropy coding, Block adaptive
Group on Data(WGD). In the committee reversible predictive coding(Ref.4), etc
although new medias have been have also been proposed. As for data
investigating, not so many data compression algorithms for earth
compression algorithms have been studied observation satellites data, later is
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suetable. In terms of data compression0
ratio, in general, block adaptive { 0 if S(f)<[ 2.62x64]

reversible predictive coding is superior 1 if [ 2.62x64]<S(f)<[ 4.68x64](4)

to differential entropy coding. Thus the 2 if [ 4.68x64]<S(f)<[ 8.82x64]

block adaptive reversible predictive 3 if f 8.82x64]<S(f)<[ 17.13x64]

coding is attempted. 4 if [ 17.l3x64]<S(f)<[ 33.73x64]
5 if [ 33.73x64]<S(f)<[ 65.15x64]

2.2 Information lossy 6 if ( 65.15x64]<S(f)<[105.00x64]
Information lossy algorithms can be 7 if [105.00x64[<S(f)

davided into three major categories,
Predictive coding, Transformation coding
and Quantization(in particular, Vector where S(f) is suxmation of g within a
quantization). The predictive coding block while [ y ] denotes Gauss symbol,
containes Differential puls code an integer part of y.
modulation(DPCM)(Ref.5), etc while the
transformation coding includes Karhunen- (5) Encoding f with the following
Loeve transformation(Ref.6), Fourier equation.
transformation(Ref.7), Walsh-Hadamard
transformation(Ref.8), Slant i
transformation(Ref.9), Cosine [(f-l)/2 ] bit
transformation(Ref.10), Piramid < -
structural Hadamard f -->1 1 1.........1
transformation(Ref.11), etc. On the
other hand, Vector quantization coding j bit (binary expression of h)

has a variety of combination with cosine <- >

transformation(Ref.12), quantization x x .......... .x (5)

speed acceralated coding(Ref.13), and so
on.

Data compression ratio, in general, where h - (f-i) - [(f-)/2 (6)
spends upon acceptable image quality 

2 (6)

7radation, statistical property of
i. ginal imagery data, etc. In this i i

study commonality with information loss j { i if {([(f-l)/2 ] + 1. 2 256

less algorithm, zaversible predictive i + 1 else
coding, irreversible predictive coding (7)
has been attempted.

2.3 The reversible predictive coding
Algorithm of the reversible 2.4 The irreversible predictive coding

predictive coding is as follows, The algorithm of the irreversible
predictive coding is as follows,

(1) Partitioning an original image with
8x8 pixels blockes. (1) partitioning, calculation of

(2) Calculation of prediction errorte of prediction error and shrinking of the

each pixel in the block of interest by prediction error are exactly same as the

means of the following equation. aformentioned algorithm.
(2) Quantization of the shrinked
prediction error into 16 levels by means

of the following equation.e 2 X- (X + X2) (1)

whe::e X denotes pixel value of interest, q - [f/2 + 0.5]
X1 is the pixel value of just one pixel if q > 16, then q - 16. 8)
ahead of the pixel of interest while X2
is the pixel value of just one pixel
above the pixel of interest.
(3) Shrinking of the prediction errors (3) Huffman coding is applied to the
by means of the following equatione quantized data q.

3. Results from experiments

3.1 SPOT/HRV data used
f a { 1 if e C0 SPT/HRV panchromatic band data of

g + 1 if 0 g < 255 (2) Tokyo Japan is used. Small portion of
512 - g if 255 < g < 511 the image used is indicated in Fig.l

while description of the i-ige used is
g -{ e - 1 if e > 0 (3) shown in Table 1.

511 + e if e < 0

3.2 Statistics of prediction error
As for data compression of quick

(4) Derive an encoding parameter i look images, it is still useful if
decimations is applied to the original
imagery data so that statistics for
prediction errors, firstly, is studied.
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The statistics with the range of
decimation factor from 1 to 10, are
shown in Table 2 and are indicated in
Fig.2.

Table 1 Description of SPOT/HRV panchromatic band data used

Item IDescription

Acquisition date Oct.17 '86
Scene center time 01:35:11(UT)
Scene center location 35:23:07(N) - 139:37:37(E)
Grid reference 331 - 279
Image size 6316 pixels by 6004 lines
Image size used for 1200 pixels by 1200 lines
experiments (Top left corner of the image)

Fig.1 A portion of the SPOT/HRV panchromatic band data used
for the experiments on data compression.

Table 2 Statistics of prediction error

prediction decimation
error factor 1 2 3 5 10

0 .177 .114 .092 .071 .061
1 .274 .194 .164 .138 .115
2 .172 .144 .130 .115 .102
3 .115 .110 .103 .099 .090
4 .080 .086 .086 .084 .081
5 .056 .070 .072 .072 .071
6 .038 .057 .061 .064 .064
7 .026 .046 .051 .054 .058
8 .018 .036 .043 .047 .049
9 .012 .029 .036 .041 .045

10 .008 .023 .029 .035 .040
11 .006 .C18 .025 .030 .033
12 .004 .014 .020 .026 .027
13 .0J .01 OiG .022 .026
14 .002 .009 .013 .016 .024
15 .002 .007 .010 .015 .018
16 .001 .006 .009 .012 .015

average 35.0 34.8 35.0 35.0 34.8
variance 75.0 76.2 79.1 79.6 79.9
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Fig.2 Probability density function of prediction error

3.3 Data compression ratio the irreversible predictive coding.
Meanwhile information loss less

3.3.1 The reversible predictive coding coding algorithms are applicable for
In terms of data compression ratio space saving of archiving of raw and

Cr defined as the following equation, processed data. The experimental results
2.24 can be achieved for the imagery also show that 2.24 of data compression
data used. ratio can be achieved for the same data

by mean of the reversible predictive
Cr n X m x b / c coding.

(9) Further investigation is required
for a variety of algorithms and imagery

where n, m are image size(n pixel by m data.
line), b is quantization bit, and c is
the number of coding bit.

3.3.2 The irreversible predictive coding References
Data compression ratios of the (1) P.A.Wintz Transform picture

coding algorithm with the parameter of coding, IEEE Proceedings, vol.60, no.7
the decimation factors from 1 to 10 are pp.809 - 820, 1972.
shown in Fig.3 and Table 3. (2) R.F.Rice and J.R.Plaunt t Adaptive

variable-length coding for efficienL
compression of spacecraft television

4. Concluding remarks data, IEEE Trans. COM - 19, 6, pp.889 -
As for quick look imagery data 897, 1971.

catalogue, image database is required. (3) J.W.Schwartz and B.C.Barker : Bit-
In order to save the space for the plane encoding, A technique for source
database, not only new mass medias with encoding, IEEE Trans., AES - 2, 4,
high access speed, but also data pp.385 - 392, 1966.
compression is taken into account. For 4) W.K.Pratt a Digital Image
this purpose, information lossy Processing, Wiley-Intexscience, 1978.
algorithms are applicable. The (5) T.S.Huang(ed.) s Digital Picture
experimental results show that 224 of Processing, Academic Press, 1982.
data compression ratio can be achieved (6) G.S.Robinson : Orthogonal Transform
with the decimation factor of 10, for Feagibillty Study, NASA Final Report,
SPOT/HRV panchromatic data by means of NASA-CR-115314, N72-13143, pp.176, 1971.

Table 3 Data compression ratio of the irreversible predictive
coding

Decimation factorl 1 2 3 5 10

Compression ratio! 3.70 10.91 22.48 58.62 223.97
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(7) P.A.Wintz : Transform Picture (11) Y.Tasuda, M.Takagi, S.Katou and
Coding, IEEE Proceedings, vol.60, no.7, T.Awano t Transmission and desplay of
pp. 809 - 820, 1972. still piture data using pyramid
(8) G.S.Robinson : Quantization Noise structured Hadamard transform, Elec.
Considerations in Walsh Transform Image Comm. Journal , Trans. vol.63 - B, no.4,
Processing, Proceedings of the 1972 1980.
Symposium on Applications of Walsh (12) Saitou, Takeo, Harashima and
Functions, pp. 240 - 247, 1972. Miyakawa : Gain/Shape Vector
(9) W.H.Chen and W.K.Pratt : Color Image Quantization for multidimensional signal
Coding with the Slant Transform, with spherical and synmetric
Porceedings of the 1973 Symposium on distribution, ibid, J68 - B, pp.904 -
Applications of Walsh Functions, 1973. 911, 1985.
(10) N.Ahmed, T.Natarajan and K.R.Rao : (13) R.M.Gray : Vector Quantization,
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- ABSTRACT -

NOISELESS IMAGE COMPRESSION

Kristo Miettinen
and

Dr. Nicholas Baser

General Electric
M2412
230 Goddard Blvd.
King of Prussia, PA
U.S.A. 19406

Phone: (215) 354-5713
(215) 354-2814

FAX: (215) 354-2226

Noiseless image compression is an essential technique for
reducing transmission bandwidth and data storage requirements
for sensor systems requiring total fidelity to the original
sensor data. An effective technique for noiseless compression
of all image data has been developed from the techniques
applied to the Voyager II Uranus encounter.

The algorithms developed and published by Robert F. Rice of
Jet Propulsion Laboratories ( hereafter the JPL algorithms
for Voyager II image compression rely on encoding small image
blocks with members of a family of simple predefined codes.
Because the codes are not developed ad hoc at the encoder
( as are huffman codes ) they are necessarily not optimum for
the individual blocks being encoded, but because the most
applicable coder can be selected for each block from the
family available, each block will be reasonably efficiently
encoded. Furthurmore, since there is little overhead involved
in changing codes, the image blocks processed with a coder
can be very small, allowing rapid changes in coder choice to
match varying image characteristics. This ability to change
coders frequently ( as often as every eight or sixteen pixels
enhances performance so much that the overall compression
result is usually a data set smaller than the inherent entropy
of the image taken as one block. For example, an image of a
simulated mars landing site with an image entropy of 6.98 bits
per pixel and a differential image entropy of 4.00 bits per
pixel was compressed to 3.72 bits per pixel with a software
implementation of the current algorithm.



920

The current algorithm is a refinement of the JPL algorithm set
based on research for a proposed mars sampling rover mission.
It involves a family of encoders with effective operating points
at integer entropies: one coder operates well on data sets with
no entropy ( each difference image pixel must be zero ), one
operates well on blocks with entropies of one bit per pixel,
one on blocks with entropies of two bits per pixel, and so on
up to the dynamic range of the sensor ( a sensor producing a
stream of eight-bit numbers cannot produce a data set with
entropy exceeding eight bits per pixel ). The encoders are
applied to four pixel by four pixel blocks of a difference
image, and the map of encoders used is further compressed and
included as overhead.

Effective, efficient and simple noiseless image compression has
implications beyond noiseless compression, since even transform-
based compression schemes leading to inexact image reconstruction
involve exact ( noiseless ) encoding of quantized transform
coefficients. Effective inexact-reconstruction compression schemes
without orthonormal basis transformations have also been developed
from the noiseless encoding algorithm.

The algorithm developed for the proposed Mars Rover Sample Return
mission has been designed specifically with simple, low-cost,
low-power hardware implementation in mind. A proposed AVLSI
implementation would require 40,000 transistors for logic
functions and eleven seperate FIFO memories for pixel line
buffers.
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ABSTRACT
DATA COMPRESSION ON THE MARS ROVER

SAMPLE RETURN MISSION

Dr. Nicholas Beser
and

Kristo Miettinen

General Electric
M2412

230 Goddard Blvd.
King of Prussia, PA

U.S.A. 19406

Phone: (215) 354-2814 or (215) 354-5713

FAX: (215) 354-2226

The Mars Rover Sample Return mission will orbit an observation plat-
form around Mars, survey potential landing sites, and determine the ex-
pected terrain for both landings and robotic exploration of the planet. A
cornerstone of the mission is the ability to predict the nature of the target
area by remote sensing means. The resolution of the sensor data will sur-
pass any previous interplanetary probe. Projected resolution could achieve
0.25 meters per pixel. The high resolution coupled with potential orbital
configurations indicate a very high data rate from the sensor. The data
rates, and potential data volume of the target scene suggest that either an
extremely large on board memory will be required, or a data compression,
system will be used to reduce the storage requirements. In addition, the
data communications channel between Mars and Earth will be an effective
100KBits per second when taking into account error correcting codes. This
indicates that the time period for transmission is too short to send the
uncompressed data.

Data compression has been used in this study as a focal point for in-
vestigating many of the system issues involved with trades between the
sensor platform, communications, data handling subsystem, and user ap-
plications. The impact of sensor configurations, data collection scenarios,
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and orbital configurations have been traded against compression hardware
designs. The effect of communication errors on image rcconstruction as well
as protocol control of the data handling subsystem has been investigated.
Finally, different compression algorithms have been studied for potential
flight implementation. The study inclu~led simulated Mars landing scene
compression and reconstruction to determine the effect on image quality.
Data compression algorithms included Variable Bit Rate Zonal Compres-
sion, Scene Adaptive Compression, and Noiseless Encoding Methods.

2
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IHS TRANSFORM FOR THE INTEGRATION OF RADAR
IMAGERY WITH GEOPHYSICAL DATA

INTERA Technologies Ltd./CCRS

J. Harris and R. Murray

ABSTRACT imagery in which image colour (hue) can be interpreted in both
a relative and absolute sense. Radar imagery is used as a base

The IHS (intensity-hue-saturation) transform is a powerful product for integration for a number of reasons. Much
technique for the integration of digital data. This paper briefly emphasis is being placed on radar as an effective tool for earth
reviews the theory behind the IHS display technique and sensing and observation as many countries, including Canada
illustrates how it can be applied for integrating radar and (RADARSAT), US (SIR-C), Europe (ERS-1) and Japan (JERS-
geophysical data. The resulting IHS transformed colour images 1), are now actively involved in the development of space borne
show textural/topographic information provided by the radar as radar systems. Radar, because of its side viewing geometry and
a function of image intensity, combined with hue (colour) longer wavelengths which results in an all weather sensing
information provided by the geophysical data. The transformed capability, has established itself as an extremely effective sensor
images provide a wealth of geological information and are for earth observation, as a unique view of the terrain can be
suitable for both qualitative and quantitative analysis. achieved, making it useful for a variety of geoscience studies in

which information regarding terrain geometry (topography),
KEYWORDS: IHS, data integration, radar, geophysics surface roughness and moisture content are important variables.

The enhancement of terrain morphology is critical for geological
1.0 INTRODUCTION applications as topographic patterns often reflect underlying

Concomitant with the increase in computer image analysis geologic structure and lithology.

and Geographic Information System (GIS) technology, more 2.0 METHODOLOGY
emphasis today is being placed on the digital integration of
diverse data types (Aarnisalo et al., 1982; Haydn et al., 1982). A plethora of colour co-ordinate systems have been
Data integration is obviously not a new concept and has been developed over the past 40 years, most of which have been
pursued for many years on an analog basis in many earth developed to quantify colour photographs and predict human
science disciplines. However, rapid advances in imagc analysis perception (Gillespie, 1980). Although the RGB colour system,
hardware and software have allowed for greater flexibility and commonly used to display three channel remotely sensed
new techniques for combining and integrating digital data. imagery, is simple and often effective, a number of shortcomings

Commonly remotely sensed data such as Landsat MSS is exist as summarized by Robertson and O'Callaghan (1988). The
displayed on a video monitor using the additive primaries red, RGB system is not based on readily definable colour attributes
green and blue (RGB) or recorded on a plotting device through and therefore, colour variations as defined by the mix of red,
the mixture of the subtractve primaries yellow, cyan and green and blue primaries are not always easy to perceive and/or
magenta. The RGB system is intuitively simple and, in many to describe numerically. This results in displays in which the
cases, effective for displaying a maximum of three image numerical characteristics of the data are not represented by
channels. However, it is often difficult to perceive subtle uniform colour gradations.
differences in colour using this system and a quantitative An effective display co-ordinate system which can overcome
description of colour is difficult to achieve, many of these shortcomings is the IHS transform, which is

A more appropriate colour display system would allow for defined by three separate, orthogonal and easily perceived
the linear mapping of the data to orthogonal variables. A colour colour attributes, that of intensity, hue and saturation.
system that allows for this type of mapping is the IHS colour Geometrically, the RGB system can be represented as a cube
transform. The IHS system has been much discussed (Pratt, with the red, green and blue axes defining the x, y and z vectors
1978; King et al., 1984; Gillespie, 1980; Buchanan, 1979) and respectively. The IHS co-ordinate system can be represented as
various appiiations for the dbplay of Lemlotely somtd d.,u a cylinder or a bphere. Inieiisity, whiki iepiebelts the total
using this colour display transform have been demonstrated energy or brightness of the image, defines the vertical axis of
(Haydn et al., 1982, Daily, 1983; Raines, 1977; Kruse and the cylinder, or the radius of the sphere, while hue, which
Raines, 1984; Gillespie et al., 1986; Robertson and O'Callaghan, represents the average wavelength of colour, defines the
1988). This paper describes how the IHS transform can be used circumferential angle of the cylinder or sphere, and ranges from
as a technique for integrating radar with airborne geophysical blue (0 degrees) through green, yellow, red and purple (360
data (magnetics and gamma ray spectrometer) providing degrees). Saturation can be thought of as the purity of the

colour (i.e. percentage of white light in the image) and defines
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the colatitude of the sphere, or the radius of the cylinder. The registered to the radar data using UTM co-ordinates as control
mathematics involved in the transform from cartesian (RGB) to points.
spherical or cylindrical (IHS) co-ordinates are reviewed by The eight bit vertical gradient magnetic digital image with
Gillespie (1980) and King et al. (1984), while Haydn et al. values ranging from 0 to 255 DN, was density sliced into 12
(1982) provide a general descriptive review of the IHS system. discrete levels representing absolute measurements of the

The advantages of the IHS co-ordinate system over the magnetic vertical gradient in units of gamma (,) and this
RGB system are that the informative aspects of an image are density sliced image was used to modulate image hue. These 12
presented using readily identifiable and quantifiable colour levels were mapped into the hue spectrum so that low levels of
attributes that can be distinctly perceived. Secondly, numerical gamma (negative values) are represented in blue and green
variations in the image data can be uniformly represented in an while higher levels (positive values) range from orange through
easily perceived range of colours and, thirdly, individual control to red and purple (see Figure 2). Since the minimum and
over the chromatic (hue) and achromatic (saturation) maximum gamma values were mapped to 0 and 255 DN
components of the image is possible. Furthermore, mapping respectively, the density slices and, subsequently, image hues
different data types into the THS colour space can produce more could be absolutely calibrated to units of gamma. The radar
complex images in which aiables with diverse information data was used to modulate image intensity while a saturation
content can be represented by different colour attributes. It is file was synthetically generated and assigned a DN level of 150
also possible to produce images which are a combination of to provide hues that were less vibrant, thus ensuring a
more than three channels, thus providing more information in proportionate mix of the radar and magnetic data. A final step
the resultant colour composite image after transformation back involved creating a saturation mask for the gamma values
to RGB space for display on a video monitor. ranging from -1 to + 1, as the data in this range provided little

Se~erai hardware and software components were employed structural information. This saturation mask was set to zero to
to create the images and perform the analysis described below, ensure that these areas would be black and white on the final
A computer image analysis system and associated software, image. Thus, only the linear structural anomalies present on the
available from Dipix Technologies Ltd. (ARIES-Ill), the Film vertical gradient data are highlighted in colour. These three
Image Recorder (FIRE) from MacDonald Dettwiler and IHS channels were then reverse transformed to RGB space to
Associates, and software written to perform colour space produce the viewable image.
conversions written by Intera Technologies Ltd. were all used This IHS transformed imtge provides a useful product for
to generate the examples of colour composite imagery shown in geologic exploration purposes on a numbd of levels. Firstly,
this paper. the cartographic information, such as lakes, roads and urban

The software used three related IHS type transformations, areas, provided by the radar helps to better locate and evaluate
one based on a spherical mathematical model and two based on the patterns present on the magnetic data. This can be
cylindrical transformations. The transformations are discussed especially important when undertaking field programmes.
in the full version of this paper which is presently in press Secondly, this image provides a unique product for both
(Harris et al., 1989). qualitative and quantitative photogeologic analysis as the colour

Two examples of integrated radar and airborne geophysical gradations represent calibrated gradient levels. The
data of eastern Nova Scotia are shown and their value for combination of surface topographic patterns supplied by the
geological mapping activities are summarized. Figure 1 is a radar and magnetic anomalies reflecting near surface structural
flow diagram summarizing the steps required to produce the and lithologic features results in an image which effectively
IHS transtormed imagery discussed in this paper. portrays regional geologik structure. Furthermore, verification

and correlation of interpreted geologic features is facilitated as
3.0 INTEGRATION OF RADAR AND the image contains information from more than one geologic

GEOPHYSICAL DATA data source. Mapping of regional structure is particularly
important in this area as an aid to on-going gold exploration

The IHS transform is an effective technique for integrating activities.
radar data with diverse data types such as airborne geophysical Figure 2 represents a radar/magnetic IHS
data, providing imagery which displays a unique and often very transformed image in which a single channel (magnetics) has
informatie "picture" of the earth's surface and, in the case of been used to provide colour information. However, multiple
airborne magnetics, subsurface characteristics. Particularly channels may be used in the IHS transform to provide colour
important when producing these IHS combined images is the information as suggested by Buchanan (1979). Figure 3 is an
assignment of hue, as this will provide image colour which can example of a radar/gamma ray spectrometer IHS colour image
be directly related to an absolute measurement scale. (shown in black and white - see Harris et al., 1989 for colour

Figure 2 is an IHS transformed colour conposite image version) covering an area in eastern Nova Scotia, Canada in
(shown in black and white - see Harris, 1989 for colour version) which the hue information has been supplied by three gamma
which is a combination of an airborne radar image and a single ray spectrometer channels, equivalent uranium (eU), equivalent
channel digital vertical gradient magnetics image over eastern thorium (eTh) and percent potassium (%K). A C-band wide
Nova Scotia. The C-band radar data was acquired by the swath radar image is used to modulate image intensity. The
Canada Centre for Remote Sensing (CCRS) in wide swath airborne gamma ray spectrometer data was acquired digitally
mode spanning a range of incidence angles from 45 to 80 and compiled and gridded to 200 metre pixels by the Geological
degrees. Further details on the CCRS C-band radar system are Survey of Canada (Grasty, 1972). The data was then resampled
given in Livingstone et al. (1987). The airborne magnetic data to 50 metre nixel. and registered in a IITM topographic hase
was acquired digitally, compiled and gridded by the Geological The radar irage was acquired by CCRS at a pixel size of 12.5
Survey of Canada (Hood, 1979). The radar image was metres. The image was subsequently resampled to 50 metre
registered to a Universal Transverse Mercator (UTM) pixels and co-registered with the UTM topographic map base.
geometrically correct topographic map base and reformatted The image production process outlined in Figure 1
from 12.5 m pixels to 50 m pixels. The magnetic data was co- consisted of equalizing the means and standard deviations of

each of the three spectrometer channels and stretching the
minimum and maximum values to cover the full range of the
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colour composite image as it is a combination of four data BUCHANAN, M.D., (1979), Effective Utilization of Color in
channels (radar + eU, eTh, %K) as opposed to a standard Multidimensional Data Presentations, SPIE Vol. 199,
three colour composite. This experimental !HS image has been Advances in Display Technology, p 9-19
used to aid in the mapping of lithology, particularly granites,
and regional structural patterns in eastern Nova Scotia (Harris, DAILY, M., (1983), Hue-Saturation-Intensity Split-Spectrum
1989). The data types comprising the imagery are Processing of Seasat Radar Imagery, Photogrammetric
complementary, with the radar providing a map of the terrain Engineering and Remote Sensing, Vol 49, No. 3, March, p.
surface in which topographic patterns are enhanced due to the 349-355.
side viewing geometry and the spectrometer data providing a
picture of the radiometric "landscape". The two different and GILLESPIE, A.B., A.B. Kahle, R.E. Walker, (1986), Color
unique views of the teirain contained in one image facilitate Enhancement of Highly Correlated Images, I. Decorrelation
photogeologic interpretations, as interpreted features can be and HSI Contrast Stretches, Remote Sensing of
compared and more easily verified from a geological Environment Vol. 20, p.209-235.
perspective.

Further details on the use of these IHS transformed images GILLESPIE, A.R., (1980), Digital Techniques of Image
(Figs. 2 & 3) for geological mapping can be found in Harris, Enhancement in Remote Sensing in Geology, B.S. Siegal
1989 and Harris et al., 1989. & A.R. Gillespie, Eds, New York, Wiley, 1980, p. 139-226.

4.0 SUMMARY AND CONCLUSIONS GRASTY, R.L., (1972), Airborne Gamma Ray Spectrometry
Data Processing Manual, Geological Survey of Canada,

A methodology for creating experimental colour image G.S.C. Open File Report 109.
products combining airborne radar with airborne geophysical
data using the IHS colour display transform has been HARRIS, J.R (1989), Analysis of Airborne Radar of Eastern
demonstrated. Although this methodology is applicable for the Nova Scotia for the Mapping of Regional Geologic
integration of virtually any digital data set, radar has been used Structure: Implications for Gold Exploration (in press)
as the base product for integration, as it provides a good
cartographic base in which topographic, morphologic and HARRIS, J.R., R. Murray and T. Hirose (1989), IHS Transform
surface textural patterns are enhanced. This is particularly for the Integration of Radar and other Remotely Sensed
important when integrating with geophysical data, as the radar Imagery (in press)
provides a recognizable map of the terrain surface, facilitating
a comparison between terrain and geophysical patterns. HAYDN, R., G.W. Dalke, J. Henkel, (1982), Application of the

The IHS colour display transform is a useful method for the IHS Color Transform to the Processing of Multisensor Data
integration and unambiguous and controlled portrayal of diverse and Image Enhancement, Presented at the International
digital data sets. Greater control over the image construction Symposium on Remote Sensing of Arid and Semi-Arid
process is possible as individual data channels can be assigned Lands, Cairo, Egypt, January, p 599-616
to the quantifiable and easily perceived colour parameters of
intensity, hue and saturation. By controlling image hue, the HOOD, P.J., (1979), Magnetic Methods Applied to Base Metal
association of a meaningful colour scheme with well defined Exploration, Geophysics and Geochemistry in the Search for
characteristics of the input data can be achieved. The image Metallic Ores, P.J. Hood ed, Geological Survey of Canada,
hue, can he interoreted on a relative or absolute basis. Economic Geology Report 31, p 77-104
depending on what and how the data was mapped to the hue
parameter. Furthermore, single and multiple channels can be KING, R.W., V.H. Kaupp & W.P. Waite, (1984), Digital Color
used to supply information on image hues as demonstrated by Space Transformations, Proceedings of IGARSS'84
the image examples discussed in this paper. Symposium, Strasbourg 27-30 Aug., p 649-654

KRUSE, F.A., and G.L. Raines, (1984), A Technique for
Enhancing Digital Color Images by Contrast Stretching in
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Figs. 2 & 3 arc half-tone black and white reproductions of colour images, therefore, many of the image details R = eU (max = 7 ppm)
have been lost. In Fig.3 red areas (high cU) are displayed in dark tones while green areas (high eTh) are G eh(a 1pm
displayed in light tones. The original colour images are to bc published in upcoming papers by Harris et al. o"id B %Ke (max = 2.8 %p)
are also available for viewing through CCRS. B=% mx .21b
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POLARIZATION DIVERSITY RADARS IN METEOROLOGY

James I. Metcalf
Air Force Geophysics Laboratory

Hanscom Air Force Base, Mass., U. S. A.

ABSTRACT

Polarization diversity radar techniques can contribute to
a variety of meteorological research topics and applications:
the evolution of hydrometeors, the development of precipita-
tion, cloud electrical phenomena, quantitative measurement of
rainfall, discrimination of ice and liquid water in clouds,
the detection of hail and of aircraft icing conditions, and
the description of microwave and millimeter-wave propagation
in clouds and precipitation. This broad spectrum of poten-
tial utility results from the capability of such radars to
measure quantities related to the shapes and orientations of
the hydrometeors that constitute the propagation and back-
scatter media. Through analytical or empirical models,
estimates of particle sizes, shapes, orientations, and ther-
modynamic phases can be derived from the measured quantities.
There has been significant recent progress both in the devel-
opment of polarization diversity meteorological radar systems
and in the interpretation of the resulting measurements.

Key issues that must be faced by radar meteorologists in
the near future include (1) the more effective use of
existing radars in research, both in multi-agency field
programs and in locally managed operations; (2) improved
verification of radar measurements, bated on comparative
measurements in the laboratory and in the field; and (3)
technological improvement of meteorological radars by the
incorporation of improved antennas, polarization control,
receivers, and data processors. There is also a need to
identify and pursue lines of research that could lead to the
development of operational techniques. Expanded interactions
between the polarization diversity radar specialty and the
disciplines of cloud and precipitation physics, mesoscale
meteorology, and hydrology are fundamental to progress in
these areas.
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THE D FFERNETIAL REFLECTIVITY DUAL -00LAR:tZAT)ON PR.rAP
TECHNIQUC: ACCOMPLISHMENTS AND FUTURE rROSPECTS IN

IIETEOROLO3Y

Thomas A. Spliga
CoMmunicat ons and Space So| ences Labor z-tory

The Pennsylvania State University
University Par., PA 16802

TEL: 814-865-4542 FAX: 814-867-4749

Thi- paper presents a r ev)ew (f prog"s;os on the
use of the differential reflectivity radar technique in
meteorology since its inception in 1976 by Seliga and
Bringi (0 Appl. Heteor.,15, 69-76, 1976). Following a
brief two to three year period of experimental tepting
and evaluation, the concept has now become generally
accepted as an excellent tool for rainfall measurement
and the detection of ice phase hydrometeors. As
suggested by theory, excellent comparisons between
rainfall rates inferred from dual linear pularization
radar reflectivity measurements and ground-based
observations have been demonstrated doe to the
additional information available on raindrop size which
is inferred from the differential reflectivity radar
parameter. Early observations clearly indicated that
the technique was also valuable for discriminating
between rain and ice phase, and this led to its being
acknowledged as an excellent means for detecting hail.
The advances achieved to date, the relative simplicity
of the measurements and their interprtetation and the
importance of the inferences derived from the
measurements have combineo to encourage many research
groups to either add this polarization capability to
existing research radars or to construct new radars
based largely on the promises of the technique for
cloud physics and related studies. Perhaps more
importantly, the successes achieved to date have not
only opened new fields for investigation but have also
led the way for scientists to re-examine more closely
other radar parameters in order to determine the most
appropriate combinations of observables from which to
infer hydrometeor properties and behavior. Thc next
decade should see the exploiteion of the technique and
related observations in mary Fields of etu ,dy, including
clou'd physics, hydraemrteoroogy. 41 ash flod
forecasting, evere ctorm nowcestri,., ,nicrcac] :mrttolhgy.
air pollution scaverging, -ectron.,grietic propagat ion
and entomology.
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REMOTE SENSING OF RANDOM MEDIA WITH ELLIPSOIDAL
INHOMOGENEITIES

Ari Sihvola, Ismo V. Lindell

Helsinki University of Technology, Electromagnetics Laboratory, OtaLmari 5 A, SF-02150 Espoo, FINLAND

ABSTRACT: In this paper, the polarizabillties of continuously 2(f) = -V ( ) (1)
inhomogeneous dielectric ellipsoids are analyzed. A differential equa-
tion is derived for the scattered potential, and from the amplitude In order for the Laplace equation to be separable in the geometry
of this function, the polarizability results. The limitation Is that the of the ellipsoid problem, the dielectric profile and the permittivity
permittivity function of the ellipsoid depend only on one coordinate function may depend only on one coordinate in the ellipsoidal coordi-
(C) in the ellipsoidal coordinate system. nate system: constant-permittivity surfaces have to be confocal (for
Keywords: Dielectric mixtures, continuous random medium, com- ellipsoidal coordinates, ree (Landau and Lifshitz, 1984) and (Kel-
posite materials. logg, 1953). These coordinates C, , are related to the Cartesian

coordinates z, y, z by

INTRODUCTION ?2 y2 Z2
The dielectric and magnetic properties of composite media are of a2-+u + 2 +U = 1 (2)

importance in many applications where these materials are to be
treated macroscopically homogeneous. The concept of effective per- being the three real roots of this cubic equation of u. The coordinate
mittivity is one notion that is much used in describing macroscopic C is the root that lies in the range C > --d2 where d Is the smallest
properties of dielectric mixtures. It contains information about the of the ellipsoid axes a, b, and c. Constant-f surfaces are ellipsoids all
average polarization in the composite material, being the ratio be- confocal to the ellipsoid
tween the average displacement and the applied electric field. Aver-
aging has to be made in scales smaller than the spatial variation of 2 2 +

2 z2
the incident electromagnetic field. This means that the wavelength a2 + 62 + c = 1 (3)
of the applied field has to be larger than the characteristic distance
of the inhomogeneities of the heterogeneous medium: this length is which corresponds to C = 0.
the size of the scatterers in case of the mixture being discrete (inclu- Let the permittivity function of the scatterer be only a function of
sions in a background medium), or the correlation length for the case the C coordinate:
of continuous random material. Therefore, effective permittivity is
a low-frequency concept. At higher frequencies, scattering effects
take over, and the term "effective permittivity" loje its meaning. e() = '(f) (4)
However, the term "scatterer" is used in this paper denoting inclu-
sions smaller than wavelength although scattering phenomena are Let the incident uniform field be x-directed. The total field outside
neglected. and inside the scatterer -Vo is the sum of the incident field E

and the scattered field -Vr, where 4o is the scattered potential,
the amplitude of which is proportional to the dipole moment of the
scatterer.

LAPLACE EQUATION IN THE ELLIPSOIDAL COOR-
DINATE SYSTEM V+'(F)- E+ VO(F) (5)
Consider an inhomogeneous ellipsoid lying in a background medium
of dielectric constant co and immersed in a static field. The incident The divergencelessness of the displacement,
static field is directed along the x-axis of the ellipsoid. This assump-
tion does not entail loss of generality because an oblique field can be V. b = V - 0 (6)
resolved into components along the axes and the resultant polaris-
ability Is a superposition of the three component polarlzabilitics. leads to the following equation
In order to solve the internal and external fields of the problem, the

solution of Laplace equation has to be known. The electric field is
calculated as the negative gradient of a potential function 4: V - ()V0,() = VC(C) - = Ei- Ve(f) (7)
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where i is the unit vector in z direction. From the scattered poten-
tial, z has to be peeled off in order for the rest to be only a function f*( ) - da (13)

M f = .()0 (8) which are correct (see (Landau and Lifshitz, 1984)).

The other test is to let the ellipsoid become a sphere, i.e. set a = b =
Performing the differential operations in ellipsoidal coordinates, it c. Noting that f + a 2 = + b = C + c1 = r3, and that
can be seen after some algebra that the il and C dependencies cancel
from the differential equation (7), the resulting equation for the C- 9. 1
dependent scattered potential being (14)

[ +a2 + ] a22- -f.(r) Lf.r" (15)

2(C + + + - + tjJ(O (O - -.-., (s.) - 4r
C +the equation (9) gives

+ 2(f + a2)e'(C)f.(f) + e'(C)f.(C) = e'(C)E (9)

where a, b, and c are the axes of the ellipsoid in z, y, and z directions,
respectively. This second-order ordinary differential equation for the re0")f(r) + 4e(")f*(r) + re(r)f (r) + e'(r).(r) = e'(s.)E (16)
unknown function f,(f) can also be written in the form which is correct because it is the same equation as the one com-

ing from the scattered-potential equation in the radial geometry in
spherical coordinate system:

2. (e(r)V- .(F)] = VeC(r) • B (17)

where R(f) = %/(C + a2)(C + b2 )(f + c2). The surface of the scatterer with the separation ,(f) = zf.(r) = f.(r)r cos 0. From this, equa-
is the e = 0 surface. e is negative inside the ellipsoid and positive tion (16) follows immediately.
outside it. On z axis, the connection between the coordinates is
z
2 = C + a2 . The smallest value for e is -d 2 where d is the smallest

of the three axes a, b, and c. The core of the ellipsoid, i.e. the surface THE POLARIZABILITY
where has the minimum value, is an ellipse in the plane of the two
major axes of the ellipsoid, and this ellipse shrinks to a point as the From the amplitude of the scattered field outside the ellipsoid, when
ellipsoid degenerates into sphere. > 0, the polarizability in z direction, a can be calculated. The

Given the permittivity profile e(f), the solution can be found in a polarizability follows from the amplitudes of the scattered function
similar way as in the spherical case (Sihvola and Lindell, 1989). Solv- and its .onection to the dipole moment amplitude of the ellipsoid:
ing the scattered potential inside the scatterer, for example, as a
power series, leaves one undetermined constant. This constant can coV
be enumerated by matching the inside solution to the outside solu- Ne -- N- () (18)

tion. Outside the scatterer, where c = io, the solution is an integral
(see equation (13) in the following). The amplitude of this function where NO is the depolarization factor of the ellipsoid in x direction.
comes from the continuity of the potential across the boundary, and
matching the derivatives gives the remaining undetermined constant.
The derivative of the potential across the boundary is continuous if -- ds 00 ds
the permittivity of the scatterer decreas:,! to the background value N 2 ( + a?)R(a) - f (2+ a2 ) /( + a()(8 + b)(a + c2

there. If the permittivity is not continuous across the boundary of 0 0

the scatterer, the discountinuity of the potential can be calculated (19)
according to the continuity requirement of the normal displacement. For values of polarization factors, see (Landau and Lifshits, 1984),

(Osborn, 1945), and (Stoner, 1945).

TESTS FOR THE DIFFERENTIAL EQUATION Knowing this polarizability, and the corresponding polarlsability com-

The differential equation can be tested by investigating its solution ponents in V and z directions, the anisotropic and isotropic effec-

in a homogeneous ellipsoidal region. There, e(C) is constant and tive permittivities of mixtures containing this typa of scatterers (in

"(C) = 0, and the equation (9): aligned orienttion and randomly oriented, respectively) can be cal-
culated. How this is done, is shown in the next section.

2((+ a2
) +- ( +b2) + 2] .() (11) THE EFFECTIVE PERMITTIVITY

The effective permittivity of a mixture containing inhomogeneousfrom which it is clear that the two solutions are, first f.() is con- ellipsoids can be solved by quasistatic analysis according to (Slhvola
stant, and the second one is and Kong, 1988). Let the background medium be of permittivity fo

as before, and let there be n ellipsoidal inclusions per unit volume.
Wa) /(+ )1 (12) Consider fir • case that all the ellipsoids are aligned equally, their

(C + a2)( + 6;)(f + C2 ) corresponding ts parallel. This leads to an anisotropic ,ixture,

or and the effective permittivity will be dyadic. In the following, con-
sider fields and dipole moments in the 2-direction.
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Define the effective permittivity as the ratio between the average na"
displacement b and the incident electric field E. On the other hand, Efr = CO + - (26)
the displacement can be calculated from the average polarization, I - N n

and it is therefore to

and the dyadic effective permittivty isDb ff= C oE+ P (20)

where the average polarization is equal to the dipole moment of one teff =  .4 + C e + e zz (27)

scatterer multiplied by their number density: If the layered ellipsoidal inclusions are randomly oriented In the mix-

ture, there is no preferred direction and the effective permittivity is
P = (21) scalar. In this case the average polarization has to be calculated by

averaging over the dipole moments in different directions, and the
The dipole moment of a scatterer is its polarizability times the ex- resulting effective permittivity Is
citing field,

= (22) 1

The polarizability for ellipsoids in the z-direction is a". For the ff = to + 1 -.n, (28)

ellipsoid case, the polarizability depends on the direction. The ex- 1 - - . N-
citing field is not the same as the macroscopic field but it depends=.. -e0
on the permeating polarization itself and the form of the scatterer.
Yaghjian (1980, 1985) has given the decomposition to calculate the
exciting field as a function of the shape of the scatterer: REFERENCES

L. D. Landau and E. M. Lifshltz: Electrodynamics of continuous

= . + L"_ (23) media, Section 4, Second Edition, Pergamon Press, 1984.

to 0. D. Kellogg: Foundations of potential theory, Chapter VII, Dover
Publications, New York, 1953.

where L is the unit.trace depolarization dyadic, or the source dyadic.
The maximum chord length d,. of the scattering volume, that im- J. A. Osborn: Demagnetizing factors of the general ellipsoid. The

A (see Physical Review, Vol. 67, No. 11-12, p. 351-357, 1945.

2s eA. H. Sihvola and J. A. Kong: Effective permittivity of dielectric
(Yaghjian, 1985)) where A is the wavelength of the operating field, mixtures. IEEE Transactions on Geoscience and Remote Sensing,
This imposes the quasistatic restriction for the size of the scatterers Vol. 26, No. 4, p. 420-429, July 1988. See also: Corrections, Vol. 27,
in the mixture. No. 1, p. 101-102, January 1989.

For ellipsoidal scatterers with depolarization factors N1, N V, N', the A. Sihvola and I. V. Lindell: Polarizability and effective permittivity
depolarization dyadic is of layered and continuously inhomogeneous dielectric spheres. Jour-

nal of Electromagnetic Waves and Applicatidn, Vol. 3, No. 1, p.

L = NXi + N"i + NZ2I (24) 37.60, 1989.

E. C. Stoner: The demagnetizing factors for ellipsoids. Philosophical
where hat means the unit vector in the corresponding direction. The Magazine, Ser. 7, Vol. 36, No. 263, p. 803-821, 1945.
exciting field in the direction of z axis is

A. Yaghjian: Electric dyadic Green's function in the source region.

= E + N " -E (25) Proceedings of the IEEE, Vol. 68, No. 2, p. 248.263,1980.

Co A. Yaghjian: Maxwellian and cavity electromagnetic fields within
continuous sources. American Journal of Physics, Vol. 63, No. 9, p.

Hence, the effective permittivity in the z-direction is 859-863, 1985.
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USE OF CIRCULAR POLARIZATION IN A MARINE RADAR POSITIONING SYSTEM
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Department of Electrical Engineering,
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ABSTRACT

There is a need for a simple, reliable vessel positioning system for use by
vessels navigating in coastal or inshore waters during periods of limited
or restricted visibility. Existing aids to navigation either lack the
accuracy required for use in narrow channels and harbours (e.g., LORAN-C or
GPS) or are too expensive and require too much ongoing maintenance and
support to be viable for general use (e.g., active microwave transponders).
Here we describe a passive radar positioning system which uses a network of
specially designed trihedral twist reflectors as landmarks and circular
polarization for background clutter suppression.

Field trials of the system have been conducted in Indian Arm, British
Columbia and Port aux Basques, Newfoundland. Initial results have
confirmed that use of circular polarization can suppress background clutter
sufficiently to permit positive identification of the specially designed
radar targets by an automated system.

Key words: circular polarization, radar reflector, radar navigation,
radar positioning.

INTRODUCTION associated with microwave transponder based
positioning systems, including:

During the last ten years, the marine
industry has expressed considerable interest * Interference from ground and sea clutter
in the development of automatic radar returns;
positioning systems for use by ships
navigating in busy harbours or narrow * Loss of signal due to multipath fading;
channels during periods of inclement weather and,
and/or reduced visibility. An automatic
radar positioning system which employs * Limited angular response of targets.
passive reflectors has three principal
advantages over conventional microwave In the late 1970's, the Canadian Dept. of
transponder based positioning systems: Transport and the Dominion Marine

Association evaluated a minicomputer based
C Shore-based passive reflectors have a low radar positioning system called PRANS [1].

initial cost, and should require minimal or In the early 1980's, researchers at McMaster
no maintenance except in the unlikely event University suggested several enhancements to
that a reflector sustains mechanical damage. the PRANS concept including the use of a
Site services such as electrical power are novel trihedral twist reflector together
not required; with a simple depolarizing vector

discriminant (transmission of horizontally
• Shore-based reflectors are not subject to polarized pulses and reception of both

failure due to loss of power or electronic horizontally and vertically polarized
malfunction; and, returns) [2]. Since this system would

require a radar with a dual-polarized
• Shipboard electronics do not have to be antenna and a dual-channel receiver,

recalibrated when a shore-based reflector is industry observers expressed concern that
repaired or replaced. the cost of the system would limit its

acceptance. In this paper, we consider the

Passive reflector based radar positioning use of circular polarization as an
systems suffer from problems not normally alternative target-clutter discriminant.
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JFS 32A MARINE RADAR

II

RADAR RADAR Circular
RADARRX PROCESSOR TRA.SMITER ANTENNA Polarizer

II Duplexer [1

AIDS

TRIHIEDRAL
TWIfSTRER.ECTOR

a(b)

(a)

Fig. 1 -RANAV system overview. (a) Shipoard electronics. (b) Trihedral twist reflector.
(c) Use of space diversity to reduce multipath fading.

SYSTEM DESCRIPTION is not always sufficient. In some cases,
arrays of reflectors could be used to

A prototype version of the RANAV system is improve the angular coverage from a given
shown in fig. l(a). It consists of a JFS reflector site.
32R 3 cm marine radar with a slotted
waveguide array antenna and PPI display, a TARGET-CLUTTER DISCRIMINATION ALGORITHMS
Radarfix processor [3] with a gyro
rate-of-turn sensor attached, and an OSL Many polarimetric target-clutter discrimin-
PINS 9000 electronic chart with gyro compass ation algorithms have been devised [4].
and Loran-C receiver inputs. The Circular polarization was considered for use
horizontally polarized radar antenna was in RANAV because it discriminates against
converted to circular polarization with the odd-bounce reflectors (reportedly the major
addition of a polarizing grid. The source of difficulty encounteied in the
shore-based reflector shown in fig. 1(b) is PRANS trials) rather effectively while
a standard trihedral radar reflector with a requiring relatively modest hardware. Use
twist reflector mounted along one face. of more sophisticated target-clutter

discrimination algorithms would require the
Although use of circular polarization use of dual polarized antennas and, in some
normally reduces multipath fading cases, dual channel receivers. It is not
substantially in transponder-based yet clear that the increase in performance
positioning systems, no such reduction is can be justified in light of the additional
enjoyed by radar systems which employ expense since an alternative would be to
irr,)Ar pnnlriz tion. Twn reflectors can simply mAke thp rAdAr rpflptors a littlo

be mounted with a given vertical separation larger and thereby retain an acceptable
in a space diversity configuration (as signal to clutter ratio. Qualitative
suggested by fig. l(c)) to reduce such comparisons between circular and crossed
fading. A simple theoretical model was used linear polarization were made during the
to optimize the vertical spacing given the summer of 1988 in Vancouver harbour.
location of the reflectors and their height Observers noted suprisingly little
above sea level. Although the reflectors difference in clutter suppression between
have a fairly wide azimuthal beamwidth, it the two.
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El TRIHEDRAL TWIST REFLECTOR DESIGN

451 Replacement of the wire grid twist reflector
used in CRL's prototype with a rectangulargroove twist reflector (fig. 2) has two
advantages. First, the rectangular groove
twist reflector is far less fragile than the
wire grid and is potentially easier to
manufacture. Second, the rectangular groove
twist reflector has a wider operating
bandwidth than the wire grid version which
gives it a broader azimuthal response. A
rigorous numerical analysis based on mode
matching was used to determine the necessary
design parameters [6].

The response pattern of a corner reflector
can be altered by changing the shape of the

Fig.2- Rectangulargroovetwist reflector. Incidentwaveislinearly reflector panels (7] as suggested by fig. 3.
polarized at 45* to the grooves. Thereflectedwaveislinearlypolarized It is possible, for example, to broaden the
at-45*tothegroovesforanetroationof90% azimuthal response of the reflector while

sacrificing the el. ation response pattern
which is far less critical. An algorithm
based on geometric optics was developed to
predict the response pattern of the modified
reflectors.

The polarization response of conventional
and twist trihedral reflectors are compared
for various orientations (i.e., various

(a) (b) angles of rotation about their symmetry
axes) in Table 1. Unlike conventional
trihedral corner reflectors, trihedral twist
reflectors preserve the sense of rotation of
an incident circularly polarized wave and
are therefore visible to circularly
polarized radars. By suitably orienting the
trihedral twist reflector, it can be made to
either rotate linearly polarized waves by 90'
or simply return them with their original
polarization. In one application,

(c) (d) navigation aids could be equipped with radar
reflectors which would be visible to both
horizontally and circularly polarized

Fig.3- Aternativetrhedralcomerreflectorgeometries. radars. Alternatively, shore targets used
(a)Conventionaltriangularthedralreflector. (b) Triangulartrihedral for positioning systems based on crossed
reflector wih a square base. (c) Truncated square tihedral reflector linear polarization could also be used by
wftliatriangularbase. (d) Compensated triangular thedral reflector. systems which employ circular polarization.

Table 1 - Polarization response of conventional and twist trihedral reflectors for various orientations

Incident Reflected Incident Reflected Incident Reflected Incident Refected
Polarizata ion Polarization Polarization Polarization Polarization Polarization Polaratin

0 (0 0 0 0
..... .... ......... ... ...... ......... ........... ....... ......... ...... -- -- ------..... . ... ... . .- . .. .. ... . ........... . .. . .

.... -................ ....... .......
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t , , l (a)

F 4 - Chart of Deep Cove in Indian km, the site of the RANAV (b)seatrials. Te locations of three radar it refletors are sown:
Raoon Island, Deep Cove, and Hamber Island. Fi. 5 - Radar images of Deep Cove. (a) Conventional mane

radar image. (b) Radar image using circular polariztin and
sutal adjsment of receiver gain and video threshld. Radar
returs frm three reflers are the only visible tar~s. TheR E SULTS large blocks Icated next to each of the targets are computer

Sea trials to investigate the accuracy and gnrtdfas
reliability of RANAV were conducted in Deep
Cove (a rugged, sparsely populated section REFERENCES
of Indian Arm near Vancouver Harbour) in thesummer of 1988 and spring of 1989. A [1) A.A. Hope, "Evaluation of anetwork of three reflector sites was Precise Radar Navigation System (PRANS)",established as indicated in fig. 4. A Transport Canada, TP 2980, Aug. 1991.conventional marine radar image of Deep Coveis shown in fig. 5(a). The radar image (2) R. Cho, S. Haykin, and T. Greenlay,obtained when circular polarization is used "Polarimetric Radar for Precise Navigationand the radar receiver gain and video (PRAN)", McMaster University, Apr. 1986.threshold are suitably adjusted is shown infig. 5(b). The echoes from the three [3] A.D. Virnot, "The Radarfix Positioningreflectors and the computer-generated flags System", Canadian Hydrographic Conference,which mark them are clearly visible. Burlington, Ontario, Feb. 1987.

The performance of RANAV was compared to a [4] J.L. Eaves and E.K. Reedy, ed.,co-!ocated microwave positioning system. "Principles of Modern Radar", Van NostrandRANAV was capable of repeatable accuracy to Reinhold, 1987, pp. 619-645.better than three metres within the area ofreflector coverage. Static accuracy of less [5] HI. Mott, "Polarization in Antennas andthan one metre was typical. Radar", John Wiley, 1986, pp. 239-243.

In January 1989, RANAV began operational sea [6] D.G. Michelson, P.Q.|1. Phu, and E.V.trials aboard Marine Atlantic's M.V. Jull, "Milmtewv grtn "oaizr
Atlantic Freighter, a 150 metre cargo ferry 22nd General Assembly of URSI, Tel Aviv,on the run between Newfoundland and Cane Aue. 1987. n. 60.Breton. A network of RANAV reflectors nasbeen installed at Port aux Basques, [7] S.D. Robertson, "Targets for microwaveNewfoundland, the northern terminus of the radar navigation", Bell Sys. Tech. J, vol.run. Well known for its hazardous approach, 26, no. 4, Oct. 1947, pp. 852-869.
high winds, and generally harsh environment,Port aux Basques will be a good test of We gratefully acknowledge the supportRANAV's operational capabilities. provided by Transport Canada (Transportation

Development Centre), Marine Atlantic, and
the Science Council of British rolumbia.
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The Frequency and Polarization Dependence of Complex RCS
Signatures

S. Riegger, D. Klihny, W. Wiesbeck*

Insitut fur Hchstficquenztechnik und Elektronik
University of Karlsruhe, Kaiserstr. 12 D-7500 Karlsruhe, FRG

In previous papers several types of characteristic signatures, derived The selected objects are:
from coherent polarimetric Radar Cross Section (RCS) measure- * Dielectric cylinder
ments were introduced [11. These signatures are either 3 dimensio- * Configurations of two cylinders
nal or, as cross sectional views of 3 dimensional ones, 2 dimen- * Twig from a silver fir
sional. Up to now primatily first order signatures, which result * Rough surface with dielectric cylinders.
from measured data by linear or geometrical operations, are used. The objects were selected to increase the understanding of the infor-
Higher order signatures, e.g. depolarization or characteristic polari- mation content of polarimetric signatures by starting with a very
zation states, are still difficult to compute or to interpret, simple cylinder, proceeding with more complex targets to an object
For the composition of 3-D signatures four variables are available as composed from a statistical rough surface with several dielectric
theie are: polarization state (ellipticityrotation) frequency and phase cylinders on it. As an example the polarization signatures of the
or amplitude. This means that for 3-D signatures there is always one silver fir twig are shown in fig. 1 for several frequencies.In the film
variable not shown. For operational systems this parameter is most successively following signatures of the objects will be shown so
times the frequency. It is the intention of this paper to demonstrate that the impression of a steady growth versus the foLrth variable is
the dependence of 3-D signatures from the fourth variable, espe- reached.
cially the frequency. Coherent polarimetric measurements have been (1] Klhny, D. et al.; "Coherent Polarimetric Signatures of
performed over the frequency range from 4 GHz to 20 GHz on se- Coniferous Tress, a Survey"; Proc. 4. Colloq. on Spectral
veral targets. The results of these measurements will be demon- Sign. of Objects in Remote Sensing; Aussois/France 1988
strated in a film. The polarization signature (PS) [2] and the disper- [2] van Zyl, J. et al.; "Imaging Radar Polarization Signatures -
sive 1olarimetric signature (DPS) [1] will be shown. Theory and Observation"; Radio Science ; Vol. 22 1987

NIMI

4 GHz

Fg 1 C9 GHz

Fig. I Co-polarized Polarization Signatures of a silver fir twig at several frequenies
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EFFECT OF TARGET SIZE AND TILT ON TARGET IDENTIFICATION AED UPON FULL OLARETRIC RAMAR MCING DATA

J. Richard Huynen

P. Q. Research
10531 Blandor Way

Los Altos Hills, California 94022, USA

ABSTRACT INTRODUCTION

Target analysis based on full polarimetric radar The objective of the present paper is to give a
imaging data is still in a very rudimentary stage. The short review of new methods of data analysis, by using
most popular methods go back some 30 years, when it was full polarimetric radar data, which aim at target iden-
customary to present rectangular or circular plots of tification. Most current efforts in this direction are
radar cross section (RCS) versus aspect angle, for still in a very primitive stage. Many view the objec-
horizontal (HH), vertical (VV) or cross polarized (HV) tive of target identification as an operation on the
reception modes. If the target is unknown, usually incoming data stream, to be solved by computer soft-
very little concrete facts related to target reality is ware, with very little consideration or awareness about
found. This is because the radar platform which the physical significance the data may have, related to
defines the (HV) frame introduces an observation bias the reality of the target which is "out there." In
relative to the target's own angle of tilt, *, along order to improve concerns about physical target real-
the radar line of sight. Other observation biases may ity, one introduces models which are supposed to mimic
occur due to comparison of some type of targets which real-world targets. Unfortunately, such models have
differ only in relative size. In this paper the fol- limited use because of the variety of targets and dif-
lowing effects on real target returns are studied in ferent environments in which they are placed. One has
detail: to show how such models are relevant in each realistic

case, and this is the problem one started out with.
a) Effects of target tilt (*) and methods to eliminate Hence, if model building leads to an infinite regress,

target tilt-bias (desying). what then could be the solution towards real-world
target identification?

b) Effects of target size and how it may be used in
target sampling methods (desizing). The approach the author offers here is model-free,

nor does it assume a priori information about the

c) Effects of target symmetries (physical and radar target or its environment. Every world target is a
target symmetries) or the lack thereof. potential object for investigation. The approach is

based on simple properties of symmetry and non-symmetry
d) Effects of spurious target parameters typical for which most targets must have and it emphasizes pre-

certain classes of targets (phyllotaxis, surface processing of incoming data, so that so-called observa-
torsion, curvature and helicity). tion biases can be removed from the data base. Two

such well-known biases are due to target tilt angle *
e) The consistent use of target decomposition theorems and individual target size. Eliminating the effect of

which are matched to a desired mn-made or natural target tilt is called desying, whereas removal of the
real-world situation and environment, effect of target size is called desizing of data.

f) The consistent use of power measures (Stokes vector, THE TARGET SCATTERING MATRIX
Stokes matrix, Wave and Target Coherency matrix) for
both coherent and incoherent scattering behavior. In order to show how physical target tilt enters

into the target scattering behavior we have to provide
g) The use of carefully chosen target significant a short review already published elsewhere (Kennaugh,

parameters: A0, Bo, B, C, D, E, F, G and H provides 1949-1954; Huynen, 1965, 1970, 1978, 1983). Let the
for a cOaLluuous range or values to decignate tar- target scattering matrix be given as:
gets. This is in contrast to, sphere-like or odd
bounce, diolane-like or even bounce, older type of S SHH S . [ +e b c+id (1)

designationa. VH S VV] c (1) -b[Svu SVV c- id a b-

The SM is presumed given in the orthogonal (HV) horn-
Key Words: Target scattering matrix, Mueller matrix, zontal-vertical reference frame. Because of reciproc-

Wave and Target coherency matrix, polarimetric ity for the monostatic case, we can put d - 0. In
imaging; desying and desizing; target reality, practice one measures the SM by transmitting H and mea-

suring SHH, SHV voltages in the two receiver channels,
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then one switches to the vertical transmission mode and SN c] (6)
receives S and SW. As soon as the SM is measured or S -]
is known, t bVcomes a pure target-property, quite
independent of any type of wave illumination or recep- Below we will show that the generator for the N-target
tionl is B0 - B - 1i2 . The term Jb!2 in the SM (1) plays an

THE TARGET ORIENTATION OR TILT PARAMETER intermediary role, it contr butes both to target sym-
metry as well as to target-nonsymmetry.

The target tilt lp is defined by the solution of POWER-gELATED TARGET PARAMETERS
the following characteristic SM eigenvalue problem

(Kennaugh, 1949-1954; Huynen, 1970, 1978, 1983) The target scattering matrix has obvious impor-

S A - a S* (2) tance because it represents the target-input data. It
The solution to the eigenvalue problem (2) defines a represents the field-description of the target in
unitary matri U, which is used to diagonalize the SM: amplitude and phases. However, for the use of target
Let data as target-identification parameters, a more suit-

able representation of data exists in terms of power.
U - (91, 32) (3) In the first case power eliminates the absolute phase

Since $1 and $2 form an orthogonal base, by which the for the target, i.e., the targets become "disconnected"

SM is diagonalized, S - U"' Sd U*. The vector states because of independence of local position changes rela-
S an aghave physical significane. They dfneo saes tive to the radar site location. Hence power-related

aeunique "maximum-polarization" (or cross-pol null), 1 - parameters are incoherently additive. This property is
inqemxiu-o s ns d to very important because the concept of object is inde-

and *2 orthogonal to it. If 9m pendent of local placement in the environment. It
e target (at fixed aspect angle at a given frequency, turns out that by cmuting power P from received volt-

etc.), the target will return maximum power. The maxi- age V (i.P., P c IV[) the auto- and cross-products:
mum power returned is a target characteristic. The a ibe, Pcl t auto and croroduct

11 a1l2, l2  Ic! a ~,a c* and b c* are formed. It
characteristic wave Rm is given in terms of physically is clear that the product terms (when averaged) produce
meaningful geometric parameters; ellipticity rm and information about auto- an. cru.b-currelations et:eea
orientation SM-elements. Hence the average power < P > produces

- os -sin * Cos T completely different kinds of target information. For. o sin Fos m (4) example, we know that 1a 2 in the Sm produces the spec-

in ular (odd-bounce) term, but we observe below that in
kCoi n . the power presentation J a 2bec s a ge erator of fiveIf the target is rotated about the line of sight, the real parameters, given b% lal, a b* and a c*. In

target tilt will change and hence with it J. Thus we fact, by this method Jai Is recognized not only as
have found an intrinsic measure of target tilt inde-en- specularity but as the generator of radar target-
dent of a priori knowledge. Once we know how the tilt symmetry. Conveesely the parameter cl2 (after elimi-
is formulated in the SM it is possible to eliminate it nation of ) becomes the generator of target noa-
from the data base! symmetry. A very important new insight into target

structure is thus created:
TARGET SYMMETCY AND NON-SYMMETRY A GENERAL RADAR TARGET MAY BE VIEWED AS CONSIST-

ING OF A PART WHICH IS SYMMETRIC AND A PART
A symmetrical radar target is defined as an object WHICH IS NON-SYMMETRIC, WITH COUPLING TERMS

which, when observed by radar, has a plane of mirror BETWEEN THEM.
symmetry going through the line of sight direction.
Hence any roll-symmetrical physical object also is These concepts are derived in detail next: we
radar target symmetric at all aspect angles and tilt introduce the Target Stokes matrix (Mueller-matrix)
angles (and at all frequencies). However there are
objects which have mirror-symmetry only at certain pre- A0 + B0  F C H - 0
scribed aspect angles. Hence a trihedral has many
physical planes of mirror-symmetry but only when that F -A0 + B0  G D (7)
plane contains the radar line of sight observation N0  C G A0 + B E
axis, is that object radar target symmetric. We can
derive an important property for radar symmetric tar- H - 0 D E AO-B

gets: T - 0. Hence the maximum polarization (or
cross-poT null) must be linear for symmetric radar tar-
gets. The SM for radar symmetric targets (i.e., at a The coordinate-frame in which M0 is given is such that

selected observation angle) is when 0 -0: P M Ng(a) .h(b) (8)

Ss  + b 0 (5) gives the back scattering power, if g(a) is the Stokes

0 a J vector for transmit polarization:

Here a belongs to the unit matrix in (5), which is the F~a p2 P1 [g 1'(9
case of specular return, i.e., a sphere, any convex I p2 sin 21a I(
surface or odd-bounce rives this tvoe of return. Below 1(a) - . .'I
we will call 2A a 2 the generator of target symme- p- cos 2Ta c" Lya
try, which is a muc wider concept (defined by Tm . 0). p2 cos 2xa sin 2' g3

Conversaly, Tm - +45° determines a target where a - 0.
Such a target is highly non-symmetrical and is called and h(b) has the same form for the receiver polarization.

an N-target. N-targets play an important role in the The Stokes matrix M0 differs from M, by the fact that

target decomposition theorem (see below). Hence the - 0, i.e., the target tilt angle has been eliminated,

scattering matrix for an '-target is: the target has been rotated such that its "amis" is

align,
4 with the (HV) radar platform. For that case we
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find in (7) the important rule: H - 0. There is a but the general averaged Stokes matrix has nine inde-
very simple relationship between the carefully chosen pendent target parameters associated with it. Hence it
nine target parameter designations in (7) and the SM is in general impossible to assign a SM to the average
coefficients: target mixture < H >.

aJ
2 

_ A0 , a b* - C - i D What remains central in the knowledge of target
JbJ

2 
. B 0 + B b c* - E + (10) mixtures Is the idea of an "effective single average

S B bobject," which does have a unique SM equivalent. Hence

IcJ2 - B0 - B, a c* - H + i G this author has advocated a second approach which is
I~ that of target decomposition (Huynen, 1970, 1978,):

Equations (10) apply in general, with I or with 0 - .
These parameters carry basic and general significance < M > - M (ave) + N (residue)
related to target reality. Equations (10) suggest that 9 par. 5 par. 4 par. (12)

an alternative representation for the Target Stokes
Scattering Operator must exist in the form of a 3x3 The procedure for target decomposition is as follows:
Target Coherency matrix (Huynen, 1985): First one starts with < M > data given by A0 , B0 , B, C,

D, E, F, G and H. From these one computes average
a1,2 target (T) parameters: AoT, B0 T BT cT DT, ET', FT,

a b* a c GT and HT , where A0 T - A0, CT - 'C, D - D, GT - G and
(a, b, c) T (a, b, L)* -[b a* NbJ

2  b c* (11) HT . H (Huynen, 1970, page 166). Hence the N-target
c a* c b* 112. parameters are formed from AN

N  0, BN - B T  BN

B - BT, CN - o, DN 0, E - E - , F -

There is a one-to-one correspondence between the com- 0 and 11 - 0.

plex matrix (11) and the real Stokes matrix (7). The N-target residue is chosen such that it repre-

We notice tnat (I is hermetian and the target sents purely non-symmetrical target parameters. The

generators JaJ 2 and Jcjl for symmetry and non-symmetry originally nine independent parameters on the left have

are prominentiy displayed as diagonal terms. The third thus been split into a set composed of the average

term 1b1 2 plays an intermediate role and is called "the single target (with corresponding SM) given by five
generator of target irregularity." Thuc far we focused independent parameters and four parameters for the

on target generators. But the off-diagonal terms are N-target.
equally important as real target designators. The N-target has the desirable property that as a

Parameters H and G are "COUPLING" terms. Parame- class of targets, it does not change with target tilt *

ters C and D are measures of TARGET SHAPE, C is global and from this it follows that the process of target

shape, i.e., C - 0 for a sphere, but C is large for a decomposition (12) itself does not change with target
line element or a wire, D is related to "local shape," tilt (rotation of the radar reference frame about the

it has been identified with local curvature difference line of sight direction). This method of target decom-

(Kx - Ky) on a convex surface patch for high-frequency position will be tested in this paper for different

scatter (Bennett et al., 1973; Boerner et al., 1981; averaging procedures. These new averaging processes

Foo, 1982; Mieras, 1984; Chaudhuri et al., 1986). The determine the effects of individual target tilts and of

parameter E is related to surface torsion (Huynen, individual target sizes on the sampled matrix < H >.
1988a); it is part of target non-symmetry. F is easily Hence one can study the unique N-target-decompositions

identified as HELICITY, being the difference between for various classes of targets and averaging proce-

(LC, LC) and (RC, RC) circular polarized returns. dures.
Hence the full scope of target parameters is given by
the following table: THE PROCESSES OF DFSYING AND DESIZING OF IXTJAL DATA

From the measured SM data, the Stokes-matrix
TABLE OF BASIC TARGET PARAMETERS parameters for single-look targets are computed from

Eqs. (10). From this are found the target parameters:

A0  - Generator of Target Symmetry A0 , B0, B,s C, DN, EN, F, G,, and H,. Without removal
B0 - Generator of Target Structure (Hamiltonian) of the dependence, the paameters have little physi-
B0 - B Generator of Target Non-Symmetry cal sense, except A0 , B0 and F which are independent of

B + B- Generator of Target Irregularity target tilt angle p. The desying process is very
0 n Be simple, and is found in Huynen (1970). We thus find

- Coupling due to Target Tilt Angle 4' the desyed parameters: A0, B0 , B, C, D, E, F, G, H - 0
G Coupling between Symmetric/Non-Symmetric Parts and *. The method above is called desying of target
C - Shape Factor (Maximum for Line Target) parameters or the process H - 0.
D Measure of Local Curvatute Difference
E - Surface Torsion Another averaging process was studied, which is
F - Target Helicity based on the idea that individual targets can be dif-

ferent not only in tilt angle 4, but also in size.
Comparing two objects which have an identical shape.

TARGET DECOMPOSITION THEOREM but which are different in size alone, leads one to
look for a method of lesizing individual targets.

In this report several methods for polarimetric Obviously the difference. in size cannot exceed the

target averaging are investigated. For most target limits posed by the EM-wavelength, by which the objects
identification problems one look at a composite target are being observed.
does not give enough information. Inistead, for an
ensemble of targets, sample Stokes matrix averages How to desize an individual target return is not
< M > are obtained. We know from elementary theory as obvious as it may look. One demands a parameter for
(Kennaugh, 1949-1954) that an SM for a single look overall target size by which the data may be normalized.
target is given by only five independent parameters, However several candidate parameters for doing so
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present themselves. Here some sophistication about aIxfIRNCES
understanding of the target return process might be
helpful. An obvious device would be to take the span Bennett, C.L., Auckenthaler, A.M., Smith, R.S. and
for such a measure and indeed some authors would favor Delorenzo, J.D., "Space-time integral equation
such a choice (Boerner, 1981; Van Zyl et al., 1988). approach to the large body scattering problem",
However, there are numerous other choices possible, Sperry Research Center, Sudbury, MA, Final Report
each with a claim to fame to represent target size. If on Contract No. F30602-71-C-0162, AD763794, May
Span - Ao + B0, then other possibilities are either A0  1973.
or B0 separately. Obviously also a combination of Boerner, W.M., "Use of polarization in electromagnetic
desying and desizing is possiblel inverse scattering", Radio Science, Vol. 16, No.6,

pp1037-1045, Nov./Dec. 1981.
IXflI3NTAL RESULTS Boerner, W.-M., Ho, C.M. and Foo, B.Y., "Use of Radon's

projection theory in electromagnetic inverse scat-
The various averaging schemes for desying and tering", IEEE Trans. Antennas Propagation (Special

desizing or mixtures of these were tested on a sample, Issue on Inverse Methods in Electromagnetics),
provided by Prof. F.T. Ulaby from the University of Vol. AP-29, March 1981.
Michigan, of 26 single target SM data for tree canopy Chaudhuri, S.K., Foo, B.Y. and Boerner, W.-M., "A vali-
alone and trees with trihedral inserted (Ulaby, 1988). dation analysis of Huynen's Larget-descriptor
For measures of size were chosen the span: A0 + Bo, interpretations of the Mueller matrix elements in
also 2A0 + B0 and B0 alone, combined with desying or polarimetric radar returns using Kennaugh's phys-
not desying. ical optics impulse response formulation", IEEE

Trans. on Ant. and Prop., ppl-20, Jan. 1986.
A surprising result was found (Huynen, 1988b) that Foo, B.Y., "A high frequency inverse scattering model

desying together with B0 as measure of target size pro- to recover the specular point curvature from
vided the clearest decomposition into effective target polarimetric scattering Jata", M.Sc. Thesis,
and N-target residue. In fact it was found that the Electr. Engr. & Comp. Sci. Dept., University of
N-target residue for both trees alone and trees + tri- Illinois at Chicago, IL, Communications Lab Report
hedral, under these conditions, were almost identical. No. 82-05-21, May 21, 1982.
This clearly puts the N-target residue as part of the Guili, D., "Polarization diversity in radars", Proc. of
tree-canopy clutter alone, unaffected by the insertion IEEE, Vol. 74, No.2, pp245-2 69 , Feb. 1986.
of the trihedral. Holm, W.A., "Polarimetric fundamentals and techniques",

in Principles of Modern Radar, edited by J.L.
CONCLUSION Eaves and E.K. Reedy, pp621-6 45, Van Nostrand

Reinhold Co., 1987.
Sixteen samples of single target full polarimetric Huynen, J.R., "Measurement of the target scattering

SM data were analyzed using Stokes matrix averaging matrix", IEEE Proc., Vol. 53, pp936-9 46 , Aug.
techniques. One set consisted of measurements of a 1965.
tree canopy while the second set of samples were for Huynen, J.R., "Phenomenological theory of radar tar-
trees with a trihedral inserted in the foliage. The gets", Doctoral Thesis, Technical University,
sampling procedure covered four cases with desying Delft, The Netherlands, 1970. (Obtainable from
(removal of tilt angle *) and desizing (removal of the author, revised edition Nov. 1987.)
effect of target size on the input data). The mixed Huynen, J.R., "Phenomenological theory of radar tar-
Stokes matrix was then subjected to the target decompo- gets", Chapter 11 in Electromagnetic Scattering,
sition theorem (Huynen, 1970, Chapter 7), which sepa- edited by P.L.E. Uslenghi, Academic Press, New
rates from the target mixture an average single target York, 1978.
+ N-target residue. Huynen, J.R., "Towards a theory of perception for radar

targets", in Inverse Methods in Electromagnetic
Of the four methods of averaging, the combined Imaging, edited by W.-M. Boerner, pp79 7-8?2,

effect of desying and desizing shows most clearly the D. Reidel Publishing Co., Dordrecht, The
"symmetrizing" of the effective average target due to Netherlands, 1985.
insertion of the trihedral. The N-target residue is Huynen, J.R., "The calculation and measurement of sur-
shown to be largely part of the clutter background face torsion by radar", P.Q. Research, Report No.
alone. This type of analysis clearly shows the benefit 102, June 1988a.
of using parameters related to target reality, over Huynen, J.R., "Extraction of target-significant parame-
conventional methods. Here a list of parameters with a ters from polarimetric data", Report No. 103,
continuous range of numerical values is given by which ?. Q. Research, July 1988b.
to investigate real-world target structure. Kennaugh, E.M., "Effects of :ype of polarization on

echo characteristics", O.b.U. Antenna Lab., Colum-
hCKNOWLIDGMUMS bus, OH, Reports 389-1 to 389-24, 1949-1954.
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OPTIMIZATION PROCEDURES FOR SCATTERING MATRICES IN TEE COHERENT
AND PARTIALLY COHERENT CASES

Wolfgang-M. Boerner, Wei-Ling Yan and Alexander B. Kostinski
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Basic aspects of polarimetric radar/lidar target scattering for
both the coherent and partially coherent cases are re-examined.
The optimization procedures for the coherent case is formulated
in terms of a "Three-Stage Procedure" for the general bi-static
case. The distinction between the physics of partially polarized
versus coherent waves is emphasized leading to a unique formula-
tion for optimal reception of partially polarized waves scattered
off a fluctuating ensemble of scatterers of known (measured)
Mueller matrices. Expressions for total available intensity ver-
sus adjustable polarization-dependent (coherent) intensity are
derived using the coherency matrix approach. By formulating a
proper covariance matrix, it is shown how the measured Mueller
matrix can be tested on measurement errors and how the partially
polarized case reduces to the coherent case resulting in a unique
set of optimal polarizations.
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RECENT ADVANCES IN AIRBORNE TERRESTRIAL REMOTE SENSING WITH THE NASA
AIRBORNE VISIBLE/INFRARED IMAGING SPECTROMETER (AVIRIS),

AIRBORNE SYNTHETIC APERTURE RADAR (SAR), AND
THERMAL INFRARED MULTISPECTRAL SCANNER (TIMS)

Gregg Vane, Diane L. Evans and Anne B. Kahle

Jet Propulsion Laboratory
California Institute of Technology

Pasadena, California

ABSTRACT through an atmosphere with rural aerosols and 23
km visibility is: for the visible from about 500 to

Significant progress has been made in 700 nm, 200:1; for the near infrared from about
terrestrial remote sensing from the air with three 700 to 1200 nm, from 100 to about 150:1; for the
NASA-developed sensors that collectively cover the short wavelength infrared from 1200 to 1800 nm,
solar-reflected, thermal infrared and microwave 100:1, and from 1800 to 2500 nm, about 30:1.
regions of the electromagnetic spectrum. These AVIRIS will be flown extensively in 1989 in
sensors are the Airborne Visible/Infrared Imaging support of research in atmospheric science, botany,
Spectrometer (AVIRIS) (Vane, 1987), the Thermal geology, hydrology and oceanography.
Infrared Mapping Spectrometer (TIMS) (Kahle et TIMS is also a whiskbroom imager with a
al., 1980), and the Airborne Synthetic Aperture scanning foreoptic and set of 6 discrete detectors,
Radar (SAR) (Held et al., 1988), respectively, each with an interference filter. The sensor covers
AVIRIS and SAR underwent extensive in-flight the thermal infrared from 8 to 12 um in nearly
engineering testing in 1987 and 1988 and are contiguous spectral bands centered approximately
scheduled to become operational in 1989. TIMS has at 8.3, 8.7, 9.1, 9.8, 10.5, and 11.4 um. The high
been in operation for several years. In this brief sensitivity of the sensor results in a noise
paper, the sensors are described. At the equivalent change in temperature of 0.1 to 0.3
symposium, results will be presented from recent degrees C. TIMS has an instantaneous field of view
experiments in the carth sciences conducted with of 2.5 mrad and a field of view of 80 degrees. It is
AVIRIS, SAR and TIMS. flown on a NASA Learjet and C-130 over a wide

range of altitudes, and has been in operation for six
THESENSORS years, supporting research in geology and botany.

Additional experiments are planned in 1989 in
AVIRIS is a whiskbroom imaging sensor that atmospheric characterization.

is flown on the NASA ER-2 tesearch aircraft. From The Airborne SAR is a 3-frequency, 4
an altitude of 20 km, AVIRIS covers a swath on the polarization synthetic aperture radar that is flown
ground of 10.5 km at a ground instantaneous field on the NASA DC-8. The sensor images in C-band
of view of 20 m. Including a cross- and along-track (5300 MHz), L-band (1225 MHz), and P-band (440
spatial oversampling of 17 percent, the AVIRIS MHz) simultaneously in HH, HV, VH and VV
image spans 614 pixels. Two hundred and ten polarizations. The system has a single STALO clock
inherently registered images are acquired and a single exciter source, which operates at L-
simultaneously in 10-nm-wide contiguous spectral band. Each generated chirp is converted up to C-
bands spanning the entire solar reflected portion of band and down to P-band for amplification by a
the spectrum from 0.4 to 2.5 um. This is s;ngle TWT for the P- and L-band frequencies, and
accomplished by transmitting light from the scene 2 separate TWTs at C-band before being split into H
collected by a common scanning foreoptic to 4 and V channels for transmission. The H and V
spectrometers, each with a line array of detectors in transmission events are separated in time by half a
its focal plane. Data are encoded at 10 bits and pulse repetition interval. In this way, the chirp
recorded on-board the aircraft on a high density waveform for each frequency/polarization is kept
tape. The raw data rate of the sensor is 17 Mbps. constant, since the circuitry is held in common as
Signal-to-noise performance referenced to a much as possible. The high resolution imagery is
'tandard radiance model with a surface reflectance composed of 4000 pixels in azimuth by 750 pixels
of 0.5 viewed at mid-latitude in mid-summer in range, with nominal 4 m and 10 m resolutions in
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azimuth and slant range respectively. The raw data
rate is 80 Mbps. SAR has been used in support of
experiments in sea ice classification, geology,
botany, ocean wave research, and calibration. It
will be flown to Europe in the summer of 1989 in
support of experiments in all these areas.
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MINERAL IDENTIFICATION BY THE AVIRIS DATA

I.PIPPI

C.N.R. - I.R.O.E.
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ABSTRACT The addition of the 1.65pm and 2.22)jm
bands on the Thematic Mapper allowed the

The geological investigation is one of detection of the classes of minerals that
the most interesting application fields of have OH, HOH, or CO absorption features,
the remote sensing techniques. but it was impossible to discriminate the

minerals inside the classes. Only the use
The ne; airborne imaging spectrometers of high spectral resolution remote sensing

give additional possibilities, allowing the can allow the mineral identification.
mineral identification.

For this purpose during the last decade
One of these sensors was developed at same spectrometers have been flyini on

JPL, and was flown on board )f the NASA U-2 board of aircrafts or spacecrafts. The Nost
aircraft, during the first measurement promising seems to be the Airborne Visible
campaign in the summer 1987, over a site Infrared Imaging Spectrometer (AVIRIS)
containing both hydrothermally altered and (Ref.l), an airborne prototype for the
unaltered rocks well exposed at th2 surface. High-Resolution Imaging Spectrometer

(HIRIS) (Ref.2) planned for launch in the
Using the software developed at our mid 1990s on the polar-orbiting space

Institute, any image of the site in any of platform.
the 210 available spectral bands or the
spectral signature of any pixel can be The AVIRIS operaten in the whisk-broom
displayed. The spectral data carry informa- imaging mode with a spectral coverage from
tion corresponding to the composition of the 0.40 to 2.45pm divided into 210 adiacent
ground being viewed and the intervening spectral. bands.
atmosphere.

In the first season of operation during
Particular attention is paid to evaluate the sumoer 1987, the AVIRIS flew on board

the radiometric calibration accuracy and the of the NASA U-2 aircraft acquiring data
atmospheric effects utilizing the LOWTRAN 6 over more than 30 different sites located
computer code. in the United States. A site was located in

the Cuprite mining district in western
First results of mineral identification Nevada.

are presented and discussed.
2. SITE DESCRIPTION

Keywords: AVIRIS, Imaging spectrometers, The Cuprite area is well known from a
Mineralogy. geological point of view nd contains both

hyfjothermally altered and unaltered rocks,
well exposed and nearly devoid of vegeta-
tion (Re'.3).

1. INTRODUCTION
In particular the eastern half nf the

The geological investigations by .aeans of district is an area of extensive hj. -- er-
airborne or spaceborne sensors started mal alteration within a sequenn of
fifteen years aso with the launch of the rhyolitic welded ash flow and air fall
first Landsat. The limonite, a combination of tuffs. The altered units consist of a
Fe3* minerals, was the first and only rock central core of almost pure silica a ring
material identified from the Multispectral of opalized rocks containing alunite and
Scanner System data analysis qnd thir kaolinite, and an outer argillized zone
capability was used for mapping hydrothermal- containing mainly kaolinite, mositmoril-
ly altered rocks. lonite, and opal, and some limonite.
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3. DATA EVALUATION 4. CONCLUSIONS

The radiometrically corrected image set, The imaging spectrometry seems to offer
acquired over the Cuprite district, is the possibility of identifying the minerals
obtained from the Jet Propulsion Laboratory, containing iron as well as those bearing
allowing us to evaluate the ability of the OH, CO3, and S04.
AVIRIS for the identification of several
minerals. Nevertheless the improvement in sig-

nal-to-noise performances of the AVTRIS,
The image set forms a data cube of which specially in the infrared bands, should

two axes represent spatial dimensions and the allow mapping of alteration area.
third represents the spectral dimension. The
size of the data cube is 512 pixels along the 5. REFERENCES
flight direction by 614 pixels along the
cross-track direction, with a ground instan- 1. "Airborne Visible/Infrared Imaging
taneous field of view of 20 meters, by 210 Spectrometer (AVIRIS) - A Description of
spectral bands, ranging from 0.40 to 2.45m the Sensor, Ground Data Processing Facili-
with a spectral resolution of 9.8nm. The ty, Laboratory Calibration, and First
data, in the format of 16 bit words, have a Results", G.Vane editor, JPL Publication
resolution of 10 bits. 87-38, 1987.

Using the software developed at our 2. "HIRIS High-Resolution Imaging Spectrom-
Institute, any image of the site in any of eter: Science Opportunities for the 1990s",
the 210 available spectral bands or the Instrument Panel Report, Earth Observing
spectral signature of any pixel can be System Vol.IIc, NASA, 1987.
displayed. in particular four images, each
from a different AVIRIS spectrometer, are 3. H.J.Abrams, R.P.Ashley, L.C.Rowan,
considered to evaluate the data quality. A.F.H.Goetz and A.B.Kahle, "Happing of

hydrothermal alterati.on in the Cuprite
Several periodic noises are present in mining district, Nevada, using aircraft

the image data in addition to the random scanner images for the spectral region 0.46
noise. These types of noise are already to 2.36pm", Geology, 5, pp.713-718, 1977.
detected taking into account the images
themselves. The mechanical vibrations and 4. "Proceedings of the Airborne Visible/In-
electronics interferences seem to be respon- frared Imaging Spectrometer (AVIRIS) Per-
sible for the rise of the pattern noise. formance Evaluation Workshop", G.Vane

editor, JPL Publication 88-3P, 1988.
Another way to evaluate the data quality

is to consider the image histograms. An 5. F.X.Kneizys, E.P.Shettle, W.O.Gallery,
example is given in Figure 1: (A) for the J.Hl.Chetwynd, L.W.Abreu, J.E.A.Selby,
spectral band n.30, centered at 0.68 4pm; (B) S.A.Clough and R.W.Fenn, "Atmospheric
for the spectral band n.68, centered at Transmittance/Radiance: Computer Code LOW-
1.057-im; (C) for the spectral band .1.125, TRAN 6", AFGL-TR-83-0187 Environmental
centered at 1.615pm; (D) for the spectral Research Papers, n.846, 1983.
band n.188, centered at 2.2331im.

If the spectral data related to a certain
pixel are considered, they carry information
corresponding to the composition of the
ground being viewed and the intervening
atmosphere, as shown in Figure 2 for the
overall AVIRIS spectrum and in Figure 3 for
the spectrum between 1.9 and 2.Spm.

Unfortnately the signal-to-noise ratio
of the available data decrease too rapidly
from the visible spectral bands to the
infrared ones, reaching a value around 20:1
at 2.2pm (Rcf.4).

In order to evaluate the atmospheric
contribution, the LOWTRAN 6 computer program
is used (Ref.5). The transmittance of the
atmosphere, computed in the spectral region
and in according to the parameters of our
interest listed in Table 1, is reported in
Figure 4.

The comparison between graphs as in
Figure 3 and 4 allows first mineral
identifications.



946

(A) (B)

TOTAL HISTOGRAM TOTAL HISTOGRAM
3.4 AVIRIS fops ASOII? b*'d 30 A" iIS 1o0. ASII? bad 68

323'°

29 S2&"

2.4

2.2

1. 4

1.2 3

05 2

04 I

0 02 04 6 C0 40 SO 120 1I0 200 240

(C) (D)

TOTAL HISTOGRAM TOTAL HISTOGRAM
AV41CS tlwp AS 1?7 b.,d 225 AVII tep. ASOIS7 bE 169

20.

7 I
i- 12 -

13 -

12

3 7

2 C

75 44

3.

Figure 1. The histograms of the four spectral images of the Cuprite mining district.
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Figure 2. The AVIRIS total spectrum of Figure 3. The AVIRIS spectrum between
two adiacent pixels. 1.9 and 2.5pm as in Figure 2.
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LOWTRAN 6
r.n 20k 4e I. e.. .n 0...I 23km

O.0-

- Atmospheric model:
midlatitude summer o..

- Aerosol model: 0.

up to 2 km: rural, 23 km visibility 0.
from 2 to 10 km: tropospheric
from 10 km to 20 km: background strato 04

0.3.

- Path:
from 20 km to sea level (angle: 1800) 0.2-

9.1

- Frequency range:
from 4000 to 5250 c- 0

II 1. 2.3 2

Table 1. Parameters for the LOWTRAN 6 Figure 4. Computed atmospheric trans-
transmittance calculation. mittance from 1.9 to 2.5pm.
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A STUDY OF THE DOLLY VARDEN MOUNTAINS, NEVADA THROUGH THE
USE OF BROAD BAND REMOTE SENSING AND IMAGING SPECTROMETRY

J. A. Zamudio, W. W. Atkinson Jr.*

Center for the Study of Earth from Space (CSES) CIRES, University of Colorado,
Boulder, CO 80309

*Department of Geological Sciences, University of Colorado, Boulder CO 80309

ABSTRACT Mesozoic versus Cenozoic structures. A key to a better
Our goal of understanding the Mesozoic tectonic understanding of the tectonic history of the region is the

setting of the Dolly Varden Mountains in Nevada was documentation of geologic field relations coupled with
aided by combining remote sensing data with detailed information on the timing of some of the tectonic events
field mapping. Significant faults in the range were The Dolly Varden Mountains in eastern Nevada
delineated by convolving a directional filter with Landsat were chosen as the study area for the beginning phase of
Thematic Mapper (TM) data. Existing geologic maps were an investigation of the tectonic history of this part of
improved upon by analyzing information derived from Nevada because of the amount of previous work already
TM data as well as from the Thermal Infrared done in the range and the occurrence of an early
Multispectral Scanner (TIMS) and the Airborne Imaging Cretaceous intrusion to provide some time constraints on
Spectrometer (AIS). the Mesozoic deformation.
A time constraint is provided by correlating Mesozoic Remote sensing data of two general types, broad
structures with an early Cretaceous intrusion. The band and imaging spectrometer, were collected over the
association of parts of the stock and its attendant area. "Broad band sensors" refers to Landsat TM and
metamorphism to north trending normal faults indicates TIMS, as their bandwidths are on the order of tens to one
that in the early to middle Mesozoic the area was thousand nanometers. An imaging spectrometer such as
undergoing extension along an axis oriented east-west. the AIS can collect data in narrow, contiguous bands with
Early fractures within the stock are filled in some places widths on the order of ten nanometers. Spectra that are
with aplite, microgranite and other late stage dikes which produced from a sensor such as the AIS provide high-
trend N35*W and suggest that by Cretaceous time the spectral-resolution information where the locations and
extension axis had rotated to a roughly NE-SW shapes of absorption features can be accurately determined
orientation. (Goetz et al, 1985). Thus, these data can be used to

differentiate between the many mineral species that have
Keywords: Imaging Spectrometry, Thematic Mapper, various absorption features due to charge transfer, crystal
Thermal Infrared Multispectral Scanner, Airborne field effects, molecular vibrations and other mechanisms
Imaging Spectrometer (Goetz et al, 1985). Mineral maps can be produced that

show the distribution of the minerals which dominate the
INTRODUCTION picture elements (pixels) in a scene, significantly reducing

In eastern Nevada and western Utah is an the amount of field mapping and laboratory analysis
extensive terrane that has experienced a complex tectonic required for a geologic study.
history of Mesozoic deformation and superposed Tertiary GEOLOGY
extension. In Utah, this terrane is referred to as the Sevier The Dolly Varden Mountains are located about 60
foreland thrust belt where thrusting of sedimentary rocks kilometers southwest of the town of Wendover. The
in an easterly direction occurred during the Cretaceous to exposed sedimentary section contains 2200 meters of
early Tertiary Sevier Orogeny. West of the Wasatch Permian and Triassic miogeoclinal rocks including
Mountains, superposed Cenozoic extension has limestone, dolomite, sandstone, siltstone, chert and shale
complicated the tectonic picture. This region, whose (Atkinson et al., 1982).
western boundary is defined by the thrusts of the Antler The Mesozoic Melrose Stock which intruded the
vruguac beII (.,16uit 1), lb LUnMrliuky .t. uJ W 4b sedimentary rocks has yielded a K-Ar age of 125 Ma +20, -5
hinterland of the Sevier orogenic belt. The Mesozoic m.y. (Snow, 1963). An adjacent diorite dike was dated at
history of the region has been controversial for the past 154 Ma (K-Ar age) by W. J. Moore of the U. S. G. S.
twenty or more years (e.g., Misch, 1960; Armstrong, 1972; (Atkinson et al., 1982). The stock contains at least two
Miller et al, 1983). Many of the low-angle normal faults of phases, a monzonite and a quartz monzonite (Moore,
the region were once considered to be thrusts. It is likely 1976). Metamorphism along the intrusive contact is
that Tertiary extension has reactivated Mesozoic faults variable in extent and mineralogy. In the lower part of
(Snow, 1963) further complicating the recognition of the Paleozoic section, limestone and sandstone show only
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recrystallization in an aureole that locally is less than a than previous maps had shown.
meter wide. The degree and extent of metamorphism Color images were made with various- ratio and
increases upsection to widths of one kilometer, being principal component scenes as well as decorrelation
most pervasive near some large faults. Andraditic- stretches (Moik, 1980; Gillespie et al, 1986). These images
grossularitic garnet, diopside, wollastonite and minor delineate the igneous, sedimentary and various volcanic
forsterite are the highest grade minerals found. units found in the area. A ratio image with bands 5/7 as
Subsequent retrograde alteration has produced tremolite, red, 3/1 as green and 3/5 as blue shows carbonate rocks as
talc, serpentine, montmorillonite, chlorite, sepiolite and magenta, the monzonite stock as bluish green, rhyolite as
saponite. Numerous quartz latite and rhyolite porphyry lime green, quartz latite as light orange and andesite as
dikes, possibly related to the stock are found within and purple.
near the margin of the intrusion (Atkinson et al., 1982). A principal component scene was made putting PC

Tertiary volcanic rocks of probable Oligocene age 2 in the red plane, PC 3 in green and PC 4 in blue. Good
cover most of the eastern part of the range (figure 2). They differentiation of rock units, especially volcanic rocks is
include andesite lavas and quartz latite and rhyolite ash- evident in this scene.
flow tuffs. These rocks, like the older sedimentary and Finally, a decorrelation stretch was applied using all
igneous rocks, have been tilted to the east about 20 degrees bands except the thermal one. Three resulting bands that
as a result of Cenozoic extension. show the most contrast in exposed rocks were then used

to make the color image. This image is not as good for
MESOZOIC STRUCTURES differentiation in the carbonate and sandstone

Folds sedimentary rocks, but is excellent for the igneous rocks.
Folding in the range is primarily restricted to three All three resulting TM images were used to

anticlines within the Paleozoic section (Snow, 1963; improve the geologic map of the area and to correlate
Atkinson et al, 1982). The Victoria Anticline plunges volcanic units throughout the range. Obviously, field
gently ENE and lies just to the south of the Melrose Stock. geologists were unable to follow every contact in the field
The stock intruded passively and to some degree the so that delineation of rock units is improved. Differences
anticline was a favorable structure for emplacement. The in the volcanic rocks are especially enhanced in the
Blackhawk Anticline trends north and is slightly images; in some cases, these differences are not apparent
overturned with an axial plane that dips to the east. The when comparing adjacent outcrops in the field.
Keystone Anticline trends northerly and is located on the
southeast side of the range. These folds appear to be the TIMS
oldest structures in the range as they are cut by the second TIMS data were enhanced using a decorrelation
oldest structures, north-trending normal faults stretch on bands 1, 3 and 5, then displaying them as blue,
(Snow,1963). green and red respectively. Silica-rich rocks are generally

red to orange using this method, and the monzonite, the
Faults most silicate-rich rock in the area, is reddish. Good

North-trending normal faults apparently were differentiation of felsic thiough intermediate volcanic
zones of weakness present during intrusion of the stock, rocks is also apparent in the image.
as in some places, parts of the intrusion are sublinearly
aligned along them. In the south-central part of the range, AIS
calc-silicate metamorphic minerals were formed Airborne Imaging Spectrometer data were collected
preferentially along brecciated zones associated with these during the same flight as the TIMS data. The data is
faults. concentrated around the metamorphic aureole for the

purpose of mapping metamorphic minerals and studying
Joints and Dikes their relationship to faults.

The oldest post-intrusive structures are N351W The radiance data acquired by the sensor should be
trending joints in the stock, of which a number have been converted to reflectance in order to be able to extract
hydrothermally alteied and filled with aplite, pegmatite information on the minerals present. As there was no
and microgranite dikes that dip steeply to the southwest onboard calibration during the flight, the data could not be
(Snow, 1963). This would suggest that immediately after converted to absolute reflectance. However, the data were
intrusion of the stock, the axis of least principal stress in converted to internal average relative reflectance using
the region was oriented NE-SW. Fissures on the the method described by Kruse (1988). The data were first
southeast side of the range appear to be somewhat normalized using an equal energy spectral normalization
younger and trend north and northeast. They commonly which scales the sum of the DN's (digital numbers) in
are filled by veins or altered porphyry dikes. each spectrum to a constant value. This step removes

albedo differences due to topographic effects. An average
LANDSAT TM, TIMS AND AIS DATA ANALYSIS spectrum was then calculated for each flight line and

Landsat TM divided into each spectrum in that flight line to remove
Directional, three-by-three box filters were atmospheric and solar effects. One must be aware that any

convolved in the spatial dimension with band 5 of TM absorption ceatures that are common throughout a
data to enhance linear features -n the scene. Three filters majority of pixels will be evident in the average spectrum
were made to enhance features t:ending north, N171E and for the whole flight line. This will have the effect of
N60°W which correlated with previously mapped faults. producing a peak in reflectance for pixels that do not have
This technique delineated mapped major faults and also minerals with that particular feature. These relative (to
provided evidence that some faults are more extensive the average spectrum) reflectance spectra were then
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analyzed using the Spectral Analysis Manager (SPAM) 6. Miller, E. L., Gans, P. B., and Garing, J., "The Snake

program developed by the California Institute of Range decollement: an exhumed mid-Tertiary ductile-
Technology Jet Propulsion Laboratory. In order to handle brittle transition", Tectonics, v. 2, pp239-263, 1983.
*he large amount of data obtained by an imaging
spectrometer, SPAM uses a binary spectral encoding 7. Misch, P., "Regional structural reconnaissance in
algorithm which can efficiently separate, identify and central northeast Nevada and some adjacent areas:
classify spectra through use of this signature matching Observations and interpretations", Geology of east-
method (Goetz et al, 1985). The spectra were compared to Petroleum Geologists 11th Annual Field Conference
library mineral spectra in SPAM (figure 3) and some Guidebook, ppl7-42, 1960.
mineral maps produced showing distribution of such
phases as calcite, dolomite, tremolite, kaolinite and 8. Moik, J. G., "Digital processing of remotely sensed
montmorillonite. data" NASA SP-431, 1980.

CONCLUSIONS 9. Moore, T. E., personal communication, 1976.
Our knowledge of the geologic structure, and

distribution of rock types and metamorphic minerals is 10. Snow, G. C., "Mineralogy and geology of the Dolly
improved through our use of various remote sensing data Varden Mountains, Elko County, Nevada", Unpub. Ph.D.
types, combined with our field work. Significant faults are thesis, Univ. of Utah, 1963.
easily discerned in directionally filtered TM scenes. It is
evident from detailed field mapping and remote sensing
data that in pre-Cretaceous time the Dolly Varden area
was in an extensional regime as evidenced by the
association of parts of the stock and its attendant
metamorphism with normal faults. The northerly trends
of these faults suggest that the axis of least principal stress
was oriented east-west sometime during the early to
middle Mesozoic.

The presence of N351W trending joints in the stock
provides evidence that in Cretaceous time the area was
still undergoing extension, but the least principal stress
direction had rotated to roughly a NE-SW orientation.
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ABSTRACT collected by imaging spectrometers allow direct identification of
The Airborne Imaging Spectrometer (AIS), and the minerals based upon their reflectance characteristics. Molecular

Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) were vibrations in minerals result in characteristic overtone and
used to map the alteration mineralogy of a hydrothermal combination tone absorption bands in the infrared near 1.4, 1.9,
system in the Northern Grapevine Mountains, Nevada and 2.2, and 2.3 pm (Hunt, 1977). The positions and shapes of these
California using detailed spectral characteristics. Areas of absorption features vary in a predictable fashion for different
quartz-sericite-pyrite (QSP) alteration were identified based on minerals (Hunt and Salisbury, 1970; Hunt et al, 1971; Lee and
the presence of sericite (fine-grained muscovite) spectral Raines, 1984). Additional broad absorption bands are present in
features near 2.2 gm. Areas of argillic alteration were defined minerals such as iron oxides at wavelengths less than about 0.95
based on the presence of montmorillonite. Calcite and pm because of intervalence charge transfer between 0 2- and
dolomite were identified using the AIS based on sharp Fe3 + and crystal field transitions dependent on the type and
absorption features near 2.3 pim. Iron oxide distribution was degree of crystallinity (Hunt, 1977).
wapped using the AVIRIS visible wavelengths. The
mineralization observed is similar to that seen in some GEOLOGY
disseminated porphyry copper type deposits. The imaging The study area in the northern Grapevine Mountains,
spectrometer data, however, show that the distribution of Nevada, has been studied in detail using conventional geologic
alteration is usually fracture controlled and field checking mapping, geochemistry, field and laboratory reflectance
indicates that widespread supergene alteration is not present. spectroscopy, and imaging spectrometers (Wrucke et al, 1984;

Kruse, 1988). Precambrian bedrock consists of limestones,Keywords: Inaging spectrometry, mineral mapping, dolomites, sandstones and their metamorphic equivalents.
hydrothermal alteration Mesozoic plutonic rocks Include quartz syenite, a quartz

monzonite porphyry stock, and quartz monzonite dikes.
INTRODUCTION Tertiary volcanic rocks are abundant around the periphery of

Detailed maps of the distribution of alteration minerals the study area (Wrucke et al, 1984). Quaternary deposits include
at the surface are often the key to understanding the processes Holocene and Pleistocene fanglomerates, pediment gravels, and
by which mineral deposits form and to determining the alluvium.
location of ore bodies. These maps are usually produced by The Mesozoic rocks are cut by narrow north-trending
detailed field mapping combined with expensive laboratory mineralized shear zones containing sericite (fine grained
analysis techniques. High spectral resolution remote sensing muscovite) and iron oxide minerals. Slightly broader zones of
(imaging spectrometry) is a new tool that can be used to quickly disseminated quartz, pyrite, sericite, chalcopyrite, and fluorite
produce detailed maps for previously unmapped areas, and to mineralization occur in the quartz monzonite porphyry. This
guide field geologic mapping efforts. It can substantially reduce type of alteration is spatially associated with fine-grained quartz
required field mapping and laboratory analyses by making monzonite dikes. There are several small areas of quartz
positive identification of mineralogy possible. stockwork exposed at the surface in the center of the area.

Imaging spectrometry is "the simultaneous acquisition Skarn, composed mainly of brown andradite garnet intergrown
of images in many narrow, contiguous spectral bands" (Goetz et with calcite, epidote, and tremolite, occurs around the
al, 1985). Analysis of imaging spectrometer data allows perimeter of the quartz monzonite stock in Precambrian rocks.
extractioji of a detailed spectrum for each picture element
(pixel) of the image. The AIS was an experimental imaging IMAGING SPECTROMETER DATA ANALYSIS
spectrometer flown from 1983-87 to test two-dimensional, near- Preprocessing
Infrared area array detectors. This instrument imaged 32 (AIS- Preprocessing of imaging spectrometer data is usually
1) or 64 (AIS-2) cross-track pixels simultaneously, collecting data required to remove both dropped lines and bad bands from the
In 128 contiguous narrow (9.3 nm) channels from data. Individual bad lines are replaced with the average of the
approximately 1.2 to 2.4pm (Vane et al, 1983). Thi Airborne two adjacent lines. In the AIS data, a pronounced vertical
Visible/Infrared Imaging Spectrometer (AVIRIS) is a 224- striping pattern was also observed in the images, probably
channel Instrument measuring surface radiance over the caused by varying dark current offsets in detectors in the pixel
spectral range 0.41 to 2.45 gm in approximately 10 nm-wide direction. This striping was removed using a histogram-
bands (Porter and Enmark, 1987). matching algorithm (Dykstra and Segal, 1985). Bad bands in

High spectral resolution reflectance spectra such as those both the AIS and AVIRIS data were replaced with the average
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of adjacent bands. The dark current file was subtracted from the Analysis techniques
AVIRIS data. A running 7 line by 1 band box was used to filter The last 32 channels (2.1-2.4 gm) of the AIS data in the
the data before subtraction because of the high noise level in the IAR reflectance format were analyzed using automated
AVIRIS dark current data. absorption band mapping techniques (Kruse, 1988). The

strongest absor, 'on feature in the 2.1-2.4 ;Lm portion of each
Wavelength Calibration AIS spectrum was mapped into an intensity, hue, saturation

Laboratory measurements by Jet Propulsion Laboratory (IHS) color transform (Raines, 1977) and then transformed into
(JPL) provided the initial wavelength calibration for both the the red, green, blue (RGB) color space. The band position was
AIS and AVIRIS data. An additional check on the wavelength mapped into hue, the band depth into intensity, and the band
calibration was made by comparing the positions of known width Into saturation. Transformation of the IHS-encoded
atmospheric absorption features to their locations in the spectral ln,,rmation into the RGB color space produced an "IHS
imaging spectrometer data. Atmospheric carbon dioxide (C02) absorption band image" in which all the absorption band
absorption band, located at 2.005, and 2.055 jIm are useful for information for the strongest absorption feature between 2.1
wavelength-calibration of the data in the infrared (Vane, 1987). and 2.4 im in each pixel was present in the color variation
Comparison of the positions of these band in both the AIS and (Kruse, 1988). A mineralogical map was then produced through
AVIRIS data show.d that the JPL calibrations were accurate to visual interpretation of the color Image and examination of
within one channel. individual AIS spectra.

The AVIRIS data were analyzed using a new software
Calibration to Reflectance package called "Integrated Software for Imaging Spectrometers"

Calibration to reflectaihce is mandatory for detailed (ISIS) (Torson, 1989) developed by the United States Geological
analysis of imaging spectrometer data. Ideally the data should Survey in Flagstaff, Arizona and enhanced by CSES/University
be calibrated to absolute reflectance. This requires onboard of Colorado. ISIS is a software package that allows interactive
calibration for each flight which was not available for the analysis of imaging spectrometer data. Individual pixels and
imaging spectrometer data. Both the AIS and AVIRIS data used area averages can be selected for spectral analysis. Part of the
in this study were initially converted to internal average image display shows a spatial image and the rest of the display
relative (IAR) reflectance (Kruse, 1988). This conversion was shows a stacked, gray-scaled or color-coded spectral image
selected because it does not require a priori knowledge of the (Marsh and McKeon, 1983; Kruse, 1988). The stacked spectra
site. The IAR reflectance procedure requires that albedo correspond to a slice through the spatial image which can be
differences be removed from the images so that tie spectral interactively selected in real time. Concurrent tasks allow
information can be extracted. This was accomplished using an spectral matching of image spectra to library spectra and overlay
"equal area normalization" as described in Vane and Goetz of the matched areas onto a single band image.
(1985). The normalization scales the sum of the DN's in each
spectrum (each pixel with N bands) to a constant value. IAR AIS RESULTS
reflectance is then calculated by determining an average Two AIS-1 flightlines acquired in 1984, one AIS-1
spectrum for all flightlines acquired on an individual mission flightline acquired in 1985, and four AIS-2 flightlines acquired
and dividing each spectrum in each flightline by the average in 1986 were prepared as IHS-coded absorption band images for
spectrum. The resulting spectra represent reflectance relative to spectral analysis. Individual spectra and groups of spectra were
the average spectrum and resemble laboratory spectra acquired extracted from the AIS data and comparisons were made to
of the same materials (Kruse, 1988). When looking at an TAR laboratory standards and published spectra to identify alteration
reflectance spectrum it should be remembered that the average minerals (Hunt, 1979; Hunt and Ashley, 1979; Lee and Raines,
spectrum used to calculate the IAR reflectance spectrum may 1984). Several minerals were identified using the AIS data.
itself have spectral character related to mineral absorption Some of the alteration in the area consists of quartz-sericite-
features. This can adversely affect the appearance of the IAR pyrite (QSP) alteration as identified from absorption features at
reflectance spectra and limit their usefulness in comparisons 2.207, 2.245, and 2.346 gm for sericite (fine-grained muscovite)
with laboratory spectra (Clark et al, 1987). The average spectrum (Figure 1). Areas of argillic alteration were defined by the
for the flightlines analyzed in this study did not contain any presence of a weak to moderate absorption feature near 2.21ttm
obvious mineral absorption features. caused by montmorillonite and the absence of the 2.346 jim

An alternative to onboard calibration or IAR reflectance sericite band (Figure 1). Areas of mixed montmorillonite and
conversion is to use a standard area on the ground to calibrate sericite could not be distinguished from those having only
the data (Roberts et al, 1985) however, this approach requires a ser!cite. The AIS data also allowed positive identification of
priori knowledge of each site. The calibration to reflectance calcite and dolomite based on the presence of absorption
requires choosing two ground target regions with albedos that features near 2.34 and 2.32 jim, respectively (Figure 2) and
span a wide range and acquiring field spectra to characterize zeolite-group minerals based on an absorption band near 2.4
them. Field spectra were measured and samples were collected j.m (Kruse, 1988).
for the study area during 1984-1988. For this study the two
calibration targets used were volcanic tuff (bright target) and AVIRIS RESULTS
quartz syenite outcrops and gravel (dark target). The second The AVIRIS data for this site were reduced to IAR
step in the process involves picking the multiple pixels in the reflectance as described in the preprocessing section. The ISIS
airborne data set that are associated with each ground target. program was used to extract spectra for areas of known
Then a linear regression is calculated for each band to mineralogy. Figure 3 shows an AVIRIS spectrum for sericite
determine the gains and offsets required to convert the DN to (fine grained muscovite) compared to a laboratory spectrum of
reflectance (Kruse et al, 1989). The final step in the calibration is muscovite. Figure 4 shows an AVIRIS carbonate spectrum
to multiply the instrument L)N values by the proper gain lactor compared to a laboratory spectrum of dolomite. Both AVIRIS
and to add the corresponding offset value. The result is the spectra are very noisy, although they are averages of several
removal of atmospheric effects (both attenuation and pixels. Severe signal-to noise problems degraded the quality of
scattering), viewing geometry effects, and residual instrument all spectra extracted from the AVIRIS data and differentiation
artifacts. While no such correction can be perfect, it does allow between calcite and limestone, and muscovite and
conversion of the remotely sensed spectra into a form that can montmorillonite, previously demonstrated with AIS data, was
be readily compared with laboratory or field acquired spectra. not possible using the AVIRIS spectra. These findings indicate
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that the AVIRIS data is not as useful as the AIS data for 8. Hunt, G. R., Salisbury, J. W., and Lenhof, C. J., 1971, Visible
mapping subtle mineralogical variation, primarl y because of and near-infrared spectra of minerals and rocks: III. Oxides
low signal-to-noise. Although the AVIRIS data were useful for and hydroxides: Mod. Geol., v. 2, p. 195-205.
mapping strong mineral absorption features and producing 9. Kruse, F. A., 1988, Use of Airborne Imaging Spectrome.-r
mineral maps at the Nevada site, it is clear that significant data to map minerals associated with hydrothermally
improvements to the instrument performance are required altered rocks in the northern Grapevine Mountains,
before AVIRIS will be an operational instrument. Nevada and California: Remote Sensing of Environment,

An additional attempt to map minerals was made after v. 24, no. 1, p. 31-51.
the calibration to reflectance using ground targets. Spectra, 10. Kruse, F. A., Kierein-Young, K. S., and Boardman, J. W.,
profiles, and stacked, color-coded spectra were ertracted from 1989, Mineral mapping at Cuprite, Nevada with a 63
the AVIRIS data and these derivative data were compared to channel imaging spectrometer: Photogrammetric
AIS results, field and laboratory spectra, and geologic maps. Engineering and Remote Sensing, v. LV, no. 4, September,
Average spectra were extracted for two types of carbonate spectra 1989 (submitted)
and one typical "clay" spectrum. These spctra appear similar to 11. Lee, Keenan, and Raines, G. L., 1984, Reflectance spectra of
the IAR reflectance spectra. Even though these minerals have some alteration minerals--a chart compiled from published
very strong absorption features, they are only marginally data 0.4utm-2.5;tm: U.S. Geological Survey Open-File
identifiable as mineral groups using the AVIRIS data because of Report 84-96, 6 p., 1 chart.
high noise in the data. Binary encoding (Mazer et al, 1988) was 12 Marsh, S. E., and McKeon, J. B., 1983, Integrated analysis of
used to map the distribution of these the carbonates and clay. high-resolution field and airborne spectroradiometer data
Additionally, a representative iron oxide spectrum was for alteration mapping: Econ. Geol., v. 78, no. 4, p. 618-632.
extracted from the data (Figure 5) and used to map surface iron 13. Mazer, A. S.,Martin, M., Lee, M., and Solomon, J. E., 1988,
oxide distribution. Image processing software for imaging spectrometry data

analysis: Remote Sensing of Environment, v. 24, no. 1, p.
CONCLUSIONS 201-210.

The mineral assemblages and distributions mapped 14. Porter, W. M., and Enmark, H. T., 1987, A system overview
from the AIS, and AVIRIS data were used to assist in of the Airborne Visible/Infrared Imaging Spectrometer
development of a model for the alteration and mineralization (AVIRIS): in Proceedings, 31st Annual International
for the study area. The two alteration types (QSP and argillic Technical Symposium, 16-21 August, 1987, Society of
alteration) defined with the imaging spectrometer data appear Photo-Optical Instrumentation Engineers, V. 834, p. 22-31.
to be related to separate stages of mineralization. Field checking 15. Raines, C. R., 1977, Digital color analysis of color ratio
shows that quartz-sericite-pyrite (QSP) alteration is the composite Landsat scenes: in Proceedings, Eleventh
predominant alteration type in the area and is spatially International Symposium on Remote Sensing of
associated with quartz monzonite dikes and possibly a larger Environment, University of Michigan, Ann Arbor, p. 1463-
quartz monzonite body at depth. New areas of quartz-sericite- 1472.
pyrite (QSP) alteration were identified using the remote sensing 16. Roberts, D. A., Yamaguchi, Y., and Lyon, R. J. P., 1985,
data. The argillic alteration zone occurs in quartz syenite, and is Calibration of Airborne Imaging Spectrometer Data to
spatially associated with a granitic intrusion. The percent reflectance using field spectral measurements: in
mineralization observed at the northern Grapevine Mountains Proceedings, Nineteenth International Symposium on
site is similar to that seen in some disseminated porphyry Remote Sensing of Environment, Ann Arbor, Michigan,
copper type deposits, however, it is localized, mostly fracture October 21-25,1985.
controlled, and widespread supergene a!teration is not present. 17. Torson, J. M., 1989, Interactive image cube visualization

and analysis: in Proceedings, Chapel, Hill Workshop on
Volume Visualization, 18-19 May, 1989, University of
North Carolina at Chapel Hill, (in press).
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LITHOLOGY AND STRUCTURE WITHIN THE BASEMENT TERRAIN ADJAC±3NT TO
CLARK MOUNTAINS, CALIFORNIA, MAPPED WITH CALIBRATED DATA FROM THE

AIRBORNE VISIBLE/INFRARED IMAGING SPECTROMETER

Robert 0. Green and Gregg Vane

Jet Propulsion Laboratory
California Institute of Technology

Pasadena, California

BACKGROUND The Clark Mountains are best known for the
Mountain Pass carbonatite complex, which contains
the world's largest known concentration of rare

The Clark Mountains lie just to the north of earth elements in an area that is about 7 miles
Interstate 15 in eastern California, between long by 3 miles wide (Olson et al., 1954). In a 15
Barstow, California and Las Vegas, Nevada. The mile radius around this area there have been
rugged, highly dissected area is nearly 5000 feet many mines and prospects for gold and copper, as
above sea level, with Clark Mountain rising to well as lead, zinc, tungs" tin, silver and
8000 feet. The rocks comprising the Clark antimony. Unrelated to the deposits of rare earths,
Mountains and the Mescal Range just to the south the metallic mineralization is controlled largely by
are Paleozoic carbonate and elastic rocks, and faults and intrusives of Cretaceous age. The
Mesozoic elastic and volcanic rocks standing in Mountain Pass rare earth district lies in a block of
pronounced relief above the fractured Precambrian rock bounded on three sides by faults
Precambrian gneisses to the east (Evans, 1974). and on the fourth by the alluvium of the Ivanpah
The Permian Kaibab Limestone and the Triassic Valley. The country rock consists of a complex of
Moenkopi and Chinle Formations are exposed in gneisses and schists. Cutting across the foliation of
the Mescal Range, which is the only place in the metamorphic complex are bodies of alkalic
California where these rocks, which are typical of rock, associated with which are hundreds of dikes
the Colorado Plateau, are found. To the west, the of carbonate and a large carbonatite body. There
mountains are bordered by the broad alluvial are also swarms of pegmatite dikes trending
plains of Shadow Valley. Cima Dome, which is an northward, and swarms of andesite dikes of
erosional remnant carved on a batholithic intrusion younger age trending eastward. The rare earth
of quartz monzonite, is found at the south end of mineralization is restricted to the large carbonatite
the valley. To the east of the Clark and Mescal body and carbonate dikes and occurs primarily as
Mountains is found the !vanpah Valley, in the the mineral bastnaesite (Olson and Pray, 1954).
center of which is located the Ivanpah Playa. The The diverse mineralogical composition of the
geography of the area is shown in Figure 1. Mountain Pass area make it an attractive target for

h TO research in high spectral resolution remote
.. VEGAS sensing.

A' STUDIES OF THE CLARK MOUNTAINS WITH THE4 AS,,ALT AIRBORNE VISIBLE/INFRARED IMAGING07 2.AE. SOIL o

4' 1 ~ ~ PLAY'~\2.SPECTROMETER

,- ',o-,. /N"1 In 1987, images were acquired of the Clark
ASHASSiTE ./Mountain- with the Airborne Visible/Infrared

Figure 1. Location of the AVIRIS imagery Imaging Spectrometer (AVIRIS) during its first
acquired over the Clark Mountains in 1987. Shown flight season. AVIRIS is a whisk-broom sensor
are Ivanpah Valley, the Clark Mountains, the that acquires images in 220 contiguous 10 nm
Mescal Range, and Shadow Valley. The locations of wide spectral bands over a 10.5 km swath with a
several calibration targets used in the study are ground instantaneous field of view of 20 m (Vane,
also indicated. 1987). The purpose of the Clark Mountains

I
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experiment was dual: To study the geology of the I
area, and to assess the performance of the sensor 0.9

in a complex geological setting. The latter was the 0.8 [
primary purpose of the 1987 experiment, and will 0 o.7F
be addressed in summary fashion in this paper. A U 0.6

subsequent experiment is being conducted in 1989 L4_
which will address the geological objectives. One 0-
of the chief attractions of the Clark Range from a L 

0 1

sensor performance evaluation standpoint is the c 0.3

rare-earth-bearing carbonatite of Mountain Pass. 0.2

As noted above, the Mountain Pass carbonatite 0.1
contains a high concentration of the mineral 0 Iii i i ii I i
bastnaesite, which has seven generally recognized 400 600 800 1000 1200 1400 1600 1800 2000 2200 2400

rare earth metals, although others are present in WAVELENGTH (nm)
very small amounts. The seven are cerium,
lanthanum, neodymium, praseodymium, Figure 3. A reflectance spectrum of the mineral
samarium, gadolinium, and europium. Calcite is bastnaesite acquired with a Beckman UV5240
also a major constituent of bastnaesite. Laboratory laboratory spectroradiometer showing the sharp
spectral reflectance curves for 4 of the bastnaesite absorption features in the visible and near
rare-earth-element oxides are shown in Figure 2 i~frared spectral regions caused by trivalent rare
(Rowan et al, 1986). In Figure 3, a laboratory
spectral reflectance curve for bastnaesite itself is
shown (Adams, 1965). The abundant absorption
features result from electronic transitions in the
plus-three-charged rare earth elements. These
features in conjunction with various narrow An AVIRIS image of Mountain Pass is shown
atmospheric absorption features were used to in Figure 4. The area of active mining is
assess the spectral resolution of AVIRIS. immediately north of the highway crossing the

image. Figure 5 is an AVIRIS spectrum from a
pixel within the open mine pit (Green et al., 1988).
The spectrum has been corrected to reflectance
using the empirical line algorithm described by

LABORATORY SPECTRA REE OXIDES Conel et al. (1987), which compensates for
- ------- .multiplicative components of solar illumination,

EU20 3  atmospheric attenuation and instrument response,
as well as for the additive factors of atmospheric

gaps in the spectrum centered at approximately
940, 1125, 1400 and 1900 nm are due to strong
atmospheric water absorption. The offsets in the

lox reflectance curves at about 700 and 1280 nm are
REFLECTANCE due to changes in the response functions of the

-, AVIRIS spectrometers over the duration of the

sm 2o3 /10 r , ,  flight line (Vane et al., 1988). Three strong'i( / p . . , i~ii., llo /absorption features are clearly seen between 700

Pr 2O3  and 900 m. These are due to the presence of
neodymium. A smaller feature can also be seen at
600 nm which is due to neodymium or
praseodymium, or a combination of both. Other

'V absorption features evident in Figure 5 include a
.... .... .... .... .... ... possible neodymium feature at about 1600 nm and

0.4 05 0.6 0.7 0.8 0.7 0.9 1.1 1.3 1 5 1.7 1.9 2.1 2.3 2.5 a strong C03 absorption at 2300 nm. Possible :are
WAVELENGTH, g~m iearth absorption feature associated with europium

Figure 2. Laboratory reflectance spectra for the may be present between 2000 and 2100 nm, but
four rare-earth oxides of europium, neodymium, low signal-to-noise performance in this part of the

samarium and praseodymium, all of which occur in spectrum preclude drawing strong conclusions
the mineral bastnaesite, one of the major -about these low amplitude, high resolution
components of the Mountain Pass carbonatite features.
(from Rowan et al., 1986). Work with this and other data sets from
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1987 confirmed that AVIRIS met many of its
performance requirements, but deficiencies were
found in the signal-to-noise and in the spectral
resolution of some of the AVIRIS spectrometers.
The radiometric response function was also found
to vary from flight to flight and to a lesser degree,
within a given flight. Additional engineering work
was done on the sensor in 1988. Results will be
presented at the symposium on the performance of
the sensor based on recent in-flight experiments
over the Clark Mountains. Also to be presented
will be structural and lithological mapping based
on the analysis of calibrated AVIRIS data from the
Clark Mountains.

ACKNOWLEDGEMENTS

The work described in this paper was carried
out at the Jet Propulsion Laboratory, California
Institute of Technology, under contract with the

Figure 4. An AVIRIS image in one 10-nm wide National Aeronautics and Space Administration.
spectral band centered at about 1013 nm. The
area imaged is about 10 by 11 km. The Mountain
Pass mine is just to the north of Interstate 15.
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Figure 5. An AVIRIS reflectance spectrum from
a pixel centered at the open pit mine at Mountain
Pass (Green et al., 1988). The spectrum has been
corrected using the empirical line reflectance
retrieval algorithm. The three strong neodymium
absorption features between 700 and 900 nm are
well resolved. Other features in the spectrum are
discussed in the text.
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ABSTRACT alteration. Ashley and Abrams (1980) identified three
LANDSAT Thematic Mapper (TM) images and mappable zones of alteration consisting of an intensely

Geophysical and Environmental Research Imaging altered central silica cap surrounded by subsequently
Spectrometer (GERIS) data were analyzed for the less altered zones of opalized and argillized rock (Figure
Cuprite mining district and compared to available 1). The mineralogy in the silicified zone was observed to
geologic and alteration maps of the area. The TM data be primarily quartz with minor calcite, alunite, and
with 30 meter resolution and 6 broad bands allowed kaolinite. The opalized rocks contain the alteration
discrimination of general mineral groups. Clay minerals opal, alunite, and kaolinite. The argillized
minerals, playa deposits, and unaltered rocks were zone mineralogy consists of kaolinite derived from
mapped as discrete spectral units using the TM data, plagioclase, and montmorillonite and opal derived from
but specific minerals were not determined and definition volcanic glass.
of the individual alteration zones was not possible.

The GERIS, with 15 meter spatial resolution and ANALYSIS SOFTWARE
63 spectral bands, permitted construction of complete Complete analysis of imaging spectrometer data
spectra and identification of specific minerals. Detailed requires sophisticated image processing techniques that
spectra extracted from the images provided the ability to combine simultaneous extraction and display of both
identify the minerals alunite, kaolinite, hematite, and spectral and spatial information. Analysis software is
buddingtonite in the Cuprite district by their spectral under development at several locations that takes
characteristics. The GERIS data show a roughly advantage of the combined high resolution graphics and
concentrically zoned hydrothermal system. The imaging capabilities of modern image processing
mineralogy mapped with the aircraft system conforms workstations (Mazer et al, 1988; Torson, 1989). An
to previous field and multispectral image mapping. analysis package called "Integrated Software for
However, identification of individual minerals and Imaging Spectrometers" (ISIS) (Torson, 1989) was used
spatial display of the dominant mineralogy add for the analysis of the Cuprite GERIS and TM data. ISIS
information that can be used to help determine the runs on a Digital Equipment Corporation (DEC)
morphology and genetic origin of the hydrothermal VAXstation with a GPX color graphics display
system. configured with an additional 1024 x 1024 image display

(IVAS, by International Imaging Systems). This
Keywords: Imaging Spectrometry, Thematic Mapper, combination allows simultaneous display of three

Cuprite, Nevada spatial image planes as a color composite image on the
IVAS display with a side slice showing the spectral

INTRODUCTION dimension, and real-time display of spectra on the GPX
The Cuprite mining district, located about 15 km graphics screen. A vertical line-cursor on the IVAS

south of Goldfield on U.S. Highway 95 in southwest display shows the location of the spectral slice, while a
Nevada (Figure 1), is an excellent area to test remote standard crosshair-cursor shows the location of the
sensing technology because of the good rock exposures current spectrum. Concurrent application processes
and the presence of several distinct mineral allow selection of ground targets for calibration,
assemblages. Cuprite has been used for many studies extraction of average spectra, and spectral
over the years and an extensive image database and classification. CSES is developing concurrent ISIS
collection of field and laboratory spectra exist for the analysis programs that utilize expert system capabilities
district (Rowan et al, 1974; Kahle and Goetz, 1983; Goetz (Kruse et al, 1988) and allow spectral unmixing to be
and Srivastava, 1985), The geology of the district is used in the image classification (Boardman, 1989).
relatively well known and has been described in detail by
Abrams et al (1977), Ashley and Abrams (1980), and COMPARATIVE ANALYSIS OF
Shipman and Adams (1987). Bedrock consists of TMAND GERIS DATA
Tertiary volcanic and volcaniclastic rocks, principally
rhyolitic ash-flow tuffs with some air-fall tuff (Abrams et TM data have 30 meter spatial resolution and six
al, 1977). The volcanic rocks have been extensively broad spectral bands in the visible and near infrared.
modified in the Cuprite district by hydrothermal TM data also have a band in the thermal region which
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was not used in this analysis. The scene used in this by Abrams et al (1977). A kaolinitic zone is found farther
study was obtained in October 1984. The data were from the center with an asymmetrical absorption band
converted to exoatmospheric reflectance using look-up- at 2.21 jim (Figure 4). This corresponds in part with the
tables published by EOSAT (Markham and Barker, argillized zone of Abrams. Significant occurrences of
1986). alunite and kaolinite are also mapped west of U. S.

The TM data were analyzed using both traditional Highway 95, however, these exposures are outside the
techniques and the ISIS software. False color area of mapped alteration and have not yet been
composites, color ratio composites and traditional evaluated in the field. Areas of ammonium enrichment
maximum likelihood classification techniques were near the northwest edge of the former hydrothermal
used to analyze the data (Rowan et al, 1974; Lillesand system were identified by using the GERIS data to detect
and Kiefer, 1987). Both the classification and ratio the presence of the mineral buddingtonite.
images show the best resui'q by allowing discrimination Buddingtonite is an ammonium bearing feldspar
of general mineral groups. Unaltered and altered rocks discovered in the Cuprite district using the NASA
are mappid as discrete units but individual mineral Airborne Imaging Spectrometer (AIS) (Goetz and
discrimination is not obtained. A classification was also Srivastava, 1985). Although very difficult to recognize in
performed on the TM data using the ISIS "spectrum the field, identification of buddingtonite was possible
ratioing" technique. This method classifies an image by using the imaging spectrometer data because of the
dividing the spectrum for each pixel in the image by a presence of a broad 2.117 im absorption band and a
refeience spectrum extracted from the data. The secondary narrow band near 2.02 gm (Krohn, 1986;
resulting average deviation from 100% is compared to a Krohn and Altaner, 1987) (Figure 4). Hematite mapped
tolerance to determine if the image spectrum matche3 using the GERIS data (Figure 5) is distributed primarily
the reference spectrum. This technique was used around the contact between the altered and unaltered
successfully to discriminate the iron bearing areas from volcanic rocks.
non-iron areas in the TM data. This technique did not
work well in discriminating between the alunitic and SUMMARY
clay areas. Figure 2 shows the extracted spectra from High spectral resolution remote sensing (imaging
the TM data for known mineralogical units. The TM spectrometry) is a new tool that can be used to
spectra obviously undersample the available spectral supplement existing geologic maps and to quickly
detail and are very similar for the alunite, kaolinite, and produce detailed information for previously unmapped
buddingtonite. Only the hematite spectrum has spectral areas. Analysis of imaging spectrometer data allows
character that makes it different, extraction of a detailed spectrum for each picture

element (pixel) of the image. Broad-band remote
GERISData sensing systems, such as the Landsat Multispectral

The Geophysical and Environmental Research Scanner (MSS) and Landsat Thematic Mapper (TM),
Imaging Spectrometer (GERIS) instrument is the first drastically undersample the information content
commercial imaging spectrometer. Imaging available from a reflectance spectrum and identification
spectrometers measure light reflected from the Earth's of individual minerals is not possible. An imaging
surface, utilizing many narrow contiguous spectral spectrometer, on the other hand, samples at close
bands to construct detailed reflectance spectra for intervals and allows construction of spectra that closely
millions of discrete picture elements (pixels) (Goetz et al, resemble those measured with laboratory instruments
1985). The GERIS collects data from 0.43 to 2.5 jim in 64 (Figure 6). The high spatial and spectral resolution
channels of varying width using three grating imaging spectrometer systems make identification of
spectrometers with three individual linear detector individual minerals and mineral assemblages possible.
arrays. The 24 visible and infrared bands between 0.43 Zoned mineralogy mapped at Cuprite, Nevada
and 0.972 are 23 nm wide, the 8 bands in the infrared using the GERIS system conforms in a general sense to
between 1.08 and 1.8 pim are 120 nm wide, and the 31 previous field and multispectral image mapping.
bands from 1.99 to 2.5 im are 16 nm wide (William Identification of individual minerals, however, using
Collins, written communication, 1988). The GERIS was the imaging spectrometer data and spatial display of the
flown over Cuprite during August 1987. dominant mineralogy adds information that can be used

Analysis of the GERIS data in the spectral to help determine the morphology and genetic origin of
dimension results in extraction of absorption band the hydrothermal system. The imaging spectrometer
information that allows definition of the surface data shows that the zoning at Cuprite has many
mineralogy at Cuprite. Because complete spectra can be characteristics similar to those described for large
extracted from the imaging spectrometer data, it was replacement-type alunite deposits (Hall and Bauer,
possible to identify and map individual minerals using 1983).
an ISIS "binary encoding" technique (Mazer et al, 1988).
The GERIS data show a roughly concentrically zoned ACKNOWLEDGEMENTS
hydrothermal system (Figure 3). The mapped mineral The authors would like to thank William Collins
zones do not correspond one-for-one to Abrams' of Geophysical and Environmental Research Inc. for
alteration zones, however, a general match is observed, providing the Cuprite GERIS data for evaluation and the
A central silica cap mapped previously by Abrams et al U. S. Geological Survey (Flagstaff) for providing analysis
(1977) (Figure 1) was not distinguished using spectral software. Development of imaging spectrometer
classification of the 63 channel imaging spectrometer analysis techniqies was funded in pert under
data because spectra of the cap were highly variable and NASA/JPL contract #958039. XRD characterization and
no r'iaracteristic spectrum was identified. The imaging measurement of reflectance standards was supported by
specc'meter data show that the first zone out from the NASA grant NAGW-1601.
silica rep consists primarily of alunite with absorption
bands L 2.16, 2.32, and 2.42 gim (Figure 4). This
corresponds with portions of the opalized zone mapped
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ABSTRACT north-central Nevada are ideal for study of alteration
X-Ray diffraction studies of clay minerals from assemblages using field and laboratory spectral

several disseminated gold deposits in Nevada measurements and multispectral remote sensing because
demonstrate that illite polytypes are often laterally and the geology is generally well known and gold assays
vertically zoned around ore bodies. Polytypes act as already exist for many areas. The Carlin mine in Eureka
geof.hermometers indicating temperatures of ore County, Nevada, was selected for the initial study because
deposition and thus proximity to the hydrothermal fluids it is recognized as the type locallity for the original
during deposition. The distribution of illite mineralogy sediment hosted disseminated gold deposit. Acidic, gold-
was evaluated for several major disseminated gold bearing hydrothermal solutions have extensively
deposits in Nevada using a field portable reflectance modified the host carbonates at Carlin. High grade ore is
spectrometer. Changes in the visible/near-infrared concentrated in weakly to moderately calcareous, weakly
reflectance spectra were observed as the illites progressed to moderately silicified Roberts Mountains Formation
from the lower temperature, less ordered 1M variety (Bakken and Enaudi, 1986).
through the higher temperature 2M type. Distinctive
absorption features near 1.90 and 2.20 .m and between 2.3- X-RAY DIFFRACTION DETERMINATION
2.5 prm in both field and laboratory spectra differentiated OF ILLITE POLYrYPES
interlayer water, structural water (OH-), and some X-ray diffraction studies indicate that illite is an
octahedral layer characteristics. Field reflectance important mineral species in disseminated gold deposits,
spectroscopy can be used to assist exploration efforts by reflecting lateral and vertical zonation around gold ore
providing detailed mineralogical information in real-time bodies. Illites change crystal structure with temperature
at the field location. As the new generation of imaging and may act as geothermometers indicating temperatures
spectrometers is developed it is likely that subtle spectral of ore deposition and proximity to hypogene and
differences such as those between the illite polytypes will supergene fluids. Figure 1 is a compilation of X-ray
become useful for remote exploration for mineral diffraction spectra showing the two most common illite
deposits. species or polytypes. These range from the higher

temperature, well ordered 2M to the poorly ordered, lower
INTRODUCTION temperature 1M. Illite polytypes can now easily be

Reflectance spectroscopy and multispectral remote differentiated by automated X-ray diffraction. Several
sensing are proven tools for locating and mapping diagnostic polytype peaks occur between 23-32 degrees
hydrothermally altered rocks (Rowan et al, 1974; Marsh two-theta. These peaks and their hkl values are marked
and Mckeon, 1983; Goetz et al, 1985; Lee, 1985; on figure 1. The 2M 2 from Japan (A) is a classic high
Hutinspiller, 1988; Feldman and Taranik, 1986; Kruse, temperature hydrothermal illite from Dr. S. Shimoda of
1988; Kruse et al, 1989). Broad band systems such as the the University of Tsukuba, Japan. The 2M illite from the
Landsat Multispectral Scanner (MSS, 4 spectral bands) and Marblehead location (B) is of sedimentary origin and
Thematic Mapper (TM, 6 spectral bands) provide an although identifiable as a 2M species, it is quite different
operational capability that can be used by the exploration from the Shimoda sample. There is considerably more
geologist to identify areas for more detailed study. water in its structure with interstratified smectite. This i
However, these instruments identify only general shown by the broad, asymmetrical profile of its 10A (8.9.,
mineral groups such as carbonates, clays, and iron oxides. peak and the higher background from 20 - 70. The Silver
New imaging spectrometer systems with higher spatial Hill sample (D), also sedimentary, has been identified as a
and spectral resolution (up to 224 narrow spectral bands) 1 Md which indicates disorder in its stacking. The
make identification of individual minerals (alunite, diagnostic 1M, smaller peaks at ~25.50 and -270 are not as
kaolinite, illite, hematite, goethite, etc.) and mineral well defined as in the Fithian sample (C) which is
assemblages possible thus permitting detailed site-specific considered to be IM. It becomes obvious that there is
mapping of alteration mineralogy, extensive variation among the illites.

The Carlin-Trend disseminated gold deposits of Preliminary work at Carlin indicates that illites vary
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regularly with proximity to ore bodies. Figure 2 contrasts detailed mineralogical information real-time at the field
the X-ray diffraction data for a 2M illite (upper scan) from location. The potential exists, given sufficient spectral and
a high gold bearing zone with a 1M illite (lower scan) spatial resolution and instrument signal-to-noise to
from a barren, silica flooded alteration zone ., the Carlin identify these polytypes from the air with an imaging
Mine. The contrast between the polytypes is striking and spectrometer.
shows potential as an exploration tool.
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Figure 3. Reflectance spectra of illite reference standards Figure 4. Illite reflectance spectra collected with a
showing polytype differences. Note how the portable reflectance spectrometer in the Main
absorption features at 1.4, 1.9, 2.2, and between Carlin Pit. The top spectra is a 2M illite while
2.3 and 2.5 gm change with polytype. A is a the bottom is a 1M. Note the differences in the
higher temperature Japanese hydrothermal definition of the features at 2.2prm and from
2M; B a sedimentary 2M; C a sedimentary 1M; 2.3grm to 2.5pgm.
and D a disordered 1M. Spectra were collected
on a Beckman 5270 laboratory spectrometer
with integrating sphere.
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Present Status and Operation History of MOS-1

Kohei Arai

Earth Observation Center,
National Space Development agency of Japan
1401 Ohashi, Hatoyama, Saitama 350-03 Japan

ABSTRACT 2. MOS-1 operation summary
The AOS-l satellite was launched at According to the major purposes of

01:23(UT), Feb. 19 1987. After 3 months MOS-1, MOS-1 operation are summarized as
mission check, well qualified data of 3 follows.
seniors onboard MOS-1, MESSR, VTIR, MSR
and DCS transpondor have been (1) to establish fundamental
transmittod. Aside from mission technologies on earth observation
instruments, a solar paddle generating satellites
power is in the specification while fuel Except one case of satellite
still remains with a sufficient margin, attitude loss occured on July 28 1987,
The battery hes been operating at the functions and performance of mission and
DOD of 13% in average with a little bus instruments were confirmed within
temperature deviation. Meanwhile MOS-1 the range of the specification.
orbit has been controlling within the
range of 10s apart from nominal orbit
except a few cases. Satellite attitude (2) to observe maily ocean phenomena
has been stabilizing within the range of using the mission instruments
the specification except a few cases. Usefulness of mission instruments
Major troubles on MOS-1 encountered so data has been confirming in the MOS-1
far are as follows. (1) The inversion in verification program.
the stored conmand memory due to high
energy particles including heavy ions. (3) to conduct primary experiments with
(2) Insufficient threshold level for the DCS transponder
earth sensors. Data link success rate -and

determination accuracy of DCP location
1. Introduction were confirmed. For the DCP with output

NASDA launched Marine Observation power is higher than 4 W, the success
Satellite-l(MOS-1) on Feb. 19 1987 and rate is higher than 80% while the
get it into the expected orbit then in determination accuracy is less than 500m
the 3 months mission check, confirmed if the DCPs are located within the range
the functions and performance of the from 100 - 2500km against from nominal
mission and bus instruments on orbit. As orbit.
for the initial phase of MOS-1, major
specification and functions/performance (4) to establish technologies on
were described in Ref.1 while for the tracking and control of the satellite in
results from assessment of mission a sun synchronous orbit
instruments were also described in Ref.2 In order to makitain the designated
- 8. Since May 20 1987, MOS-1 has been sun synchronous reccurent orbit,
operating routinely so far. It has been satellite altitude and inclination have
2 years after the launch, design life of been controlled. Thus WRS and LMT have
MOS-1. been maintained within the range of the

specification. Meanwhile orbit
First, MOS-1 operation will be determination has also been performing

summarized. Then detailed operation with the specified accuracy.

history such as orbital maneuvering,
fuel consumption, degradation of
battery, data transmiscion and (5) to establish technologies on
acquisition, etc will be followed. operation of an earth observation
Finaly, major troubles encountered are satellite
described. 10 ground stations in the -world for
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MOS-1 data acquisition have been average and no degradation on output
operating. Mission management including voltage.
mission instruments operation planning
has been doing well. 3.1.7 Attitude and orbit control

subsystem
3. Detailed Operation History (1) Wheel unloading

confirmed
3.1 Satellite system
3.1.1 Orbit control (2) Orbit control

Refered to the section 3.2. Satellite altitude control,
inclination control functions were

3.1.2 Attitude control confirmed in 15 times. In particular,
The specified and evaluated are when the satellite got into the safe

shown in Table 1. hold mode in July 1987, both
aforementioned functions were confirmed.

Table 1 The specified and evaluated attirude error and attitude

change rate

The specified attitude error The evaluated attitude error

0.6 deg. for roll 0.25 deg. for roll
0.6 deg. for pitch 0.33 deg. for pitch
1.0 deg. for yaw 0.69 deg. for yaw

The specified attitude change The evaluated attitude change
rate rate

0.02 deg./sec for roll 0.014 deg./sec for roll
0.02 deg./sec for pitch 0.004 deg./sec for pitch
0.05 deg./sec for yaw 0.006 deg./sec for yaw

3.1.3 Fuel comsumption 3.1.8 Solar array paddleMOS-1 used about half of fuel so 318Slrarypdlthat approximately h9kg of fuel sl The specification of generationthat approximately 9kg of fuel still power is more than 640W(BOL) and moreremains. It is enoughthan 540W(EOL) while for two years
years hopefully. design life, more than 700W of power has

3.1.4 Mission instruments operation been generating.
Three radiometers, MESSR, VTIR and

MSR simultaneous operation for 3.1.9 Thermal control
15min./revolution, two radiometers Through careful check of thermal
simultaneous operation, single telemetry data, all the thermal control
radiometer operation and two MESSR functions were confirmed.
system simultaneous operation have been 3.2 Orbit control operation
confirmed. For eclips, either VTIR or
MSR operation has been confirmed. On the Fig.1 shows ground track deviation
other hand, DCS transponder has been from the nominal orbit designated as
operating always. WRS. MOS-I orbit has been maintaining

within the range of +1-10 km from the
3.1.5 TTC subsystem nominal orbit except 2 cases, with 4

S-band real time telemetry, times of satellite altitude maneuver.playback telemetry, ranging signal MSR MOS-1 attitude was lost in July 1987 due

data were well qualified. VHF real time to the out of range of measurable
telemetry, playback telemetry and beacon temperature of the Earth Sensor
signal were also confirmed within the AsGembly(ESA). Beside this MOS-1 orbit
range in the specification. Also the was out of the range of +/-10 km when
commanding functions were confirmed the inclination of the satellite orbit
except single event upset for stored was controlled in April 1988.
command memory.

Local ---a, Tmo-,T- o MOS- orbit
3.1.6 Power supply has been maintaining within the range

Stability of bus voltage were from 10:00 - 10:30. Fig.2 shows LMT
specified the range from 28.4 - 29.6V changes for the past and the future.
while the results showed 28.9V for
eclips, and 29.3V in sun litte. As for
the battery, 25% of DOD in maximum and
about 10,000 cycle of charge and
discharge are specification. Results
shows approximately 13% of DOD in
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3.3 Major troubles encountered
Major troubles encountered so far 4.1.2 Radiometric accuracy

are as follows. It was confirmed that radiometric
accuracy of MESSR was within one

(1) Single Event Upset(SEU) quantization bit. Through a careful
Due to the aforementioned reason, anaiysis with calibration data(MESSR

SEU has been occuring approximately once data in eclips), dark curtent component
a day. To avoid this, the stored command was also evaluated. Uisng MESSR data of
memory has been using outside of sauth homogeneous areas, radiometric accuracy
atlantic anomaly area. was evaluated by normalizating the

The stored command memory to be standard deviation with the average of
onboard MOS-lb is modefied to avoid it. MESSR data in each homogeneous area.

(2) Malfunction on earth presence check
function

MOS-1 got into the safe hold
mode(Sun Acquisition Mode : SAM) through 4.2 VTIR
the detection of abnormal attitude error 4.2.1 Geometric accuracy
signal from Attitude and Orbit Control (1) Band to band registration
Subsystem : AOCS, on July 28 1987. To By means of the aforementioned
avoid this, MOS-1 has been operating procedure, band to band registration was
without the earth presence ckeck, for evaluated. Table 3 shows the results.
the period from June to September when
the abnormal attitude error would
occured. (2) Geometric fidelity

Threshold level of the earth sensor Similary geometric accuracy in
for MOS-lb is to be changed to avoid terms of rms error of VTIR data is
this. approximately 6km for more than 20

scenes. After the correction of bias
4.Summary report from sensor validations error, 2.5km of geometric accuracy is
4.1 MESSR achieved.
4.1.1 Geometric accuracy
(1) Band to band registration 4.2.2 Radiometric accuracy

Using 10 - 20 GCPs/scene, band to Using similar manner to MESSR, one
band registration was evaluated with quantization bit of radiometric accuracy
several conditions on the temperature at was confirmed for more than 20 scenes.
the MESSR optics and CCD, for more than
20 scenes. The results are shown in 4.3 MSR
Table 2. 4.3.1 Geometric accuracy

23km of geometric accuracy of MSR
data was found.

(2) Geometric fidelity
The aforementioned experiments have 4.3.2 Radiometric accuracy

been conducted to evaluate geometric It was found that radiometric
accuracy. The rosults shows about 4 - accuracy of MSR data was within 2K.
5km in terms of rms error exsist in
MESSR image in average. Through a 5. MOS-1 operation
careful analysis on error vectors, bias MOS-1 has been operating for 10
components in roll, pitch and yaw ground stations(G/S), 2 G/S in Japan, 4
directions were confirmed. After the G/S in ESA, 1 G/S in Thailand, Canada,
correction of bias errors, it is found Australia, and Antarctica as is shown in
that 0.4km of rms residual error can be Fig.3.
achieved in aver&ge.

Table 2 Band to band registration of MESSR

Direction L:L.ne Pixel Remarks

0.46 pixel 0.21 pixel in maximum for all the band

Table 3 Band to band registration of VTIR

Direction Line Pixel Remarks

1.21 pixel 0.54 pixel By compering band 3 and 4
with band 1
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6. Concluding remarks (2) Arai K, C.Ishida and H.Wakabayashi i
MOS-l has been operating with MOS-1 verification experiment, ISPRS

sufficient remaining fuels, generating Working Group 11-3,4 Joint Meeting, B-
power, battery conditions, mission 18, 1983.
instruments performance, and so on. It
is expected a longer mission life for (3) Arai K, T.Igarashi and C.Ishida :

MOS-i, than expected designe life and Some results on field experiments in
MOS-1 verification program, The 14th

also expected simultaneous operation ISTS, m-1-1, 1984.
with MOS-lb to be launched in the early (4) Arai K, T.Igarashi, C.Ishida,
1990. Mission parameters for MOS-lb are H.Wakabayashi and Y.Takagi : Evaluation
same as MOS-1 except modefication of of MOS-I MSR data in field experiments,
threshold level of earth sensor The 18th ERIM Symposium, 1984.
assembly, stored command memory, minor (5) Tsuchiya K, K.Arai and T.Igarashi t
modefication of command codes, and Marine Observation Satellite - l(MOS-1),
orbit. MOS-lb will be put into the orbit "Remote Sensing Reviews", Goldon Breach
of approximately 180deg. phase of MOS-1 Science Publish Co., ltd, 1985.
orbit. (6) Arai K., T.Igarashi and Y.Takagi

An emissivity model of snowpack for
passive microwave observations, The 36th
IAF, 85 - 98, 1985.

Reference (7) Arai K : A preliminary assessment of
radiometric accuracies for MOS-i

(1) Arai K and C.Ishida t On a sensors, International J. Remote

verification plan for MOS-1, The 8th Sensing, vol.9, no.1, 5 - 21 1987.

Canadian Symposium on Remote Sensing, (8) Arai K : MOS-1 system overview, The
Session 9, No.991, 1983. 17th LGSOWG Meeting, 1987.
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organization location MESSR/VIIR/MSR start status
-- -- - -- -- -- -- - -- -- -- - - --- --- ----- - - - - -

1. EOC, NASDA Hatoyama, Japan X X X Feb.23,1987 operational
2. Tokai Univ. Kumamoto, Japan X X May 31,1987 operational
3. NIPR Showa base X X X Feb. 1989 scheduled

Antarctica
4. NRCT Bangkok, Thailand X X X Jul. 1,1988 operational
5. ESA Maspalomas, Spain X X X Nov. 2,1987 operational
6. ESA Fucino, Italy X X X Nov.25,1987 operational
7. ESA Kiruna, Sweden X X X Nov. 2,1987 operational
8. ESA Tromso, Norway X Nov. 2,1987 operational
9. CSIRO Alice Springs, X X X Jul. 1,1988 operational

Australia (6 months)
10. CCRS Gatinue, Crnada X X X May 16,1988 operational

(5 months)

Fig.3 MOS-1 Ground Stations
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Interband Correlations of Visible and Thermal Infrared
Radiometer Imagery from the Marine Observation Satellite-I*

Matthew Heric

Autometric, Incorporated
5301 Shawnee Road

Alexandria, Virginia, 22312-2312 USA

ABSTRACT

Using relatively road band remote sensing systems surface temperature phenomena can be
difficult to discern. In particular, because of the often specific nature of thermal features,
interband correlation levels of resultant data sets may limit the utility of multispectral
infrared imagery. In response to this concern, Visible and Thermal Infrared Radiometer imagery
from the Japanese Marine Observation Satellite-I was analyzed for amounts of interband
correlation. Correlation coefficients were calculated and equal size density sliced single-band
images were generated.

KEY WORDS: Correlation, VTIR, Thermal, and Density Slice.

INTRODUCTION

The Japanese Marine Observation Satellite earth using one band in the visible and three
(MOS-I) was successfully launched by a NIPPON bands in the infrared portions of the elec-
N-II rocket from the Japanese Space Center at tromagnetic spectrum. VTIR and AVHRR/2 sys-
Tanegashima on 19 February 1987. MOS-I is tem parameter comparisons are provided in
equipped with three sensors, and among these Table 1.
is the Visible and Thermal Infrared Radi-
ometer (VTIR). The VTIR sensor is designed
to detect snow and ice distributions, atmos- Table 1
pheric phenomena, and most notably, sea sur-
face temperatures. Comparisons of Principal Visible and Thermal

Infrared Radiometer and Advanced Very High
Thermal energy emitted from sea water can be Resolution Radiometer/2 System Parameters
difficult to discern. Indeed, in some
instances sea surface temperature variations
are so slight that broad band thermal systems Spectral Spatial
may not provide data with sufficient accura-
cies to allow definite thermal differentia-
tions. Systems with multiple thermal bands, VTIR*
such as the VTIR, can be used to clarify
these discrepancies; but again, because ther- Band 1 - 0.50 - 0.70 0.9 x 0.9 km
mal information is often so specific, broad Band 2 - 6.00 - 7.00 2.7 x 2.7 km
band systems may experience significant Band 3 - 10.50 - 11.50 2.7 x 2.7 km
interband correlation problems. Band 4 - 11.50 - 12.50 2.7 x 2.7 hm

AVHRR/2**
BACKGROUND

Band 1 - 0.58 - 0.68 1.1 x 1.1 km
y for marine-related investigat'ions, Band 2 0.72 - i.i0 i.1 x i.1 km

the introduction of MOS-I reflects the Band 3 - 3.55 - 3.93 1.1 x 1.1 km
growing global interest in civil remote Band 4 - 10.50 - 11.30 1.1 x 1.1 km
sensing. The VTIR, similar to the United Band 5 - 11.50 - 12.50 1.1 x 1.1 km
States' Advanced Very High Resolution Radi-
ometer (AVHRR/2), is designed to image the

(Sources: dKoizumi, 1987; *tJensen, 1986)

*The MOS-I data used herein were produced by the National Space Development Agency of Japan.
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One of the more useful applications of VTIR trayal of the interrelations. Density
imagery is the detection of sea surface tem- slicing *s the conversion of the continuous
peratures. As previous studies have shown, tor-. of an image into a series of discrete
however, (Shaw and Irbe, 1972; Chahine, et class intervals or slices where each interval
al., 1983; and Estes, et al., 1983) surface corresponds to a specific brightness value
temperatures are not obtained directly from range (Haralick, 1973; Jensen, 1986). This
thermal imagery. Rather, these distributions density slicing was accomplished based on the
are derived by performing a number of correc- minimum and maximum unenhanced 8-bit bright-
tions to the original data due to influences ness values of the VTIR original data.
of the propagation path. While numerous Therefore, while 256 gradients were available
algorithms have been written to accomplish for this slicing, the absolute minimum and
these corrective procedures (Walton, 1987), maximum values of the imagery were 1 and
energy emitted from sea water can remain 150. In turn, 10 classes were formed by the
difficult to analyze accurately using rela- equal range method as shown in Table 2.
tively broad band systems. Due to the
engineering parameters of these systems, the
sensitivities of the broad bands are not Table 2
always great enough to discriminate specific
thermal phenomena and, in turn, often gener- Intervals Used for Class Creation
alize sensed levels of emitted energy. With and Density Slicing Based on the
multispectral imagery, the effects of this Unenhanced Minimum and Maximum
generalization can be reflected by the inter- Brightness Range of the VTIR Data
band correlation levels of the data.

Original
ANALYSIS TECHNIQUES Digital Density Sliced

Counts Class Digital Counts
Noting potential difficulties in using data (input) Number (output)
from broad band radiometers, VTIR imagery of
Japan and the surrounding ocean areas was
analyzed for interband correlation levels. 1 - 15 1 40
The VTIR imagery used for this purpose was 16 - 30 2 60
obtained by MOS-I on 1 June 1987. The cor- 31 - 45 3 80
relation, or interrelation, levels of primary 46 - 60 4 100
interest were for bands 2, 3, and 4. Band 1 61 - 75 5 120
(0.50 to 0.70 micrometers), generally sensi- 76 - 90 6 140
tive to the visible portion of the electro- 91 - 105 7 160
magnetic spectrum, was included in order to 106 - 120 8 180
keep the VTIR data set unbroken. 121 - 135 9 200

136 - 150 10 220
To calculate the interrelation of these
bands, the correlation coefficient equation
(Cooley and Lohnes, 1971) was used to ratio
the covariance of any two VTIR bands to the As described previously, thermal measurements
product of their standard deviations as fol- are not obtained directly from VTIR imagery
lows: but rather from a series of equations which

remove atmospheric influences. Weinreb and
COV (a)(b) Hill (1980), Walton (1987), and Maturi, et

r ja)(b) = al. (1986) provided methods for radio-
SD(a) * SD(b) metrically correcting thermal imagery for

atmospheric attenuation; h6wever for this
where: VTIR investigation the computed absorption

coefficients for water vapor and atmospheric
r = correlation coefficient; gas removal were considered to be inaccurate

due to inadequate regional weather tempera-
COV (a)(b) = covariance of bands a and b; ture, pressure, and vapor content ground

truth data. For these reasons, the resulting
SD (a) standard deviation of band a; density sliced data could not be considered

as absolute thermal readings. Instead, the
and classes represented digital counts and not

radiance values.
SD (b) = standard deviation of band b.

RESULTS
Therefore, this ratio was used to determine
the sensitivities and separation abilities of The correlation coefficients of the VTIR data
each VTIR broad band. are provided in Table 3. Band 1 was not

correlated significantly with bands 2, 3
While the correlation coefficient equation and/or 4. As expected, this low level of
helped measure levels of interrelation, an correlation for band 1 suggested substantial
additional method involved density slicing differences in the visible and infrared data
the respective single-band images. While provided by the VTIR. Similarly, the cor-
alone this method was not considered a suffi- relations between bands 2 - 3 and 2 - 4 were
cient representation of correlation, it also low. Band 2 was designed primarily for
nevertheless provided a useful visual por- atmospheric investigatione and not surface
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thermal studies, and this, predictably, had a between bands 3 and 4 limitcd the potential
direct influence on these low correlations, utility of the multispectral imagery. The
By comparison, however, bands 3 and 4 were difficulty in discerning thermal energy using
significantly correlated. Indeed, at 0.9709, broadband systems was suggested by this rela-
this measure suggested that as a multispec- tively high correlation level.
tral thermal infrared data set, the potential
utility of these bands would be limited.
While certainly valuable data were present in REFERENCES
bands 3 and 4, their use would be restricted
greatly. Chahine, M., et al., Manual of Remote

s . Ed. D. Simonett. Falls Church, VA:
A can Society of Photogrammetry and Remote

Table 3 Sensing. Vol. 1, pp. 165 - 23, 1983.

Calculated Correlation Coefficients (r) Cooley, W., and P. Lohnes, Multivariate Data
for the VTIR data set Analysis. New York: John Wiley and Sons,

Inc., pp. 49-97, 1971.

Bands 1 2 3 4 Estes, J., E. Hajic, and L. Tinney, Manual of
Remote Sensing. Ed. D. Simonett. Falls

1 X .3006 -.3718 -.3509 Church, VA: American Society of Photogram-
metry and Remote Sensing. Vol. 1, pp. 987 -

2 X .1307 .1921 1124, 1983.

3 X .9709 Haralick, R., "Glossary and Index to Remotely
Sensed Image Pattern Recognition Concepts,"

4 X Pattern Recognition, Vol. 5, pp. 391 - 403,
1973.

Jensen, J., Introductory Digital Image
In addition to the correlation coefficients, Processing. Englewood Cliffs, New Jersey:
Table 4 and Figure 1 show the minimum-to- Prentice Hall, p. 21, 1986.
maximum distributions for each band and
accompanying density sliced images. The Koizumi, S., ed. MOS-I Data User's Handbook.
resultant sliced images echoed the calculated Tokyo: Earth Observation Center - National
correlations. Again, the correlation levels Space Development Agency of Japan, pp. 2-12,
of bands 3 and 4 were substantial. By com- 1987.
parison, bands 1 and 2 proved to be distinc-
tive. The visual appearance of these density Maturi, E., J. Pritchard, and P. Clemente-
sliced images was beneficial to the under- Colon, An Experimental Technique for
standing of the interband correlations. Producing Moisture Corrected Imagery from 1

Km Advanced Very High Resolution Radiometer
(AVHRR) Data.

Table 4
NOAA Tech. Report NESDIS 15, U.S. Department

Resultant VTIR Density Sliced of Commerce, Washington, D.C., 1986.
Class Percentages
Class__ PercentagesShaw, R., and G. Irbe, "Environmental

Adjustments for the Airborne Radiation
Classes Band 1 Band 2 Band 3 Band 4 Thermometer Measuring Water Surface

Temperature," Water Resources Research, Vol.
8, No. 5, pp. 1214 - 1225, 1972.

1 37.41% 18.67% 0.17% 0.23%
2 36.18 52.82 0.30 0.34 Walton, C., The AVHRR/HIRS Operational Method
3 9.25 28.50 0.63 0.65 for Satellite ased Sea Surface Temperature
4 7.39 0.01 0.95 0.64 Determination. NOAA Tech. Report NESDIS 28,
5 6.01 0.00 1.39 2.19 U.S. Department of Commerce, Washington,
6 2.51 0.00 5.33 5.43 D.C., 1987.
7 0.76 0.00 31.02 34.83
8 0.36 0.00 41.84 43.40 Weinreb, M., and M. Hill, Calculation of
9 0.10 0.00 16.46 11.82 Atmospheric Radiances and Brightness

10 0.03 0.00 1.91 0.47 Temperatures in Infrared Window Channels of
Satellite Radiometers. NOAA Tech. Report
NESDIS 80, U.S. Department of Commerce,

TOTALS 100.00% 100.00% 100.00% 100.00% Washington, D.C., 1980.

CONCLUSIONS

By calculating the correlation coefficients
the levels of interrelation for this specific
VTIR imagery set were determined. The
results indicated that as a 4-band multispec-
tral data set, the high level of correlation
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Figure 1. Density Sliced VTIR Single-Band Images.
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VERIFICATION RESULTS OF MOS-1 MICROWAVE
SCANNING RADIOMETER (MSR)

Korehiro Maeda, Michio Notomo, Shinji Ogawa
and Hideo Sato

Earth Observation Center (EOC),
National Space Development Agency of Japan
(NASDA)

2.VERIFICATION FOR INSTRUMENTATION

ABSTRACT
Marine Observation Satellite-i (HOS-1) was launched 2.1 Outline of MSR

by N-II launch vehicle from Tanegashima Space The MSR is a Dicke type radiometer to measure very
Center,NASDA on Feb.19,1987 and two years (design life eak earth radiation noise at the 23 GHz and 31 GHz.
of MOS-I) have passed. MOS-l is still in satisfactory w
condition and normally operated. It is expected that Swath width is 317 km and beam widths are 32 km (23
MOS-i will be operated more than one year. GHz) and 23 km (31 GHz). Integration time for MSR data

MOS-i has 4 mission instruments (MESSR, VTIR, MSR is 10 msec and 47 mse7. The offset Casegrain antenna
and DCST). The MSR is microwave scanning radiometer used for I-oth frequencies is conically rotated at
which is a Dicke type radiometer to measure very weak about 18.75 rpm (scan period 3.2 sec) and observation
earth radiation noise at the 23 GHz and 31 GHz. As a is made for half of the antenna rotation (back side)
part of MOS-I Verification Program (MVP), NASDA and calibration signal such as high and low tempera-
evaluated geometric and radiometric performance of tures is inserted for the half of rotation (forward
MOS-l MSR by using truth data and airborne MSR data. side). Table 1 shows performance of MOS-I MSR and
In this paper, outline of verification results of airborne MSR.

MOS-l MSR is presented. Table i.Performance of MSR

Keywords: MOS-l, Microwave Scanning Radiometer, MSR,
MOS-l Verification Program (MVP) Item Performance

Frequency 23.8 * 0.2 GHz 31.4 t 0.25 GHz
Antenna type Offset Casegrain
Polarization Horizontal Vertical

(Vertical) (Horizontal)*
Beam width 1.89* 1.310

Marine Observation Satellite-i (MOS-l) is Japanese Offset anle 0(300) 1i0(30 )first observation satellite which was developed by Diameter of
using Japanese own technologies and successfuihy antenna 50cm
launched by N-II launch vehicle from Tanegashima Space Scanning Period 3.2 sec
Center, NASDA at 10:23 on Feb.19, 1987. MOS-I has 4 Angle of cone 200
mission instruments (MESSR:Multi-spectral Electronic Swath width 317 km (Altitude 909km)
Self Scanning Radiometer, VTIR:Visible and Thermal 2441 m (Altitude 7km)
Infra-red Radiometer, MSRtMicrowave Scanning Receiver type Dicke Dicke
Radiometer and DCST:Data Collection System Receiver
Transponder). In order to evaluate MOS-l observation sensitivity <1 K <1 K
system, NASDA has conducted MOS-l Verification Program at 30K I at 300K
(MVP) in collaboration with joint research Dynamic range 30 - 330 K
organizations and MVP participating organizations Quantization
since March, 1987. level 1024 (10 bits)

Integration
As a part of MVP, NASDA conducted MVP airborne time 10 & 47 msec 10 & 47 msec
experiments on MOS-I passing days. NASDA evaluated
MOS-l sensors by using truth data, Airborne date and Addition of function for alrborne XSR
others.

In this paper, outline of verification results of MOS- 2.2 Radiometric performance
1 MSR is presented. Geometric and radiometric (1)Radiometric distortion evaluation
performances of MSR and capability to observe water
vapor, cloud liquid , snow and ice distribution and Mean and standard deviation in Ocean area of MSR
others are clarified. imagery (level 2) were measured. Example of standard

deviation measured were 1.14K (23GHz iOmsec),l.13K
(23GHz 47msec),1.33K (31GHz lOmsec), 1.30K(31GHz
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47msec). In case of evaluation of internal calibration scene. Measured value of mean of this error is 20 km
source, the deviations were 0.579 K (23GHz) and 0.616 (23 CHz) and 23 km (31 GHz) which is under the
K (31GHz). The difference of deviation is due to specified value 60 km (23 GHz) and 40 km (31 GHz).
irregularity of cloud and water vapor. As a result, it
was found that radiometric distortion in 31 GHz is (2)Spatial resolution evaluation
larger than that in 23 GHz and the value is 1-1.5 K.

Spatial resolution was measured by using edge of coast
of MSR imagery (level 2). Examples of measured value

(2)S/N evaluation (3dB down) are shown in Table 4.

SIN were evaluated by the following formula: Table 4. Example of measured spatial resolution

SIN - 10 log (mid) (dB) Spatial Resolution (km)(3dB down)

10 Frequency Pixel Direction Line Direction

where m is mean and 6 is standard deviation of uniform (Integration S.R. N.N. S.R. N.N.

area of ocean in MHR imagery (level 2). Table 2 shows time)

example of SIN evaluation. 23 GHz 70.5 64.6 73.6 74.6

Table 2. Example of SIN evaluation (10 msec)
23 GHz 71.1 63.1 73.7 68.4

Frequency Path 21 (47 msec)

(Integration April 10,1987 Sep. 27,1987 Dec.4,1987 31 GHz 50.7 43.7 55.6 48.0

time) (10 msec)
31 GHz 50.9 49.0 55.9 46.6

23 GHz 22.0 21.1 22.5 (47 msec)
(10 msec) time)
23 0Hz 22.0 21.2 22.6(47 msec) 2_.0 21.2 2 S.R.tSpecial Resampling, N.N. :Nearest Neighbors

31 0Hz 21.3 18.4 20.5 April 14,1987 path 25

(10 msec)
31 GHz 21.4 18.5 20.5 Spatial resolution depends upon beam width of antenna

(47 msec) (1.89 for 23 GHz and 1.31 for 31 GHz) and resampling
method to be used. The following results were obtained

As a result, the following results were obtained: 1)The antenna pattern correction leads to increase

1)The value of SIN in 23GHz is larger than that in of spatial resolution.

31 GHz by 0.5-2 dB. 2)Resampling N.N. provides higher spatial

2)The value of SIN in 47 msec is a bit laxger than resolution than special resampling by about 10 Z.

that in 10 msec. However, the difference is very 3)Spatial resolution for 23 GHz in the line

small, direction is worse than that for 31 GHz by 1.4
(ratio of beam widths for 23 GHz and 31 GHz).

(3)Dynamic range evaluation

Dynamic range was obtained for MSR imagery (level 3.VERIFICATION OF PHYSICAL MEASUREMENT
2). Example of dynamic range is shown in Table 3.

3.1 Water Vapor and Liquid Water
Table 3. Example of measured 

dynamic range

One of recurrence equation developed for extraction of
Frequency July 21,1987 Dec.4,1987 water vapor and liquid water under joint research with
(Integration Communications Research Laboratory (CRL) were in-

time) DR(K) MAX(K) MIN(K) DR(K) MAX(K) HIN(K) stalled in MOS-1 data processing system as
_ verification software. Using antenna temperature T

23 GHz 74.6 248.3 173.7 76.0 224.9 148.9 (K) for 23GHz and T2(K) fo 31GHz, water vapor V(kglmi)

(47msec) and liquid water L(kglml) are expressed in the
31 GHz 82.4 239.2 156.8 77.2 221.9 144.7 following equations

(47msec)

Dynamic Range (DR)- MAX -MIN
V- a(Tl+Al-B1) + b(T2+A2-B2) + c

These values exist in the dynamic range 300 K of MSR L- d(Tl+Al-Bl) + e(T2+A2-B2) + f
(maxt330 K, min:30 K). The following results were
obtained: a-al(l+ a2 cos2* ) Al,A2:parameter for antenna

1)Dynamic range of MSR imagery in 31 GHz is larger b-bl(1- b2 cos2# ) pattern correction
than that in 23 GHz. c-cl(l+ c2 cos2# ) 81,B2tbias error

2)Integration time has no impact on dynamic rnange. d-dl(l+ d2 cos2# )
3)DynAmjc rerga in 23 GHz in winter is larger than e-el(l- e2 coe2A'

that in sumnmer. Dynamic range in 31 GHz in summer f-fl(l+ f2 cos2)
is larger than that in winter. 0 s antenna rotation angle

2.3 Geometric performance al- 1.0716 bl--0.4862 cl--74.330
a2- 0.0086 b2- 0.0180 c2- 0.0692

(1)Geometric distortion evaluation dl--0.01168 el- 0.03432 fl- -3.269
d2- 0.0044 e2- 0.0145 f2- -0.0481

Position error in MSR imagery (level 2) were measured
by using GCPs (island, peninsula etc.) in one path
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By using this equation, water vapor and liquid water 4.CONCLUSION
were obtained. Though it is very difficult to measure
liquid water as truth data, water vapor can be Two years (design life of MOS-1) have passed since the
measured by using radio sonde data. So, comparison launch of MOS-1 and MOS-1 verification Program (MVP)
between the water vapor obtained by MSR and the water has been successfully conducted in collaboration with
vapor obtained by radio sonde was made as shown in joint research organizations, domestic and foreign MVP
Figure 1. Concerning water vapor extraction participating organizations. As a result of the MVP,
estimation, the following results were obtained: MOS-1 observation system was found to show

satisfactory condition . In this paper, geometric and
1)There was bias error (about 15 kglm 2) in radiometric performance of MOS-1 MSR were evaluated
measured water vapor which is almost constant from various ta of view. Unique properties of MSR
independent of season. It was found that the were clarifit These results were reflected upon
bias errors are 21.7K and 18.7K for 23 GHz and Advanced Microwave Scanning Radiometer(AHSR) which is
31 GHzrespoctively. So, if these bias errors developed by NASDA and will be mounted on NASA Polar
are removed, water vapor is obtained with Orbiting Platform (N-POP).
estimation error about 2.5 kglm2 which is a bit
smal er than that of Nimbus 7 SMR data (3.3 NASDA will continue evaluation until the launch of
kg/mi). HOS-lb (Feb.,1990) in collaboration with limited

2)When the measured values in Hachijyo-jima (about number of cooperative organizations.
200km off the coast of mainland) are compared
with those in Chichi-jima (about 1O00km off the
coast mainland), the influence from radiation of
land war found in the data acquired over ACKNOWLEDGEMENT
Hachijyo-jima as shown in Fig.l.

The authors would like to thank investigators whoConcerning cloud liquid estimation, the following participated in the MVP and MSR workshop, particularly
results were obtained. Prof.T.Suzuki, University of Electro-Communications,

1)The distribution of cloud liquid obtained from Mr.T.Ojima, Communicat.ions Research Laboratory,
MSR data corresponds with distribution of rain Dr.A.Shibata, Meteorological Research Institute.
obtained by weather radar. MSR is superior to
weather radar on mountain because the former is REFERENCES
larger in the area to be observed than the
latter. l.K.Maeda et al. ,'Geometric and radiometric

2)Combination of VTIR data (visible and thermal performance evaluation methods for Marine
band ) and MSR data is useful to observe Observation Satellite-1 Program (MVP)I, Acta
typhoon and front. Example of front was found Astronautica vol.15,NO.6/7,pp.297-304,1987.
in MSR and VTIR data (April 27,1987,Path 2.K.Maeda et al, 'Outline of MOS-1 Verification
21).MoreoverTyphoon 12 was clearly observed in Program (MVP)1,l6th ISPRS, Kyoto, July 1-10, 1988,
MSR and VTIR data (August 27,1987, Path 24). Geocarto International (2) pp.13-19,1988.

3.K.Maeda et al.,'Some results of MOS-1 airborne
3.2 Sea ice and snow verification experiments-HSR (Microwave Scanning

Radiometer),'Proceedings of IGARSS'87, pp.1073-1078,
NASDA conducted MVP airborne experiment in Feb.,1988 Ann Arbor, Michigan, May 18-21,1987.
to evaluate observation capability of snow and 4.T.Ojima, K.Maeda and H.Sato,'Evaluations of the MSR
sea. Airborne MSR data were acquired concerning sea antenna pattern and retrieval error of water vapor
ice and snow on MOS-1 passing days (Feb.9 and 10, content", Proceedings of the third MVP symposium,
1988). pp.89-101,Tokyo, Feb.27-March 1,1989.

5.A.Shibata et al.,'Application of MOS-l MSR data in
Concerning sea ice, it was found that there is close Meteorology and sea ice research, Proceedings of
relationship between MSR brightness temperature ai.d MOS-1 international symposium, pp.79-89,Tokyo,arch
3ea ice concentration obtained by VTIR as shown in 2,1989.
Fig.2. Moreover, sea ice distribution can be observed
through cloud by MSR. Figure 3 shows the change of
drifting ice in the ocean near Hokkaido. MSP. data are
routinely used in Japan Meteorological Agenc to make
drifting ice map in ocean noar Hokkaiu3. Capa-
bility of all weather oboervation of sea ice is one of
important features for MSR. Combination of MSR, VTIR
and MESSR is desirable to observe sea ice. When there
is cloud, MSR data can be used. When there is no
cloud, wide range observation data (1500km) for sea
ice distribution can be obtained by VTIR and high
spatial resolution data can be obtained by MESSR.

Concerning snow, MOS-1 HSR data, airborne MSR data and
truth data were compared for dry snow in Hokkaido. It
was found that there was negative correlation between
MSR brightness temperature and snow depth/snow water
equivalent as shown in Fig.4. Though there is positive
correlation for deep snow, it is necessary to
accumulate much data. Moreover, it was found that
there is more deviation in 31 GHz than that in 23GHz.
This is due to the difference of spatial resolution
for 23 GHz and 31 GHz.
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THE CANADIAN MOS-1 PROJECT

T. Butlin, J. Lam, M. Manore and R.A. O'Neil

Canada Centre for Remote Sensing
2464 Sheffield Road

Ottawa, KIA OY7 CANADA

ABSTRACT 2. THE ARRANGEMENT

The Canada Centre for Remote Sensing (CCRS) and Following the exchange of enabling letters between
the National Space Development Agency of Japan (NASDA) the Ministers responsible for the MOS-i Programs in
signed an Arrangement under which Canada would receive Canada and Japan, the Canada Centre for Remote Sensing
imagery from 100 passes of the Marine Observation (CCRS) and NASDA signed an Arrangement for the
Satellite (MOS-1) over Canada in the period May I to Reception of Data from the Marine Observation
October 15, 1988. CCRS assembled a team of researchers Satellite. CCRS was permitted to select and track the
from many different groups across Canada to participate MOS-I satellite for 100 orbits over Canada in the
in the evaluation of MOS-1 data. The rjceiving station period May I to October 15, 1988. Because of the
at Gatineau, Quebec (near Ottawa) was upgraded to track reception circles of the Canadian ground stations cover
MOS-1 and record the data. Specific target areas and most of North America, imagery of both Canada and the
reception dates were suggested by team members and the U.S.A. could have been received under the Arran ement.
acquisition was scheduled in collaboration with the
NASDA Earth Observation Centre.

A quicklook system was designed and built to
catalog the imagery and to write decimated imagery on
an analog video disk. The catalog may be searched
automatically by a personal computer which then displays
the selected Multi-spectrum Electronic Self-Scanned
Radiometer (MESSR) images from the video disk. Raw data
from all three sensors carried by MOS-1 may be
transcribed by the quicklook system from the High
Density Digital Tape recorded at the ground station to
Computer Compatible Tapes (CCTs) for in ,ut to geometric
and radiometric correction software.

1. INTRODUCTION

The National Space Development Agency of Japan
(NASDA) launched the Marine Observation Satellite
(MOS-i) on Febrdary 19, 1987. The satellite carries
three imaging sensors of interest to the remote sensing
community: the Multi-spectrum Electronic Self-Scanning
Radiometer (MESSR) is a push-broom imager operating in
four bands in the visible and near infrared portion of Figure 1. Black and white rendition of a MESSR image
the spectrum; the Visible and Thermal Imaging centred on Ottawa. The Gatineau Satellite Station is
Radiometer (VTIR), a scanne- -wf lower spatial resolution slightly below the centre of the image on the Gatineau
imaging in the visible and ermal infrared portion of River (the small river flowing from northwest to
the spectrum; and the Microwave Scanning Radiometer southeast).
(MSR), a two frequency imaging passive microwave
radiometer. This sensor complement allows the surface The Arrangement also permitted the Canadian MOS-1
of the earth to be imaged simultaneously in three Project Team (see section 3) to use the MOS-1 imagery:
separate spectral regions. In the past, it was to evaluate the data itself (sensor performance,
necessary to use images from two or three different technical characteristics, etc.), to develop processing
satellites making it difficult to understand algorithms and to demonstrate applications. Because
relationships between the various spectral regions. the MOS-1 Program was seen, at the time, to be a
The simultaneity of imagery is of particular importance development program by both CCRS and NASDA, the
in the study of ocean features which frequently change Arrangement did not permit CCRS to distribute the-data.
significantly in a matter of a few hours. Data for purposes outside those of the research

interests of the Canadian MOS-l Project Team was to be
obtained through NASDA (see section 9).
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Figure 2. A map of Canada with provincial boundaries showing
the centres of 'rnoud-free' MESSR scenes acquired in the
period May 4 to December 1, 1988. MESSR1 scenes are
indicated with squares, MESSR2 with circles.
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Figure 3. Flow of MOS- data from reception and recording,
through quicklook and catalog generation, to the search of
the inventory.

3. THE CANADIAN MOS-1 PROJECT TEAM data, no proposals were rejected.

CCRS invited almost all active Canadian research There were 30 team members. CCRS undertook to
groups to participate in the Canadian MOS-1 Project acquire the data required by each of the team members.
Team. Most of the groups proposed applications The requested data were acquired successfully in almost
development projects exploiting imagery from the sensors every case. Raw data have been delivered in both
on the satellite. A few proposals were received to photographic and digital form to some team members;

acquire sample data sets that could be used to develop most team members needed processed imagery, deliveries
processing or image analysis software. As each of the of which did not start until late April 1989 (see
proposals addressed a different aspect of the MOS-l Section 7).
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MOS-1 team members were informed of progress and diameter optical disk.
status of the overall project by means of an informal
newsletter. In addition, a team meeting was held in The performance of the HOS-1 Quicklook and
Ottawa in early December 1988 to allow members to Transcription System is summarized in Table 1.
examine the catalog of quicklook imagery.

Table I. Summary of the MOS-1 Quicklook and
4. THE RECEPTION OF MOS-1 DATA Transcription System Throughput.

The Gatineau Satellite Station (GSS) at Cantley, MESSR display speed twice real-time
Quebec (near Ottawa) was upgraded to track MOS-1. GSS
began to receive MESSR and VTIR imagery on Hay 4, 1988 HESSR quicklook speed twice real-time or less
and all three sensors were recorded beginning June 1, than an hour when batched
1988. A total of 169 orbits were tracked from May 1 to to process an HDDT of up
December 31, 1988. Due to a problem with the satellite, to 6 passes
there are four paths over Canada for which the satellite
cannot be turned on. As it has turned out, the areas Cloud cover entry less than 5 minutes per
accessible from these paths have not contained targets pass
of particular interest to the Canadian HOS-1 Project
Team. A map of Canada locating the 'cloud-free' scenes HESSR scene-to-disk about 2 minutes
which have been acquired is shown in Figure 2. About
1400 scenes are identified on this map of the 2116 VTIR scene-to-disk about 3 minutes
'cloud free' scenes of Canada and the United States
acquired by the Gatineau Satellite Station. HSR scene-to-disk about 5 minutes per pass

5. HOS-1 QUICKLOOK AND TRANSCRIPTION SYSTEM Disk-to-CCT about 40 minutes on VAX-
11/730 orabout 10 minutes

A system was required to monitor the 
condition of

the satellite downlink in real time, to generate
quicklook imagery and to catalog data for the MOS-I
sensors. Earlier such systems had written monochrome 5.2 Quicklook and Catalog Generation
quicklook imagery to film or microfiche; the MOS-I
s.zlem was to write colour quicklook images on an analog For catalog generation, MESSR data are read from
viabo disk. Cloud cover estimates were to be entered the HDT, decimated by the FP and displayed in NTS-C
in the catalog by an operator working off-line, using video format. The control process in the host computer
a video display of the MESSR imagery. A second major uses the pre-generated nominal World Reference System
function was to transcribe raw scenes of MESSR, VTIR and (WRS) framing information and the station time code
MSR, as well as telemetry data from High Density Digital (from a separate track on the HDT) to determine the
Tape to Computer Compatible Tapes (CCTs). There was scene end time which triggers the recording of the
also a need to integrate the HESSR catalog with the SPOT displayed scene to the ODR. At each scene end time,
and LANDSAT catalogs, and to provide the capability of catalog information including WRS indices, station
searching the catalog on a personal computer (PC). time, scene quality information and ODR frame number is

written to the catalog file. Catalog files are
5.1 Implementation generated in the same free-format as is used for SPOT

thereby allowing easy integration of the HESSR files
An existing SPOT Quicklook System was modified to into the satellite inventory.

process MOS-] data. The host computer is a VAX-1l/730,
with the usual peripherals and some custom hardware to After the quicklook recording process, an operator
support the MOS-1 requirements. It has 4 Mbytes of assesses the recorded pass and estimates cloud content
memory, a floating point accelerator, a total of 572 of each scene. Two catalogs are generated for each
Mbytes of disk space, a 1600 bpi tape drive and an 8- pass, the 'master' containing information of all
line communication interface that connects terminals, scenes, and the 'cloud-free' containing information
a data link and an optical disk recorder. A block only of scenes with 20% or less cloud cover.
diagram of the data flow for MOS-1 is shown in Figure
3. Using the master file of MESSR imagery on the ODR

and the catalog, a subset of the imagery may be
MOS-1 data, after being received and recorded on selected and written to VHS video cassettes. All team

a Honeywell HD96 High Density Tape Recorder (HDTR), are members have been provided with a video tape of the
input to the VAX computer via the custom Front-end 'cloud-free' catalog.
Processor (FP). The FP synchronizes, sub-samples and
reformats the satellite imagery data, and controls the 5.3 CCT Production
colour display. Two display controllers are available,
a Revolution Series (Number 9 Corporation) graphic During CCT production, the data flow from the HDTR
display board produces NTS-C video imagery while a to the CCT drive is controlled by a single supervisory
Metheus Omega 530 display controller generates a 512x512 program in the host computer. On input, the HDT is
or 1024x1024 pixel video display. No radiometric or played from slightly before the start of the required
geometric corrections are applied to the data before scene, the bit stream is synchronized and formattd by
display. the FP and the selected sensor data is sent to

intermediate storage on disk. At the same time as the
A Panasonic TQ-2026F video optical disk recorder data are being sent to disk, the data are sub-sampled

(ODR) records each raw and un-annotated HESSR image in by the FP and the decimated image is sent to the
NTS-C format directly from the FP. The address of the Metheus display. Following this input process, the
ODR frame to which the image is written is controlled integrity and quality of the data on disk are analyzed
by the host computer. Up to 24000 scenes or about 350 by the computer in preparation for output to CCT. The
Canadian passes can be recorded on a single-sided 20 cm output CCT format follows the NASDA specification.
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When MSR and telemetry data are being extracted, a whole the service which will be offered to all Canadian users
pass may be processed at once; for the other sensors, of remotely sensed imagery when a similar capability is
one scene is processed at a time. adopted for the LANDSAT and SPOT image catalogs.

5.4 Inventory Search on a Personal Computer 6. PRELIMINARY EVALUATION OF MOS-1 IMAGERY

A simple and convenient means for accessing MESSR (Manore and Butlin, 1989) have carried out a
quicklook image inventury has been developed as part of preliminary analysis of the raw MOS-i imagery to
the MOS-l project. It %as designed to demonstrate a determine which corrections are must be applied in the
video optical disk used interactively with the image processing of the data prior to its delivery to team

catalog as a replacement for microfiche, both at the members wishing to carry out applications research.
order desks and at the sites of sophisticated end-users. Manore and Butlin found that, in addition to the inter-

detector calibration, the MESSR images require
All MESSR scenes received at the Gatineau significant geometric correction to register the four

Satellite Station were recorded on optical disk (Section spectral channels. The raw VTIR data was found to be
5.2). The catalog information collected by the MOS-1 most satisfactory and in need of little additional
Quicklook System and stored in the satellite inventory processing. Thr radiometric artifacts apparent in the
was downloaded to the hard disk of a PC which in turn raw MSR imagery will need to be corrected using the
controlled the ODR through an RS-232 interface. Due to sensor calibration information.
the storage restrictions on PCs and unsophisticated
search mechanisms, only the 'cloud-free' versions of the 7. PROCESSING
catalog files stored on the VAX computer are normally

transferred to the PC. MacDonald, Dettwiler and Associates (MDA)
(Erickson, Robertson, Sharpe, 1989) of Vancouver is

Simple commands were implemented enabling the developing, on behalf of the Canadian MOS-1 Project
user to select a data set for input, generate a subset, Team, a software package to process MOS-l imagery. The
select and display individual scenes as well as store software will accept raw CCTs from the MOS-l Quicklook
and retrieve subsets. Standard data sets available are and Transcription System and apply the appropriate
MOS-1 or SPOT, master or 'cloud free'. The selected radiometric and geometric corrections. As this will be
input data set file may be further reduced to a subset a prototype system, the through-put will be limited to
according to a range of location (path/row or only a few scenes per day. MDA will, in the course of
longitude/latitude) or time period (year/day) specified the development, process 20 scenes from each of the
by the user. Following the generation of a subset, its MOS-l sensors. The first MESSR scenes are expected in
size and the first available scene are automatically late April 1989. In June 1989, the software will be
displayed. Each scene in the subset may be selected delivered to CCRS so that additional scenes can be
from the optizal disk for display on a separate NTS-C processed for the team members.
video monitor while the corresponding catalog
information are shown on the PC screen. A user may use 8. APPLICATIONS BEING INVESTIGATED
single-key cursor commands to 'walk-through' the entire
subset of up to 750 scenes. Several typical full scenes of MESSR imagery (105

km square) are shown in Figures 1, 4 and 5. Raw CCTs
of these scenes were produced on the MOS-I Quicklook
and Transcription System and then imaged on a FIRE 240
film recorder.

Fiur . Black and white rendition of a MESSR scene

of the western end of Lake Ontario. Toronto is in the
top right quadrant of the image, the city of Hfamilton
is at the centre of the lower edge. Figure 5. A black and white rendition of a MESSR scene

of Anticosti Island in the Gulf of St. Lawrence. Ocean
The catalog system represents a major features are apparent near the shore. Variations in

technological advance and a potential improvement in forest cover and bogs are clearly visible.
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The applications of MOS-1 imagery being 3. Erickson, A., B. Robertson, and B. Sharpe,
investigated by the Canadian MOS-1 Project Team include "Geometric and Radiometric Correction of MOS-l
physical oceanography, sea ice studies, forest clear Imagery in a Canadian Processing System", IGARS
cut mapping and inventory, forest fire mapping, '89 Symposium, 1989.
agriculture and land use, topographic map revision,
geology and hydrocarbon exploration. These are the The three MOS-l MESSR scenes reproduced in this
principle disciplines in which other forms of satellite paper are copyright NASDA 1988 and produced by
imagery are also used in Canada. Many of the studies CCRS under a NASDA license.
focus on evaluating MOS-1 as an alternative source of
data, particulary as the frequency of coverage provided 4. Figure 1. Sensor: MESSR
by other satellites alone is inadequate for many Acquired: November 15, 1988
studies, especially when cloud cover is been taken into Scene centre: 45.510N, 75.110 W
account. WRS: 164 - 056

Scene ID: 10623 - 154920
Most of the studies carried out by the Canadian

MUS-i Project team are integrated into existing 5. Figure 2. Sensor: MESSR
programs. In many cases imagery was collected of well Acquired: May 31, 1988
established test sites supported by various federal, Scene centre: 43.370N, 78.99°W
provincial and university laboratories. In the case of WES: 166 - 59
one oceanographic experiment, MOS-1 imagery was acquired Scene ID: 10455 - 155552
coincident with a major survey around Georges Bank, off
the coast of Nova Scotia. 6. Figure 3. Sensor: MESSE

Acquired: June 24, 1988
The following is one example of the type of Scene centre: 49.190N, 61.37OW

project in which MOS-1 data is being used. Only a small WES: 156 - 51
group of scientists at the Atmospheric Environment Scene ID: 10479 - 145420
Service (AES) have had experience with passive microwave
imagery. Thus, to introduce this important data type
into a wider group of applications, CCRS and AES will
carry out a collaborative project with Ph.D. Associates
of Toronto, one of the few companies in Canada having
analyzed this type of data in the past. Existing MSR
scenes of the ocean will be used to develop a
'calibration' of the MSR through a comparison with the
SSM/I sensor carried by the Defense Meteorology
Satellite. Additional MSR imagery is being collected
this winter over the Saskatchewan prairies and southern
Ontario where snow thickness surveys are carried out as
part of a continuing hydrometeorology project. Standard
algorithms will be used to reduce the MSR brightness
temperatures and map the water equivalence of the snow
cover. These results will be compared to the surface
measurements.

9. CONCLUDING REMARKS

An amendment to the Arrangement has been
negotiated whereby CCRS may continue to receive MOS-l
data. In addition, CCRS is permitted to distribute MOS-
I data from its archives.

CCRS will upgrade the facilities at Prince Albert
Satellite Station to receive MOS-1, to give nearly
complete North American coverage, beginning in the
Spring of 1989. This is seen as an important step in
meeting the demands of the user community and
encouraging the wider use of MOS-1 data.

This paper was also presented at the MOS-I
International Symposium (Butlin et al, 1988).
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ABSTRACT puter compatible tapes (CCTs) generated by the CCRS Transcription
System. The raw data is absolutely radlometrically calibrated, geo-

The Marine Observation Satellite (MOS-I) has been operational and rou- metrically corrected to a map projection, and output on LOGSWG
tinely acquiring data for over 20 months. As part of the MOS-1 verification format CCTs. Geometric processing resamples the image to a map
project, the Canadian Centre for Remote Sensing (CCRS) has acquired over projection correcting for sensor alignment, band-to-band registration,
160 orbits of MOS-1 data. In order to effectively evaluate this data, it must earth curvature and rotation effects, satellite orbit and attitude, and
first be processed to correct for radiometric and geometric errors. To meet temperature dependent sensor characteristics. Radiometric process-
this need, MacDonald Dettwiler has developed a prototype MOS-1 cor- ing converts the raw digital numbers (DNs) to physical units cor.
rection system capable of radiometrically and geometrically correcting raw recting for temperature dependent sensor characteristics using both
MOS-1 data. This paper reviews the Canadian MOS-1 processing capabili- inflight sensor calibration data and preflight information.
tie.. It begins with a review of the MOS-1 sensors and image characteristics.
Following this, the radiometric and geometric correction algorithms of the This paper describes the Canadian processing of MOS-1 data. The
Canadian prototype system are described. Finally, examples of the pro- three MOS-l sensors are reviewed with emphasis on the quality of the
ceased imagery are presented. raw Image data. The radiometric and geometric correction algorithms

Keywords: MOS-l, Geometric Correction, Radiomettic Correction. of the Canadian prototype system are then discussed followi i; which
exanples of processed imagery are presented.

1 INTRODUCTION
2 IMAGE CHARACTERISTICS

Since its launch on February 19, 1987, the Marine Observation satel-
lite (MOS-1) has been routinely acquiring data over North America. MOS-1 was designed to observe and monitor land, ocean, and atmo-
As part of the MOS-1 verification project, the Canadian Centre for spheric processes. The satellite carries three sensors which observe
Remote Sensing (CCRS) has tracked over 160 orbits of MOS-1 data the earth at a variety of resolutions in the visible, near-infrared, ther-
from which test scenes will be chosen for sensor evaluation and ap- mal infrared, and microwave regions of the electromagnetic spectrum.
plication studies. Preliminary evaluation of the raw data imagery In this sense, MOS-1 provides the remote sensing community with
generated by the CCRS Quicklook Transcription System [Butlin 89) an ideal opportunity to study and compare data from a diverse set
indicated that in order to effectively analyze the data, it would first of sensors. As data is simultaneously acquired by all three sensors,
have to be processed to correct for radiometric and geometric er- the traditional problems associated with comparing multisensor data
rors. The goal of the current project is to provide corrected data for taken at different times and under different environmental conditions
Canadian researchers to assess the quality and utility of MOS-1, and are eliminated.
provide CoRS with ih-nted MOS.1 prcce:. ng f... .
further processing needs on an interim basis. 2.1 MESSR IMAGERY

To meet this goal, MacDonald Dettwiler has developed a prototype
radiometric and geometric correction system capable of processing The Multispectral Electronic Self-Scanning Radiometer
data from all three MOS-1 sensors. The system, which is based on (MESSR) was designed to observe the earth using four spectral bands
MacDonald Dettwiler's Geocoded Image Correction System (GICS) in the visible and near infrared spectrum. There are actually two
engine, takes as input raw MOS-1 data on LOGSWG format com- MESSR sensors, systems I and 2, which point at fixed angles (nom.
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MESSR Misregistration From Band 1 to 2 pixel isalignment between the different detectors. Radiometric
System Band 2 Band 3 Band 4 artifacts may also be observed in the data in the form of horizontal

1 1.07/0.72 2.25/.0.28 0.80/-0.86 vertical striping noise almost periodic in nature.
2 -0.12/0.58 4.87/1.38 1.05/1.32

Table 1: Band-to-band misregistration in raw MESSR data. The 2.3 MSR IMAGERY

values are given in the along and across track directions and are in The MOS-1 Microwave Scanning Radiometer (MSR) Is designed tounits of pixels. TeM S1McoaeSann aimtr(S)i eindt
observe snow conditions, the amount of vapor in the atmosphere over
oceans, and the amount of water in cloud and sea ice by receiving
microwave noise signals emitted through the air from ground surfacesinally 2.730) to either side of nadir. Under normal operating con- and oceans. The MSB. employs a conical scan system which employs

ditions, imagery may be acquired from only a single system at a an ocease anenna con scan s . hich emtloe

given time. Each MESSR is a push broom sensor incorporating a

single 2048 element COD linear array in each spectral band. It has required for one rotation of the antenna is used for earth observation
asninal ground esutODinea aa 50 m e acquiring sp ta oan. 10 hwhile the remaining half is used for recording the calibration data
a nominal ground resolution of 50 meters acquiring data over a 100 of low and high reference temperature sources. The MSR produces
kilometer swath to one side of the satellite track. Radiometrically, data in two bands (23 GHz and 31 GHz) at two different integration
the MESSR's four spectral bands are similar to those of the Landsat times (47 msec and 10 msec) at a radiomnetric resolution of 10 bits.
MSS sensor. This, together with the siuilar geometric resolutions, The ground resolution is nominally 32 kilometers in the two 23 Glz
has sparked interest in comiparing the quality of data acquired by the bands and 23 kilometers in the two 31 GIz bands.
two sensors.

Because of the conical scan system, the ground scanning pattern ofEvaluation of raw MESSR imagery has shown that the data contains thMS isemcrualdngolregenticitrinsn

a number of radiometric and geometric artifacts which hamper itsdistortions in

a nalysis ofrad8ometr 9a. gmtrificats whic obadnisregis- the raw imagery. Analysis of the radiomnetric quality of this data
analysis cManore 89,Henry 89a. Significant band-to.bandisres- has shown the presence of horizontal striping in the imagery as well
tration, caused by misalignment of the four detector arrays, is present as random pixel dropouts, particularly prevalent near the top and
in images acquired by both systems. The magnitude of this misreg, bottom portions of the imagery. As the processing unit of MSR data
istration varies between system 1 and system 2, and may be as large is a full satellite pass, these dropouts are most likely caused by errors
as 6 pixels. In many applications such as land use classification, in communication with the satellite when it is near the horizon.
accurate band-to-band registration is critical and any misalignment
can introduce significant misclassification errors. An analysis of six
MESSR images was undertaken to characterize the magnitudes of 3 RADIOMETRIC & GEOMETRIC
the detector array displacements and their dependence on temper-
ature. Using Band 1 as a reference, the spectral bands were corre- CORRECTION
lated against one another at unifornly distributed grid points over
each image. Table 1 tabulates the magnitudes of the misregistra To allow for overlay and comparison of images from the different
tion found. These results are consistent with those repoited in the MOS-1 sensors, the raw data must first be corrected for geomet-
literature (Manore 89,Henry 89a]. ric distortions introduced by the nature of the imaging geometry.

Further, the imagery must be absolutely radiometrically calibrated
Analysis of the radiometric quality of raw MESSRt data has identi- through the conversions of raw DNs to physically relevant quantities
fled a single major artifact. Vertical striping, typical of linear array so as to facilitate meaningful comparisons of multitemporal and nul-
sensors, has been identified in all MESSR images studied thtu, far. tisensor data. This is necessary tc allow the effective utilization and
This striping takes two forms: random striping caused by differences comparison of datasets from all three MOS-1 sensors both amongst
in the gains and dark current offsets of adjacent COD elements, and themselves and with other sensors, uch as the Landsat MSS and TM
periodic striping caused by the even-odd shift registers of the COD. sensors, and the NOAA AVHRR sensor.
The random striping may be removed to a large extent b% abrolutely
calibrating the data using NASDA supplied calibration coefficients. To meet these needs, MacDonald Dettwiler has developed, on behalf
The periodic even-odd striping is not as easily removed, of the Canadian MOS-1 Project Team, a prototype MOS-1 processing

system capable of geometrically correcting data from all three MOS-1
sensors to a standard map projection, and absolutely calibrating the

2.2 VTIR IMAGERY raw DNs to physical units. The system is based on MacDonald Det-
twiler's GICS engine with enhancements to handle the MOS-1 spe-

The MOS-1 Visible and Thermal Infrared Radiometer (VTIR) is de- cific satellite and sensor systems. The corrected imagery is output on
signed to observe the temperature of earth surfaces (sea surfaces) and LOGSWG compatible COTs.
cloud tops, ice distribution and cloud distribution using one band in Geometric correction is performed in a two stage process. In the
the visible region and three bands in the infrared region. The VTIR is first stage, the correspondence between any given pixel in the in-
similar to the NOAA AVIIRR sensor, although it does have a number frt stage, the crpondence etee ay i elinhe i
of distinct characteristics. Geometrically, the VTIR is a mechanical put imagery and a point on the earth's surface is established. This
scanming radiometer consisting of a single detector in each band. The correspondence is called the forward troansforuaion. In the second
ground resolution of the VTIR is nominally 900 meters in the visible stage, the input imagery is resampled to a regular grid using a user

and, a 2.7 kilcr in the infrared bands. Radometrcaiy, tim scta rampli rn The proesing correct for senor aign
Sprondes .7 giu in tode infard and. Calibratioa ment, band-to-band registration, earth curvature and rotation ef-

VTIR provides 16 gain modes in each band. Calibration of the data fects, satellite orbit and attitude, and temperature dependent sensor
is accomplished by observing a built-in black body and deep spce characteristics. The primary output of the system is an absolutely
when the scanning mirror is not sweeping the earth. radionmetrically corrected and systematically georeferenced product.

The image quality of raw VTIR data is relatively good with only a Systematic refers to the fact that the images are geometrically cor-
few problems being reported in the literature. While the bF.nd to- rected using only a prior- information such as the sensor geometry,

band registration is much better than for MESSR, there is atill a 1 ephemeris and attitude data; no ground truth is required. Georefer-
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Figure 1: A geometrically and radiometrically corrected MESSR Band 3 image of the Bay of Fundy acquired on
September 6 1988. The data was acquired using high gain mode by MESSR System 2. For comparison, a small
subimnage taken froma the processed VTIR image shown in Figure 2 is given in the inset. (Copyright NASDA 1989)

enced products are in a map projection oriented in the direction of The scale accuracy of the product was measured using the same 17
the nominal satellite heading at the scene center. Output pixel spac- GCPs. Scale accuracy is defined as the error between actual distances
ings for the three sensors have been chosen such that they differ by on the ground, d., and the distances estimated from the imagery, di
integral multiples from other sensors processing by the GICS systemss
allowing for easy multisensor image overlay and comparison.

Radiometric correction is also performed in a two stage process. Input scale accuracy (1)
pixels are first converted to physical units (typically radiance) using dg
telemetry data, as well as inflight and preflight calibration data. The
corrected values are then converted back to digital numbers for out The scale accuracy of the corrected MESSR data was found to have
put to CCT using either fixed or variable gains and offsets. These an RMS value of 0.001, which is similar to the values reported forparameters are stored in the radiometric ancillary record of the cor- SPOT data by CNES [Henry 89a).
rected CCT, thus may be used to convert the corrected DNs back to
physical units. The radiometric correction of MESSR data includes absolute calibra-

tion of the raw DNs to radiance using satellite telemetry data and
preflight measurements supplied by NASDA, relative calibration to

3.1 MESSR PRODUCTS remove residual striping, and decompression of the 6-bit data. The
calibrated radiance is converted to an 8-bit DN using fixed band/gain

The standard processing of MESSR data generates products with 50 mode dependent radiance limits before output to CCT. As MOS-1 has
meter pixel spacings which have been systematically georeferenced to no in-flight absolute calibration capability, one can not directly mon-
either the Universal Transverse Mercator (UTM) or Lambert Confor- itor and track the radiometric degradation of the sensor over time.
mal Conic (LCC) map projections. The process corrects for sensor However, work by Henry et. al. [Henry 89b] comparing MIESSR im-
alignment, band-to-band registration, earth curvature and rotation agery with near simultaneous SPOT MLA data has shown that it is
effects, satellite orbit and attitude and.eitiperature dependent dis- possible to achieve absolute radiometric calibration with an uncer-
tortions of the CCD arrays. tainty as low as 10 percent.

An analysis of the geometric accuracy of the systematically corrected An example of a geometrically and radiomnetrically corrected MESSR
MESSR products was performed on a MESSR System 1 image of System 2 image of the Bay of Fundy is shown in Figure 1. The
Ilanilton, Canada acquired on September 28 1988 using seventeen image was acquired using high gain mode on September 6 1988. To
control points distributed uniforinly throughout the image. After re- demonstrate the utility of geometrically the data, a small subinage
moval of the along and across track bias errors (due to the systematic of a corrected VTIR image over the same area is shown. ('omparison
nature of the spacecraft modelling), the combined RMS error in lo- of the processed data is made easier since both imagei have been
cating accuracy was found to be 44 meters, i.e. less than one pixel corrected to the same map projection, and the pixel sizes are integral
error. multiples of one another.
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Figure 2: Part of a geometrically and radometrically corrected VTIR visible band (Band 1) image off the east coast
of Canada acquired cn September 6 1988. The image has been corrected to the Lambert Confroinal Conic map
projection with 550 meter pixel spacings. (Copyright NASDA 1989)

3.2 VTIR PRODUCTS 4 CONCLUSIONS

Standard processing of VTIR data generates systematically georef- Canadian MOS-1 data processing capabilities have been described.
erenced products in the LCC map projection which have been cor- A prototype system has been developed by MacDonald Dettwiler for
rected for band-to-band misregistration, earth curvature and rotation CCRS capable of radiometrically and geometrically correcting data
effects, panoramic distortions, satellite orbit and attitude errors, and from all three MOS-I sensors. The processing capabilities include:
different spatial resolutions between bands. The corrected data is re-
sampled to a 550 meter pixel spacing to maintain the pixel sampling * systematic geometric correction to a map projection modelling
rate of the visible band while at the same tine allowing easy con- and removing distortions introduced by the sensor, satellite,
parison with 1100 meter AVHRR data. The raw DNs are converted and earth;
to radiance using both inflight calibration data obtained by viewing * absolute and relative radiometric corrections;
a reference black body and deep space, as well as preflight data. The
corrected radiance is converted to an 8-bit DN using scene specific The system will provide CCRS with the capability to meet the pro-
gains and offsets before being output to CCT. cessing requirements of Canadian MOS-1 Project Team, and to meet

An example of a geometrically and radiometrically corrected VTIR additional MOS-1 processing needs on an interim basis.
product off the east coast of North America acquired on September
6 1988 is shown in Figure 2. Geometric processing has corrected for References
the uneven line and pixel spacing, differing resolution, and the large
panoramic distortions present in the raw data. This allows for easy [Butln 89J T. Butlin, J. Lam, M. Manore, and R. A. O'Neil.
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Multi-spectrum Electronic Self-scanning
ABSTRACT Radiometer(MESSR), the Visible and Thermal

Infrared Radiometer(VTIR) and the Microwave
in order to vcrify the capability of the MOS- Scanning Radiometer(HSR). The 31GHz channel
1 Microwave Scanning Radiometer(MSR) for sea of MSR has good atmospheric penetration, and
ice monitoring, airborne experiments were expected to provide useful information for
carried out by NASDA in 1985 and in 1988 in sea ice monitoring. While VTIR visible
the Okhotsk Sea. Both airborne and MOS-1 MSR channel provide us more detailed image of the
data were analyzed in this study. Ice sea ice under the fine weather. Assuming that
thickness and ice concentration were the detailed sea ice condition can be
estimated from the simultaneously corrected estimated by the VTIR data, one can easily
Visible and Thermal Infrared Radiometer(VTIR) evaluate the relationship between the MSR
data and were compared with the MSR data. data and sea ice condition by comparing the
The airborne MSR brightness temperature has MSR data with the VTIR data. From this point
shown a good linear relationship with sea ice of view, the airborne data and the satellite
thickness. More than 30K brightness data were analyzed to evaluate the capability
temperature difference was observed between of MSR for sea ice monitoring.
open water and ice floes. The tendency of the
Increase of ice concentration with the
increase of MSR brightness temperature was 2. Airborne Data Analysis
observed. However, the airborne MSR
brightness temperature of thin ice floes were As part of the MOS-I Verification Program, a
mostly overlapped with ice-water mixed area. series of airborne experiment for sea ice
The MOS-1 MSR brightness temperature has monitoring were carried out by NASDA in 1985
shown a linear relationship with the sea ice and in 1988 in the Okhotsk Sea off the north
concentration estimated from the MOS-1 VTIR. coast of Hokkaido, Japan. All the sea Ice

within this region are one year or younger
Keywords: Passive Microwave Sensor, MOS-1, ice. This situation simplifies the evaluation
MSR, VTIR, Sea Ice Concentration of MSR. The MSR and VTIR equivalent in

performance to MOS-1 sensors were mounted
on an airplane, turbo-prop type "Merlin IV

1.INTRODUCTION A", and several flights were conducted. The
parameters of the data used in this study areSatellite passive microwave sensors provide shown on Table 1.

us useful sea ice information with wide s
coverage, through cloud, and both day and Table 1. Parameters of the analyzed data.
night. However, as the footprint size of T 1 r s t at
these sensors are usually very large (more c nith1 Sewr Sth hmL r/
than 20km), one footprint is expected to be a e" / VndtJ, Oo. (Oaveetul t)
mixture of a various types of sea ice and R
open water. Therefore it is not easy to im m-: -.. . :m . .
evaluate the relationship between sea Ice AIr~r .If 2240 I 0.5- 0o.7m M 2.4a
condition and satellite passive microwave Frb. 9 SKI Alrborn fS 1.8 Ke 3 31 *2 10 we 114@sensor data. _t/Atf orre Vilt 8.4 0e 1 0.5 0.7 jum 15

One of the advantage of MOS-1 is that, it can WO Ke / N0, 2
observe same phenomena at the same time with
the three different sensors which are the -mTSf 2A 15000 1 0.5~ 0.7 jm 0.90X
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2.1 Ice thickness

Firstly, the basic ability of MSR for
detecting ice thickness difference was
evaluated with the low altitude(800m)
tirborne MSR and VTIR data of the Okhotsk Sea
fir Jan. 25, 1985. The Fig.l shows an example
ol MSR image. The image is underscanned 'T

because of the low flight altitude. The
footprint of MSR are overlaid on the VTIR
image as shown on Fig. 2. By comparing the
Image with simultaneously taken aerial
photos, 7 plane ice zones were selected as
training area. Open water were not observed
in this site. Fig 3. shows a linear
relationship between the VTIR data value and
MSR brightness temperature. If we ignore the
effect of the snow cover, the VTIR brightness
value of ice increases with the thickness of
Ice. The result suggests the basic ability of
MSR for ice thickness difference detection.

2.2 Ice Concentration
Fig.2 Training area

Sea ice concentration information are selection. Airborne
significant for routlig ships safely through MSR footprint are over-
Ice. Originally, sea ice charts were made laid on airborne VTIR
manually with various information mainly Fig.l. An example of Image and 7 training
corrected with visual observation from shore, airborne MSR image, area were selected.
from ships, from low altitude airplane. (31GHz)
Nowadays, remotely sensed images, such as
NOAA AVHRR images, are becoming utilized for
making sea ice charts. Though the visual ,
definition of sea ice concentration using
remotely sensed image may change with the
correlation of the size of the ice floes and
the resolution of the image, if we assume a
linear relationship between the brightness
value of the remotely sensed data and ice ,: ,
concentration, the ice concentration can be
estimated by the foilowing formula.(after 4
Zwally et al, 1982, Alexandrov et al, 1987)

= ( (D -Dw) / (D-Dw) / Zi (I)
fez -Z o 0 -,0,2. 2 2

fl10 20 00 N2 h2O f l ( (0)

where: 41~s )C,

I . = Ice concentration of zone Z Fig. 3 Relation between MSR brightness
Di = Brightness value of the pixel i temperature and VTIR brightness value whichDi reflects relative ice thickness.
Dw = Brightness value of open water
D, = Brightness value of white ice

It should be noted that this formula
calculates "average ice ccncentration" of
the specified ice zone Z. If one wants to
correlate tle calculated ice concentration
with visually identified conventional ice
concentration, one should select ice zones
where the sea ice are evenly distributed
within the zone.
Fig 4. shows an airborne MSR image of the
Okhotsk Sea for Feb. 9. 1988. The altitude of
the flight was 5000m and the resolution of
the MSR data for 31GHz is 114m. In the test
site, total of 18 ice zones for various ice
concentration were selected manually as
shown on Fig. 5. The ice concentration of
each zone were calculated from VTIR visibledata usig fmula1). The relaionhip Fig. 4 Airborne MSR imag of the Okhotsk Sea
data using fomula(). The relationship for Feb. 9, 1988. (31GHz)
between the MSR brightness temperature and frFb ,18.(1;z
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ice concentration derived from VTIR data Is
shown on Fig. 6. A obvious brightness

j .temperature gap (30K difference) between the
open water and ice floes was observed. The
tendency of the increase of MSR brightness
temperature with the increase of ice
concentration was slightly observed. Though

-3 thin Ice floes and ice-water mixed area
showed clear difference in VTIR derived ice
concentration, the airborne MSR brightness

6 temperature of thin ice floe are mostly
overlapped with that of Ice-water mixed area.

3. Satellite Data Analysis

Based on the result of the airborne data
analysis, the satellite data are analyzed.

. The parameters of the data used for the
analysis are shown on Table 1.

Fig. 7 and Fig. 8 show the MSR image and
VTIR image respectively of the Okhotsk Sea
for Feb. 9, 1988. Total of 15 training area

twith different ice concentration were
selected manually with the simultaneously
corrected VTIR image as shown on Fig. 9.

147

I Is

"' ' ' Fig. 7 MOS-1 MSR image of the Okhotsk Sea

Fig.5 Training area overlaid on aerial photo. for Feb. 9, 1988. (31GHz)

(T) hick Ice floe

o

I. .

4 , , I .I

180 10 06 210 220 20 2!0 200 260 (K)

Fig. 6 Relation between airborne MSR
brightness temperature and ice concentration Fig. 8 MOS-1 VTIR.visible image of the

derived from VTIR brightness value. Okhotsk Sea for Feb. 9, 1988.
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The ice concentration of each training area 4. Conclusion
were calculated from VTIR visible data using
fomula(1). Fig. 10 shows the relationship The airborne and the MOS-I MSR data were
between the MSR brightness temperature and analyzed to evaluate the capability of MSA
the ice concentration derived from Uie VTIR for sea ice monitoring. Ice thickness and ice
data. The relation between brightness concentration of the test sites .were
temperature and ice concentration became more estimated from the simultaneously corrected
linear compared with the airborne data. This VTIR data and were compared with MSR data.
tendency can be explained as follows. The airborne MSR brightness temperature
Compared with airborne MSR, MOS-1 MSR has showed a good linear relationship with sea
much lower resolution. It is obvious that ice thickness. More than 30K brightness
thin ice floes with the size of MOS-1 MSR temperature difference was observed between
footprint (23Km) can hardly exist. the open water and Ice floes. The tendency of
Accordingly, intermediate brightness the increase of Ice concentration with the
temperature of MOS-1 MSR may represent the increase of MSR brightness temperature is
grade of ice concentration, slightly observed.
This result suggests the capability of As for the MOS-1 MSR data, due to the large
estimating ice concentration from MOS-1 MSR footprint size of the MSR, the MSR
data. brightness temperature showed a linear

relation with the sea ice concentration
estimated by the VTIR. Considering the
observation ability of MOS-1 MSR with wide
coverage, through cloud, and both day and
night, the usefulness of MOS-1 MSR for sea
ice monitoring is promising.
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The data from the OS-1 satellite MESSR sensor were processed by the Canada
Centre for Remote Sensing (CCRS) for three scenes in Southern Ontario
which are being evaluated by the authors for several land applications,
including land use, agriculture and forestry. The Image data are geometrically
corrected to map coordinates for ease of comparison and combination
with the large amounts of data from other sources using the PCI EASI/PACE
image processing and analysis system. Using the same system, enhancements
, classification and other analysis techniques are applied.

The MESSR data are examined for their independent usefulness, as well as for
the additional tnfcrzat!,n and utility of the data when combined with
information ohtained from other satellite and airborne sensors as well
as ground observations.
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ABSTRACT able to extra-t values for particular ground cover types anr thus design a
sensor most suited to the desired application. The algorithm developer

The Euracs database has been set up In response to a need may utillse the applctlon demonstrators, or backscatter models, within
within Europe to rationalize research Into microwave remote sensing. the database to facilitate development of analysis techniques. Finally the
This database Is designed to store the radar cross section and campaign planner can access Information about existing campaigns and
associated data of ground cover at microwave frequencies. Its methodologies employed.
development and Installation have been commissioned by the Institute of
Remote Sensing Applications at the Joint Research Centre (JRC), Ispra
Establishment of the Commission for European Communities and 2. DATABASE PARAMETERS
undertaken by Hunting Technical Services and GEC.Marconl Research
Centre. The development of Euracs, as originally conceived by JRC,

has taken about 3 years. The programme of development began with the
The database has been developed as a facility for use by European Agrisar 86 (JRC, 1986), Agrlscatt 87 (V'rS, 1988) and Agrscatt

researchers Into microwave remote sensing, Initially to assist research 88 airborne experiments, In which rcs data were collected In a
Into a range of activities including backscatter modelling, alogorithm coordinated manner using standard data collection methodologies.
development and microwave sensor design. In the long term Improved These experiments Identified clear definitions for the parameters
modelling techniques will be employed within the database to enhace the required, the data collection and processing methodologies, the quality
efficiency of data analysis. This will encourage other applications such as assurance procedures and data Integrity.
algorithm development for microwave product simulation. In addition, the
database can be used to assist in campaign planning and training In The data currently held within Euracs are mainly based on
image processing. information collected In the Agriscatt 87 campaign. However additional

tables have been constructed to enable the future Inclusion of multi.1. INTRODUCTION polarization, polametric, multi frequency and laboratory data and data
from other sensors.

The European radar cross section database (Euracs) Is a
central store of calibrated and validated radar cross section (rcs) values The data collected and stored within Euracs can be grouped
and associated data. It covers a full range of microwave sensors and into parameters describing the target, dIgma values (rcs), environment,
platforms. Euracs Is a data analysis tool permitting access to both data quality, Instruments and administrative Information. These
accumulated data and a range of applications such as backscatter parameters or attributes are grouped together to form entitles or tables.
modelling, sensor design, algorithm development and Interpretation. The
background to the development of Euracs has previously been 2.1 Target parameters
described by Churchill and Sieber (1988), however, it Is worthwhile
reiterating the overall objectives. The database must be The defined target parameters (such as species, crop height
fully quality checked, it must be flexible with defined limits of validity; all and phenology) are based on those used In the Agriscatt 87 dataset
parameters present must be defined. The database must be able to (HTS, 1988), but equally applicable to a range of spareboume, airborne
recreate experiments from sensor to ground parameters, this implies the or lab-based experiments. Data were collected, using these definitloiis
ability to hold data from various sources. Finally the database must be over six sorties In 1987. Hov r-er not all crops are of the same
fast and easily available. physiolo'gy, and so not all the specified parameters can be collected for

every c;op. In such cases the position In the relevant table Is filled with a
Euracs has been developed In response to a need to rationallse NUL, this Implies to the database that there Is no measurement.

European research Into microwave remote sensing. It will summarise the Subsequently when using Euracs these values are non-existent, and
current state of empirical kncwledge and facilitate access to cannot be accessed In any operation.
accumulated data. As a result of the introduction of approved sampling
and ground collection methodologies, as well as rcs measurement The database logical design of target parameters Is such that
methodologies, Euracs will lead to a uniform approach to microwave the most frequently changing, le 'unstable', parameters are contained
remote sensing programmes. within the tabie 'CROP DES': whereas parameters that may remain

'stable' throughout the year are contained In a higher order entity or table
Four types of potential Euracs user have been Identified and such as 'CROPSUR'. Such separation of the data Into tables avoids the

Euracs has been designed to satisfy each of their requirements. The rcs need for duplicating data at different levels
modeller needs to evaluate the average parameter value of each field and
the variability present both within and between fields. Basic questions,, 2.2 Slama Parameters
such as how rcs values change with radar sensor parameters and crop
parameters, will be answered empirically. The sensor engineer will be For In-situ crop targets each field Is notionally divided Into
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subfields. The objective of this Is to test for homogeneity of the rcs values a double arrow pointing to it Is considerad to be ieow the table from
across a field. The subfields are assumed to lie at a minimum distance which the line emanates. A line with single arrows shows equivalent
from the field edge. This minimum distance would typically be given by associated data. Therefore, each parameter has a primary table, I.e that
10 + 2R meters, where R Is equal to the minimum of the ra ie and In which It first appears. Any Information contained In a higher order
azimuth resolution, entity must, by definition, be common to the entities below It, hence

avoiding the need for data repetition. This structure also maintains data
Database records for the entire field only contain subfields with Integrity, In that any row within an entity, In order not to be removed from

'good' data. For example with a goodness of fit below a 5% threshold; a Euracs, must have all the associated rows above it also present within
field yield!ng such results is judged as being homogeneous. tie database.

There Is also a Euracs entity for laboratory measurements of Each table within Euracs has a set of Identifying attributes
rcs targets. For multl-polarisation data there Is an entity which enables (parameters) with the following properties:- (a) each non-identifying
the storage of full Muller matrices, mean and standard deviation and attribute Is dependent on all Identifying attributes and (b) each non-
goodnesa of fit. An entity has also been designed for accepting ERS-1 Identifying attribute Is not dependent on another non.identifying attribute.
and other satellite-borne data. The Identifying attributes or parameters uniquely Identify the row within

the entity. To achieve this existing tables are divided Into new tables and
2.3 Environment Parameters attributes are moved between tables.

These are contained within a single entity which records 4. DATA QUALITY AND INTEGRITY
precip;tation, cloud cover, sunlight and wind parameters.

Data Integrity Is maintained by having a three level table
Quality Parameters structure to the database. The primary tables are the 'real' quality

checked and assured tables. These tables contain parameters which
For each measurement there are stored associated quality have all their associated parameters present In associated tables. Each

parameters detailing, for example, spatial and radlometric resolution, the rcs value has its associated target parameters contained In the database.
point spread function, antenna pointing accuracy, signal/noise ratio and
calibration approval for each Instrument. These parameters enable the The second primary table type Is the Intermediate table. An
user to determine the quality of the output, both In terms of the Intermediate table Is one whose quality and value Is assured. However,
Information obtained and to ensure that the output Is of a specified associated parameters might not yet be present, thus the measurement
quality. Is not valid for all possible applications. Both these tables can be

accessed by a user and the user will be aware of which type of table he Is
2.5 Instrument Parameters obtaining data from.

The parameters stored In these associated entities are There also exist temporary tables. These are Invisible to the
concerned with the Instruments and platforms deployed. The main user and contain data which have failed quality assurance measures In
recipient of this Information Is expected to be the sensor engineer. There some respect. These data are placed In a temporary table for futher
Is also an associated entity PROCESSOR which gives the processing Investigation. From the temporary table the parameter values are either
algorithms used to convert raw data to rcs values, rejected or corrected and placed into Intermediate tables, pending

dataset completion.
2 6 Administrative paameters As a result of the presence of an entity relationship diagram

The parameters associated with these entities give details within Euracs, data Integrity Is further maintained; because, no row can
about which organizations collected ground data and rcs data, over remain In the real tables unless all higher order rows are also present.
various sites. They also give details of the sponsoring agencies. These This 'cascade delete' runs constantly. It also ensures data are entered In
data are mainly of Interest to campaign planners. a logical manner.

3. DATABASE MANAGEMENT SYSTEM AND THE LOGICAL DESIGN Data Input to the database are subject to various quality
checks. Data are automaticaly checked to ensure that each parameter

The data contained within Euracs are managed using a falls within a permitted range of values or, If of a character datatype, that
,-- 1tlonal Database Management System (RDBMS). The software it Is one of the permitted values. The automatic check also compares the

.:kage chosen to perform this task was supplied by Sybase Software units of measurement used and converts them if necessary to a Euracs
Ltd. Euracs has been developed on a SUN 4 Microsystems computer staar-0. Other automatic checks will Include a double row check, to
running the UNIX operating system. ensure rows of data In large files are not duplicated.

There are numerous advantages to using the relational model It Is also envisaged In the future that automatic relational
for data storage. The software allows easy access to the data by means checks will be performed. These may consider relations not only within
of the SQL (Structured Query Language) intreface, or by user friendiy tables but also between tables. Relations such as permissable crop
forms that are Interactively filled in on the computer display screen. The height or phenology, given sowing date and weather conditions, or field
system also enables the use of data via networks. A further advantage Is reference given sitename will be considered.
the ability to have automatic built.in checks on the Integrity and quality of There is also a manual data Integrity check, which Is a check
the data.ThrIsasamauldtInertchcwihIacek

that measurement metoiodologles are consistent with Euracs standards.
The database consists of a number of tables or entities each This also Includes Interpolation methodologies and parameter

with their own list'of attributes or headings. The choice of parameters compatibility. This check will also decide on the logical definition of any
(attributes) associated with each entity has already been discussed. The new parameters or entities that may be added to the database.
dnqln of the Rtnicture of these tables has been made to satisfy the
criteria of the third normal form (Hove).The advantages of this structure 5. USING EURACS
are that it avoids data redundancy and the design can radily be
expanded to accept new attributes and new tables. The data obtained from Euracs are In an alphanumeric form,

with associated summary statistics if required. It Is Intended that at a later
In F1 ;ure 1, The Logical Data Model, the entities or tables and data giaphics and statistics packages will be added, enabling three types

possible relationships generated for the data within Euracs are Indicated, of user output. Euracs output Is given as rows of data In specified
The relationships in the logical model are shown in a top down format. columns derived from user specified tables, joined In a user specified
Along the top, of this diagram the highest order entities are shown. These way with user specified conditions attatchd. Euracs Is designed as a
contain attributes common to all entities directly below them. A table with read only database for users.
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S 1 User Interface User access Is designed to be flexible and friendly, either on
line from the screen or through a computer program. Data Integrity

The RDBMS provides several user Interfaces. The most basic of measures are such that a user can have a 100 per cent guarantee of valid
these Is the Structured Query Language (SQL) which can directly access data from real tables, and at worst quality assured data from Intermediate
the database. This method of query Is extremely flexible. It does, tables
however, require user knowledge of SQL

The Euracs database will provide a valuable source of data for
A less fie.,ibie but more user friendly query Interface is by what users wishing to understand the interaction of microwaves with ground

is termed 'stored procedure'. Stored procedures contain SQL statements cover.
but they have unspecified values for the parameters in the conditions
clause. Input parameters have been declared In the procedure as
variables that can be speificd by the user as required. If they are not
specified then a wildcard is placed in the SQL statement and no
restrictions are applied. It Is also possible to Join tables to themselves
and thus to compare, for example, horizontal and vertical polarisatlons
for the same conditions

The RDBMS also provides an interface based on forms. The
database presents forms on which the user fills In the 'blanks'. The form
contains predetermined parameters as Indicated In the sample form
(Figure 2). The form is more user friendly than a stored procedure as it
also has a help facility for filling out the form. As parameters are filled in, REFEREPCES
the form logic will eliminate Impossible parameters. There exists a forms
hierachy whereby supplementary forms can be called upon and further
limiting parameters entered. Churchill P & Sieber A, 'Euracs: A European Radar Cross

5.2 Programming Language Interface Section Database', in Remote Sensing: Moving towards the
21st Centuary, Proceedings IGARSS'88, ESA SP-284, 1988

Modelling backscatter requires access to the database from a
language such as C or Fortran. An application demonstrator has been Howe D R, "Data Analysis for Database Design Edward Arnold
written In C; this is a theoretical model for the variation of rcs with crop
height and Incidence angle. This model can be used to predict rcs values Hunting Technical Services, Agriscatt 1987 Campaign:
with different conditions. Th6 demonstrator Is designed to show how data Coordination of Ground Data- Final Report', for JRC Contract

In the datbase can be accessed In a useful manner, to solve a real No. 3171-87-06 EO-ISP-GB, 1988
problem. The interface to C can also be used to build other data models. Joint Research Centre, Ispra Establishment Agrisar 86:

5 3 Networkina Preliminary Investigators' Report" S.P./1.87.25 1987

Euracs can be accessed by both local and remote links. It Is
successfully accessed by a Vax. Once a user has logged Into the SUN by
whichever link, he can use any sofware package present in the SUN. The
SQL and stored procedure statements have successfully been sent to
Euracs using an X25 modem over the public packet switched data
network. This was achieved by logging Into the SUN running the DBMS
remotely from an IBM PC/AT. The only condition for the communication
software and terminal is that it can emulate a VT100 terminal. It Is also
envisaged that users will be able to access the database using there own
compatible dbms software.

6. FUTURE WORK

At present the database contains about 6Mb of data from the
AGRISCATT 87 campaign; this represents rcs values collected using a
scatterometer over 61 fields in 5 European sites, together with associated
ground data. In the future Euracs will hold multi-polarization SAR data
and laboratory data. Improvements In quality checking and the user
Interface will also be undertaken. It is also intended to expand the scope
of Euracs by Including data from different target types, such as forests,
Ice and snow

7. SUMMARY

Euracs has been Implemented at JRC, the validation phase Is
now In progress and Euracs will be available to users In the near future
on a read only basis; together with full user documentation, although
Euracs will be constantly updated and extended.

Database tables have been devised that provide the framework
for accepting rcs data from a number of different Instrument types.
Quality procedures have been constructed to ensure that rcs data
entered are correctly calibrated and that ground data are collected to a
uniform standard. Columns can also be added to the tables If additional
parameters are to be stored.
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DIOITAL SIMULATION OF TIRIAIN IACXUCATTIRING 0R083 80TIONN
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Abstract - Digital simulation of the terrain seen by SUBROUTINE OCEAN computes backscatter coeffi-
airborne imaging radars is presented as a method of cients for sea states (STA) and wind directions on
evaluating these imaging radars during simulated oceans. Sea states (21 indicate ocean wave rough-
flights. Terrain simulated includes vegetation, ness. A calm, mirror-like surface with no waves is
oceans, Arctic sea-ice, geological and man-made struc- sea state 'one.* As ocean waves begin to levelop from
tures, fresh water bodies, and glacial snow or ice. winds and tidal actions, sea states increase to higher
Each category has a target signature given by its numbers. Sea state *seven' is a very rough surface,
radar backscatter cross section. where high waves are developed from high wind speeds.

Storms and wind directions can be observed with the
Computer programs of backscatter cross sections radar backscatter from ocean waves. High rough waves

are found in a terrain reference file. Actual seg- have larger backscatter coefficients, while low gentle
ments of terrain are simulated by reference to the waves have very small backscatter coefficients. Wind
file in the radar computer data bank. During the direction for a given wind speed is determined from
flight, the radar compares its reception with terrain the different radar cross section seen when it looks
stgnatures in its data bank like a road map in a car. downwind, crosswind, or upwind at the waves (SEA).

Key Words - Backscatter, Terrain, Simulation, Digital SUBROUTINE LAKES computes backscatter coeffi-
cients for fresh water bodies (WATER). This terrain

INTRODUCTION includes lakes, rivers, canals, reservoirs, marshes,
and swampland. Large lakes and the Great Lakes (Lakes

One area of radar simulation studies is the digi- Erie, Michigan, Huron, Ontario, and Huron) have high
tal simulrtion of the terrain seen by a missile or waves similar to and sometimes higher than those on
aircraft radar during its simulated flight. Terpain oceans during storms. Sea state roughness levels
simulated includes vegetation, sea-ice, glacial ice, (STA) during storms over oceans are often exceeded by
geological structures , man-made structures, and fresh wave heights found in intense torms in the Great
water bodies. Each terrain category is described by Lakes. The scattering coefficients for these water
its radar backscatter cross section, which has a tar- bodies may be larger than those for oceans. The
get signature associated with that category. Computer remaining water bodies have relatively smooth sur-
programs of backscatter cross sections are formed in a faces, so that radar images indicate negligible sur-
reference file so that an actual segment of terrain face roughness. The backscattered signals for these
can be similated by reference to the terrain reference surfaces are predominantly specular, following Snell's
file. A related application is the inclusion of a Law of Reflection.
terrain reference file in an aircraft or missile com-
puter data bank. During the flight phase, the air- Related to ocean and fresh water body terrain are
craft or missile can compare its radar reception with Arctic sea-ice and fresh water lake ice. SUBROUTINE
the terrain signatures in its computer data bank simi- SALICE includes scattering coefficients from different
lar to using a road map on an automobile trip. forms of Arctic sea-ice (ICE). This ice is known as

*Arctic sea' ice because of its formation and presence
BACXUCATTIRING C008 8NTION! 07 TIRBAIN in the Arctic Ocean. Sea-ice is encountered in other

salt water bodies where conditions are similar to
Terrain backscattering cross sections appear in those in the Arctic Ocean. From a remote sensing

CAPITAL LETTERS. Variables appear within (PAREN- aspect, much radar and IR imaging data 13]-[41 were
THESES) PROGRAM SIGTERRA is a library for terrain collected in the Arctic Ocean because of economic sd

...... .. .. 0 r ~~e i u r~iugc nururs. When sea-ice is less than a year
different categories of terrain such as vegetation, old, it is known as 'winter ice.' When it is more
oceans, Arctic sea-ice, man-made structures, geologi- than a year old, it becomes 'old ice' or 'polar ice.'
cal structures, fresh water bodies, and glacial snow Polar ice is rougher than winter ice because it has
or ice. Backscatter coefficients (SIGTV) vary with broken several times, piled in ridges, and Joins other
the angle of incidence (THETA) of the radar signal and polar ice in 'pack ice.' Polar ice also has a lower
the terrain, frequency (FREQG), polarization of the brine, or salt water content than winter ice, and the
backscattered signal with respect to the source signal distribution of brine in brine pockets introduces
(POLAR), and the terrain itself (TERRA). internal scattering. This brine pocket distribution

and the surface roughness of sea-ice alters the scat-
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tering coefficients so that sea-ice forms and depths horizontally polarized incident waves and vertically
may be identified (51. polarized backscattered waves, or HV. "21' describes

vertically polarized incident waves and horizontally
Fresh water ice forms are sound in SUBROUTINE polarized backscattered waves, or VH. Right circular

SNOW. Fresh water ice (GLA) is formed in precipita- polarization of the incident wave, or RC, is '10",
tion as snow, hail, and sleet. It is formed in gla- while left circular polarization of the incident wave,
ciers, snowfields, fallen snow, and icebergs. In gla- or LC, is "20". The last variable read is the angle
cial ice and in snowfields, internal scattering from of incidence (THETA) of the radar wave as it reaches
dielectric ice spheres [6) may actually indicate much the terrain (in degrees).
larger scattering coefficients than those due to sur-
face roughns3s alone. This phenomena occurs because Based on TERRA, a terrain subroutine is called.
of focusing of incident waves upon the dielectric As described above, it will be VEGET, OCEAN, SALICE,
spheres. Although fresh water lake ice is formed in SNOW, STRUCT, or LAKES. This subroutine opens a file
the water, it is included in this terrain category (TERRA.DAT) to compute the scattering coefficient for
because of its physical features. During the spring, a given frequency (FREQG), angle of incidence (THETA),
lake ice breaks up and form ridges similar to those of polarization (POLAR), and terrain. It also calls
sea-ice. Radar images have been made in the Great SUBROUTINE INTERP. These variables are obtained
Lakes and in Finnish rivers (7] for ice distribution, from experimental measurements and analytical models.
Imaging studies (5) enables ice breakers to keep the
Great Lakes open for longer periods during the year. INTERP computes the backscattering coefficient
Icebergs are a form of fresh water ice because of (SIGFTV) by interpolation between frequencies
their formation in coastal terminating glaciers. (FRINT(I)) and incremental angles of incidence (J).
Detection of icebergs is an important application in Sets of backscatte"ing coefficient versus theta curves
remote sensing over the North Atlantic Ocean. are computed for frequencies of 5, 10, 15, 20, 25, and

30 GHz. Theta increments are 0, 5, 10, 15, 20, and 25
Scattering coefficients for geological structures degrees. The interpolation between theta increments

appear in SUBROUTINE ROCKS. These terrain classes [8] is initially made to obtain SIGTV(I,POLAR,TERRA) and
includes variations in geological structural features. SIGTV(I+I,POLAR,TERRA). The second interpolation
It includes bare soil, sand, lava beds, hills, moun- between frequency increments is then made to obtain
tains, valleys, rocks, boulders, tundra, permafrost, SIGFTSV(POLAR,TERRA).
clay, and similar terrain (GEO).

Examples of backscattering cross section computa-
SUBROUTINE VEGET describes all forms of vegeta- tions appear in Fig. 1, backscattering coefficients

tion. It incl Aes scattering coefficients for prai- for sea state five and radar looking downwind, in Fig.
ries, grasslans, bushes, shrubs or flower cover, tree 2, backscattering coefficients for sea state seven and
ccver or forest, and agricultural crops (VEG). Fur- radar looking crosswind, and in Fig 3, backscattering
ther categorization introduces orchards, deciduous coefficients for vegetation in 'he form of wheat-
trees, and evergreen trees. Agricultural crops have fields.
categories based on plant size, leaf size and distri-
bution (9], stem and branch shapes (10], moisture Several sources are [12]-[14] used for scattering
content and its distribution in vegetation, and fruit coefficient (SIGMA) versus angle of incidence (THETA)
characteristics. In addition to apples, oranges, and curves. In addition to 'Terrain Scattering Properties
berries, fruit includes pea pods, cucumbers, grains of for Sensor System Design' (12], there are other
wheat, and similar varieties. 'Radar signatures' of excellent handbooks (15] and references on remote
agricultural crops identify different plants in the sensing [161-[18].
form of radar signatures (11I-121 with frequency,
polarization (POLAR), and angle of incidence (THETA). IIFUIMNOD

The last category is all man-made terrain in (1] Biggs, A.W., *Radar and Infrared Remite Sensing
SUBROUTINE STRUCT. Some of the man-made structures of Terrain, Water Resources, Arctic Sea Ice, and
are houses, buildings, roads or highways, railroad Agriculture,' 32nd Symposium of EWPP/AGARD,
tracks, airfields or runways, aircraft hangars or farm Oberammergau, Federal Republic of Germany,
buildings, railroad tracks, telephone lines, power May 24-28, 1983.
lines, ships, boats, barges, bridges, automobiles,
trucks, buses, and trains. (2] Chaudry, A.H. et al, 'Tower-Based Broadband

Backscattering Measurements from the Ocean
PROGRAM SIOTERRA, file name SIGMATERRAIN, re- Surface in the North Sea,* Proceedings of

ceives input data (TERRA) to indicate vegetation with IGARSS' 86 Symposium, Zurich, Sept. 8-11, 1986.
"I', oceans with '2', sea-ice with '3', glacial snow
with '4', geological structures with '5', man-made (3] Onstott, R., *An Inter-Sensor Comparison of the
structures with '6', and fresh water bodies with '7'. Microwave Signatures of Arctic Sea Ice,'
After the terrain 'number' is read as TERRA, the Proceedings of IGARSS' 86 Symposium, Zurich,
vegetation category (VEGETA), the radar direction with Switzerland, Sept. 8-11, 19E6.
respect to wind direction (radar looks to wind direc-
tion and at the ocean downwind, upwind, or crosswind) [41 Onstott. R., 'Theoretical and Experimental Study
and sea state (OCEANS), form of sea ice (SEAICE), form of the Radar Backscatter of Arctic Sea Ice,'
of glacial snow or ice (GLASNO), geological structure Proceedings of IGARSS' 87 Symposium, University
(GEOLOG), man-made structures (MANMAD), or fresh water of Michigan, Ann Arbor, May 18-21, 1987.
bodies (WATER) are read in character format. The
frequency of the incident wave (FREQa) in Gigahertz (5] Biggs, A.W., 'Sea Ice Thickness Measurements
(GHz) is then read. Polarization (POLAR) is next read with Short Pulse Radar Systems,' URSI Symposium
as 'II' when both incident and backscattered waves are on Propagation in Non Ionized Media, Le Baule,
horizontally polarized, or HH. It is '22' when both France, April 28- May 6, 1977.
waves are vertically polarized, or VV. '12' describes
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(6] Biggs, A.W., 'Volume Scattering from Ice and (13] Peake, W.H. and T.L. Oliver, 'The Response of
Water in Inhomomogeneous Terrain,* 20th Terrestrial Surfaces at Microwave Frequencies,'
Symposium of EWPP/AGARD, The Hague, Netherlands, TR ALAL-JR-70-301, AF Avionics Lab, Wright
March 25-29, 1974. Patterson AFB, Ohio, 1971.

(7) Toikka, M., 'The use of Radars to Measure the (14] Moore, R.K., 'Radar Imaging Applications; Past,
Distribution of Ice and Frazil in Rivers,. Present and Future,* in Biggs, A.W., editor,
Proceedings of IGARSS' 87 Symposium, University Proceedings of AGARD Conference on Propagation
of Michigan, Ann Arbor, May 18-21, 1987. Limitations in Remote Sensing, USAF Academy, CO,

June 21-25, 1971.
(8] MacDonald, H.C., 'Techniques and Applications of

Imaging Radars,' in Siegal, B.S. and A.R. (15] Buck, G.R., D.E. Barrick, W.D. Stuart, and C.K.
Gillespie, editors, Remote Sensing inGeology, Krichbaum, Radar Crss.Section Handbook, vol. I,
John Wiley & Sons, New York, pp. 296-326. Plenum Press, New York, New York, 1970.

(9] Fung, A.K. et al, 'Scattering Models for Some (163 Ulaby, F.T., R.K. Moore, and A.K. Fung,
Vegetation Samples, Proceedings of IGARSS' 87 Microwave Remote Sensing:.Active and Passive,
Symposium, University of Michigan, Ann Arbor, vol. I--Microwave Remote Sensing and Radiometry,
May 18-21, 1987. Addison Wesley Publishing Co., Reading,

Massachusetts, 1981.
(10] Karam, M.A. and A.K. Fung, 'A Scattering Model

for Defoliated Vegetation,' Proceedings of (17) Ulaby, F.T., R.K. Moore, and A.K. Fung, Microwave
IGARSS' 86 Symposium, Zurich, Switzerland, Remote Sensing: Active and Passive, vol. II--,
Sept. 8-11, 1986. Radar Remote Sensing and Surface Scattering and

Emission Theory, Addison Wesley Publishing Co.,
(11] Biggs, A.W., 'A Review of Papers Presented at Reading, Massachusetts, 1982.

the URSI Commission F Symposium on Microwave
Signatures in Toulouse, France, 35th Symposium [183 Ulaby, F.T., R.K. Moore, and A.K. Fung, Microwave
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BACKSCATTERING COEFFICIENT FOR DIFFERENT SEA STATES AND LOOKING DOWNWIND OR

* RADAR LOOKS IN THE DOWNWIND DIRECTION WITH SEA STATE FIVE

* BACKSCATTERING CROSS SECTION SIGMA VERSUS THETA FOR SEA STATE FIVE

FREQUENCY ANGLE OF INCIDENCE THETA IN DEGREES *

* IN GHZ 0 DEG 5 DEG l0 DEG 15 DEG 20 DEG 25 DEG

* 5.00 20.00 17.00 14.00 12.00 10.00 8.00 C

* 10.00 17.00 14.00 11.00 9.00 7.00 5.00

* 15.00 14.00 11.00 8.00 6.00 4.00 2.00

20.00 11.00 8.00 5.00 3.00 1.00 -1.00

* 25.00 8.00 5.00 2.00 0.00 -2.00 -4.00

30.00 5.00 2.00 -1.00 -3.00 -5.00 -7.00

* BACKSCATTERING CROSS SECTION IS 1.8000 DECIBELS FOR SEA STATE FIVE

* VERTICAL VERTICAL POLARIZATION

* FREQUENCY OF INCIDENT WAVE IS 16.0 GIGAHERTZ

* ANGLE OF INCIDENCE IN DEGREES IS 24.0 DEGREES

Figure 1. Backscattering Coefficients for Sea Sta~a Five and Radar Looking Downwind.
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f BACKSCATTERING COEFFICIENT FOR DIFFERENT SEA STATES AND LOOKING CROSSWIND. OR

* RADAR LOOKS IN THE CROSSWIND DIRECTION WITH SEA STATE SEVEN

*t BACKSCATTERING CROSS SECTION SIGMA VERSUS THETA FOR SEA STATE SEVEN

FREQUENCY ANGLE OF INCIDENCE THETA IN DEGREES

* IN GHZ 0 DEG 5 DEG 10 DEG 15 DEG 20 DEG 25 DEG

* 5.00 22.00 19.00 16.00 14.00 12.00 10.00

* 10.00 19.00 16.00 13.00 11.00 9.00 7.00

15.00 15.00 12.09 9.00 7.00 5.00 3.00

20.00 12.00 9.00 6.00 4.00 2.00 0.00

f 25.00 8.00 5.00 2.00 0.00 -2.00 -3.00

* 30.00 5.00 2.00 -1.00 -3.00 -5.00 -7.00

BACKSCATTERING CROSS SECTION IS 2.5000 DECIBELS FOR SEA STATE SEVEN *

ft VERTICAL VERTICAL POLARIZATION *

ftFREQUENCY OF INCIDENT WAVE IS 18.0 GIGAHERTZ *

ft ANGLE OF INCIDENCE IN DEGREES IS 22.0 DEGREES *

Figure 2. Backscattering Coefficients for Sea State Seven and Radar Looking Crosswind.

ft BACKSCATTERING COEFFICIENT FOR VEGETATION SUCH AS AGRICULTURAL CROPS, TREE *

* OR GRASSLANDS, AND BUSHES, SHRUBS, OR FLOWER COVER

ft BACKSCATTERING CROSS SECTION SIGMA VERSUS THETA FOR WHEATFIELDS f

FREQUENCY ANGLE OF INCIDENCE THETA IN DEGREES

IN GHZ 0 DEG 5 DEG I0 DEG 15 DEG 20 DEG 25 DEG f

5.00 18.00 16.00 14.00 13.00 12.00 11.00

* 10.00 16.00 14.00 12.00 11.00 10.00 9.00

15.00 14.00 12 00 10.00 9.00 8.00 7.00

• 20.00 12.00 10.00 8.00 7.00 6.00 5.00

* 25.00 10.00 8.00 6.00 5.00 4.00 3.00 f

* 30.00 8.00 6.00 4.00 3.00 2.00 1.00 *

ft BACKSCATTERING CROSS SECTION IS 7.3200 DECIBELS FOR WHEATFIELDS f

ft FREQUENCY OF INCIDENT WAVE IS 16.0 GIGAHERTZ f

ft ANGLE OF INCIDENCE IN DEGREES IS 24.0 DEGREES f

Figure 3. Backscattering Coefficients for Vegetation in the Form of Wheatfields.
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OBJECT ORIENTED DESIGN
DEMONSTRATED BY

SAR RAW DATA SIMULATOR DEVELOPMENT

A. Popella, R. Konjack, F. Lef3ke
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Muenchnerstrasse 20,
D-8031 Oberpfaffenhofen, West Germany
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Abstract

The German Aerospace Research Establishment (DFVLR) is currently proceeding in the
development of the knowledge-based Intelligent SAR processor, ISAR, which will be used
for high throughput and high precision routine processing of synthetic aperture radar
image data from ERS-1 and X-SAR, being launched in 1990 and 1991 respectively.

The ISAR development is a challenging task, covering all aspects of a complex software
package, which is distributed over several hardware systems and thus, is tackled using
modern software-engineering methods.

The software design method, which has been chosen for the ISAR development, is the
object oriented development. This design method has been applied to the development of
a software based SAR raw data simulator, which is used first of all with respect to
performance and engineering tests on the ISAR processor. Secondly, the simulator is used
as a test instrument for applying modern software engineering standards, aiming at the
elaboration of a method for accessing object oriented design, as well as tracing out the
advantages in applying such a method.

The paper presents the project experiences in developing software, starting with system
requirements, then functional decomposition and finally derivation of objects. This results
in a modular software structure to be implemented in Ada. Particular consideration is
given to the man-machine-interface.

Keywords: Object oriented software design, Ada, man-machine-interface,
SAR raw data simulation, ERS-1, X-SAR
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NOISE MODELING AND ESTIMATION OF REMOTELY-SENSED IMAGES

J. S. Lee and K. Hoppel

Naval Research Laboratory, Washington, D.C. 20375-5000

ABSTRACT Based on the observation that most remotely
sensed images contain many small homogeneous areas

A noise model is defined for remotely sensed distributed over the entire image, the following
images, and the noise statistics are estimated by algorithm is developed:
using the means and variances from small (4x4 or 8x8)
image blocks. Since most images contain many small (1) The entire image is divided into small 8x8 or
but homogeneous areas, a scatter plot of variance vs 4x4 blocks. The mean and variance are computed for
(mean)' reveals characteristics of the noise. The each block.
Hough transform is then applied to the scatter plot to (2) A scatter plot of the variance versus (mean)'
detect a straight line through the major cluster of reveals the characteristics of the noise. If the
data points. This defines the image noise statistics, noise is additive, a lhrge number of samples will
Images from SAR, Landsat TH, and passive microwave cluster along a line of constant variance. If the
sensors are used for illustration, noise is multiplicative, they will cluster along a

sloped line through the orgin. Some images may
Keywords- noise modeling, SAR speckles, speckle contain both additive and multiplicative noise. The
statistics, noise filtering, later can be gray level dependent. Blocks that are

not homogeneous but which contain features (edges)
I. INTRODUCTION will be sparsely scattered in the scatter plot with a

higher value of variance.
Signal and noise modeling and filtering have (3) If two or more clusters are present in the

always been important topics in digital signal scatter plot. they could be separated by gray level
processing. The signal is normally modeled as a thresholding from the histogram.
random process which can be expressed as linear (4) To detect a straight line through the center
differential and difference equations driven by white axis of a cluster while ignoring outlying edge blocks,
noise[l1. The signal process can generally be the Hough transformation (2) is applied to each
identified by using auto-correlation techniques, time cluster.
series analysis, or Fourier transform techniques [l[. (5) Noise distributions are obtained with pixels
The signal modeling of a digital image, however, is from the blocks in the major clusterz.
difficult due to the spatially-variant nature of the
image. In this paper, we focus on modelling only the Images from Landsat TM (Thematic Mapper), SIR-B
image noise without attempting to model the signal. (Shuttle Imaging Radar B), and passive microwave

radiometers are used for illustration.
Noise appearing in remotely-sensed images makes

image cegmentation and computer scene description II. LINEAR NOISE MODEL
difficult. Noise filtering is commonly performed
before further processing. Filtering noise The motivation for constructing a noise model is
effectively while retaining image quality requires a to facilitate the noise filtering or to restore
precisely-defined noise model Early papers on noise distotted images due to defocusing or motion blurring,
filtering assumed without justification that the noise etc.. Commonly assumed linear additive uoise is
is additive 12). Recently, a multiplicative noise described by:
model was developed for SAR images (3). The z - x f w ()
multiplicative noise variance in SAR images depend-- on
the number of looks used in the SAR Drocessine. For wh- 7 4, rh. in M,. ry4v1 orv 10,,1., V i. th. -q..
both additive and multiplJcative noise, the most free pixel level, and w is the additive noise with
frequently used method for estimating the noise zero mean and standard deviation (S.D.), a.. Studies
parameters is to calculate statistics from homogeneous )f SAR image speckle no' e (3) have revealed a
and featureless image areas located visually by the multiplicative noise form described by:
operator. In images conr~,ning rich detail, the
absence of large homogen.ous areas complicates the z - x v (2)
processes. A procedure is therefore presented which
automatically models the image noise, and computes the where v is the multiplicative noise with unity mean
noise parameters and distributions. and S.D. a, The a, d3pends on the number of looks
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used in the SAR processing and on whether the gray resonable size Hough transform the scatter plot

level represents the signal amplitude or intensity. (256 by 2562) is quantized into cells. The large

For a 1-look amplitude SAR image, av - 0.5227 and for quantization error would effect the accuracy of the

a 4-look amplitude image, o - 0.26. The algorithm Hough transform. This error is reduced if the scatter

developed here can be used to verify the type of plot of standard deviation versus mean is used

processing used for a SAR image. When image (256 by 256), but combined additive and multiplicative

enhancements have been performed, the noise noise would not cluster along a line. (3) The Hough

characteristics are usually altered, transform is an easy way to achieve the straight line

fit while excluding outlying samples. There may be

more accurate ways such as using a least squares fit

The gereral model proposed in this paper allows to the samples within a fixed neighborhood of the line

for both additive and multiplicative noise, described identified by the Hough transform.

by:
z - xv + w (3)

where x, v, and w are statistically independent. From
a small homogeneous block the mean E and variance var
(z) can be calculated by:

z x (4)

and var(z) - a, Z I + o0 (5)

The linear relation between var(z) and Vz suggest a
straight line fit in the scatter plot with slope o ."l';%

and intercept o. For the case of purely additive or
purely multiplicative noise, it is easier and more ,
precise to use a scatter plot of the standard
deviation versus mean.

(A) One-look SIR-B IMAGE
III. ESTIMATION ALGORITHM FOR NOISE STATISTICS (Albemarle Sound, NC.)

A commonly used method for estimating o and o'
is to identify large homogeneous image areas and use
them to calculate the noise statistics. The problem
with this method is that it must be supervised, the
image might not have large homogeneous areas, and a
large number of areas with varying means are nessecary
to define a linear noise model. A more appropriate
unsupervised algorithm is to calculate var(z) and E
from small blocks thoughout the entire image.
Assuming a large number of the small blocks correspond
to homogenous areas, .scatter plot of variance versus
(mean)' should reveal a primary cluster. Blocks that
contain features and edges will have a higer variance
and be sparsely scattered above the primary cluster in
the scatter plot.

In order to fit a straight line to the main (B) Scatter plot to define the
cluster while excluding the outlyers, the Hough noise (multiplicative noise
transform is applied to the scatter plot. The are detected)
maximum point in the Hough transform corresponds to
the line passing throuth the maximum number of Fig. 1 Speckle noise is defined
samples. A 1-look amplitude SAR image of Albemarle as multipliative noise with
Sound N.C. (1024x1024 pixels), processed using 8x8 S.D.=0.5 as compared with the
blocks is shown in Fig. 1(A). The corresponding theoretical value of 0.5227.
scatter plot and straight line fit is shown in Fig. The 8x8 block size is used.
1(B). The brightness of the pixels in the scatter Each unit in (B) is (64)2.
plot is p "oportional to the number of samples at that
position. The additive noise variance from the
straight line model is very small. The multiplicative IV. OTHER EXAMPLES
noise variance o' is 0.249 (av- 0.5) which is very
close to the theoretical value of 0.522 (3], A Landsat TM image (band 4) of the Washington
indicating the multiplicative nature of the 1-look D.C. area is shown in Fig. 3(A). The noise level is
SAR image, The same scene using 4-look amplitude low (a.- 8) and has the charactistics of additive
...... g IS 511" 4 Ili 'jg, 2kA) ald LIe corresponding noise. To demonstrate the eLiecL~vetless ot the
scatter plot in Fig. 2(B). The straight line model algorithm, gaussian additive noise with a. - 30 is
gives a a' - 0 and a, - 0.0875 (a,- 0.29) only added to the image, Fig 3(C&D). The linear model
slightly larger then the theoretical a, of 0.26. gives av = 0 and a' - 831 (oa. 28.8). Theoretically,

the o should be 964. Possible reasons for this

Errors in the estimated a., could be contributed to by discrepancy were given in section III. For the

the following factors. (1) The small block size purposes of noise filtering [3] and segmentation [4],

creates a sampling error; (2) In order to apply a the results obtained are sufficiently accurate.
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(A) Four-look SIR-B image (A) Landsat TM-Band 4 (B) Scatter plot
(Washington D.C.)

(B) Scatter plot of (A) (C) Noise added to (A) (D) Scatter plot shows additive
noise

Fig. 2 Speckle noise is defined
as multiplicative noise with Fig. 3 Additive noise modeling is demonstrated by
S.D. = 0.29 as compared with the simulating an additive noise image (C) with noise
theoretical value of 0.26. The S.D. = 30.
8x8 block size is used. Each
unit in (B) is (64)'.

A passive microwave image and noise model are for the theoritical distributions is the mean value of

shown in Fig 4(A). The noise can be observed to be all the pixels used in the histogram. The reasonably

scan line noise due to an instumental defect. The good fits substantiate the effectiveness of the

scatter plot, Fig 4(B), is of the standard deviation algorithm and verify the theoretical .istrubutions
versus mean for better resolution. Two cluste."
indicate that two classes (land and water) exist in
the image and could be segmentated by a threshold
value of 128 Although a noise model could be VI. CONCLUSIONS AND DISCUSSION
estimated for each class, a single line has been
fitted. The Noise is principally additive with The primary reson for obtaining noise
0.. 79.7 characteristics from the scatter plot is for

subsequent use fL- image filtering. Nonlinear image
V NOISE DISTRIBUTION ESTIMATION filtering and restoration is a very complicated

process and yields questionable accuracy. On the
The noise probability distribution can also be other hand, the sigma filter [5) for image noise

estimated This is done by choosing a small box on smoothing based on the present model, can be easily
the line detected in the scatter plot (Fig.5(A)), modified for a nonlinear noise model. Other
which defines a range of (mean)' and variances. All algorithms for noise smoothing could be modified to

of the image blocks which fall into that range are operate in a piecewise linear fashion.-
used to compute the histogram or distribution of image
pixels. This method is illustrated in Fig. 5 using The noise modeling and noise statistics

the SAR I-look and 4-look images from Fig. I and 2. estimation algorithm developed in this paper work

The histograms (dots) are shown along with the reasonably well for images corrupted by both additive
theoretical distributions [31 (solid curve). The and multiplicative noise. For SAR images in

theoretical distribution for the 1-look amplitude is particular, this algorithm can be used to

the Rayleigh distribution and for the 4-look amplitude automatically distinguish between single and multilook

image it is a Chi distribution. The mean value used processing.
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(mean)
2

(A) Def ine a small neighborhood
as shown in box

(B)

AU

li (B) Histogram and p.d.f, of

(A) -look SAR

Fig. 4 Passive microwave image
is shown in (A). TWO clusters
in the scatter plot as shown in
(B) indicates the separation of
land and water pixels. The
additive noise id detected with
S. D. =29.7.
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Simulation of Sub-Pixel Terrain Effects on Radar Backscattering of Snow

Jianchen Shi and Jeff Dozier
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ABSTRACT

The purpose of this study is to examine the dependence of the radar AA&, is an illuminated subpixel surface area, and A is the area of the pixel.
backscattering coefficient a° on terrain geometry for a rough surface at 0rA,°[Oi(,O)] is the backscattering coefficient at local angle of incidence
subpixel resolution. Of particular interest are the variations in ao caused by 0,(0, 0) of each subpixel AA,. 0i(6, 4) is a function of the radar azimuth
differcnt angles of incidence within the pixel and the determination of the angle 0, nadir angle 0. slope angle S,, and aspect angle E of each subpixel
local angle of incidence for a pixel when the topographic features change tAi. It can be determined by:
within it. The effect of terrain geometry on the radar backscattering cos 0(, ) a cos cosSi + sinO sinSi cos(f - Ei) 12]
coefficient at the subpixel scale is evaluated by the facet model under
incoherent summation. Based on the backscattering coefficients simulated This represents the backscattering coefficient o of a unit area as an
from the facet model, the averaged equivalent-angle method provides a averaged value of the combination or summation from the backscattering
useful way to determine the local angle of incidence for the pixel, coefficients of each subpixel within it. The accuracy of aO obtained from

the Facet Model depends on the resolution of the DEM data. The higher the
INTRODUCTION DEM resolution is, the better approximation can be made for ao.

In radar images of alpine snow, we are interested in the relationships SIMULATION OF TERRAIN EFFECTs
between backscattering coefficients and snowpack parameters, such as
density, grain size, depth, and liquid water content. The backscattering In order to assess the effect of subpixel topography on the backscattering
coefficient o0 also depends on the local angle of incidence, which is usually coefficient, three configurations will be evaluated:
assumed to be the same for all points within a resolution cell, i.e. a pixel. In 1. The gradient (S. E) of a 25-m pixel is determined from a DEM with
mountainous areas, however, topographic features often change within a 25.m grid resolution.
radar image pixel. Since a rough terrain can be approximated through a
series of small planar facets, each tangential to the actual surface, an 2. The gradient (S, E) of a 25-m pixel is determined from mean slope and
ilummated pixel may be evaluated as the combination of many subpixels, aspect angles from 5-m DEM (the reference plane method).
each having different gradients. The availability of a high resolution Digital 3. The surface geometric parameters for each subpixel are determined
Elevation Model (DEM) makes it possible to simulate the effect of terrain from a 5-m DEM, and the facet model is used to calculate cr° of a 25.
geometry on the radar backscattering coefficient for a random rough surface m pixel.
at subpixel resolution (Figure 1). Figure 2 shows the backseattering coefficients of a 25-m pixel simulated

The test samples were selected from a DEM with 5-m resolution and under the above three configurations by using the measured data for wet
better than I m vertical accuracy for Emerald Lake in Sequoia National snow (3]. Figure 3 shows the absolute difference in backscattering
Park, California [1]. The geometric parameters within the 25-m pixels cover coefficients for both wet and dry snow from the reference plane method
a range of the standard deviation of the slope angles up to 70 and the compared with the facet model. The backscattering coefficients from
variation of the aspect angles which is measured in the mean resultant configurations 1 and 2 could be considered as what they should be at the
legth is up to 0.93 in a pixel cell. The mean resultant length is a angles of incidence under those configurations. Obviously, using the same
measurement of dispersion analogous to the variance, and ranges from zero resolution DEM data to determine the geometric parameters could result in
to one. That is, large values indicate that the observations are tightly misinterpretation when the geometric parameters change greatly at subpixel
bunched together with small dispersion [2]. The viewing ingle is from 00 to scale. On the other hand, using the averaged geometric parameters from the
550 for every 50 in nadir and from 00 to 3550 for every 50 in azimuth. To higher resolution DEM, this situation can be improved. But this method
simulate the terrain effect on radar backseattering at subpixel resolution, we might still cause the significant error when there is near normal incidence,
used experimental data 131. for the backseatterinS coefficients for wet and that is when radar nadir angle is approximately equal to the mean slope
dry snow at different incidence angles, 8.6 GHz frequency and HH angle and radar looks nearly directly on the slope. The slopes of the angular
polarization, response curves are generally much greater at near normal incidence than at

large angles of incidence. Since the slopes of the angular response curves
FACET MODEL from wet and dry snow are also different, the errors are different for the

The radar backscattering coefficient o0 of a resolutiop cell is equal to the different optical surfaces at the same level of misinterpretation of the local
radar cross section of the cell normalized by its cross-sectional area. Since angle of incidence.
oO represents an averaged value, it may be determined by incoherent
summation of the facet backscattering crA, from each subpixel AA, in the DETERMINATION OF TlE EQUIVALENT ANGLE OF INCIDENCE FOR A PIXEL
resolution cell. Since rough topography affects the distribution of incidence angles for a

n pixel, which, in turn, affect the interpretation of radar backscattering
Z A,°[ 01(0, ,)] X AA, coefficients, the simulation depends on determining an angle of incidence

0[0,,]= ,t (1) within a pixel for a rough terrain.colomA
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Figure 3. Effect of TIerraln Geometry at Different Nadir Angles Figure 5. Compared %%ilh Facet Mlodel at Different Nadirs
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Figure 3. Effect of Trerrain Geometry at Different Nadir Angles Figure $. Compared with Facet Model at Different Naidirs
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We define an equivalent angle of incidence 0* for the pixel, at which the shape of the two extreme curves, and it is a function of the angle of
radar backscattering coefficient 0(0*) is the same as that from a flat surface incidence for the given angular response curves.
cr°(0) with the same optical properties. Based on simulated backscattering If we use two extreme angular response curves with the most difference
coefficients from the facet model, the equivalent angle of incidence can be in shape from two field measurements for a study area, and the validity is
found by using the inverse method on the same angular response curve, determined from the two extreme angular response curves, the actual error

I A~
0

( CF00i(0. ~terms should be smaller than those from predicting two extreme eases since
_ _ 1s,° [ )0 0 = . [3] other types of snow in the study area falls between the two extreme cases

n j., cand the equivalent angle, again, must be between those obtained from the
From the facet model, we can see that the shape of the angular response two extreme curves. In other words, the equivalent angle from other types

curve (backscattering coefficient vs angle of incidence) is important only to of snow in the study area is closer to the averaged equivalent angle than that
determine the equivalent angle at a given range of the local angles of from the two extreme curves.
incidence at each subpixel. Snowpack parameters which affect the
backscattering coefficients change in alpine snow covered drainage basins REFERENCES
also. We thus might use an averaged equivalent angle of incidence from the [1] J. Dozier, J. M. Melack, D. Marks, K. Elder, R. Kattelmann, and M.
two angular response curves for wet and dry snow to determine the Williams, "Snov, snow melt, rain, runoff, and chemistry in a Sierra
equivalent angle of incidence for the pixel without regard to the change in Nevada watershed," Final report, Contr. A6-147-32,Calif. Air Resour.
snowpack parameters. Figure 4 shows the absolute error terms compared Boad, 1984.
with those obtained from the facet model by using two methods: (1) the Board, 1989.
reference plane method, (2) the averaged equivalent-angle method. It is [21 J C. Davis, Statistics and Data Analysis in Geology, pp. 314-321,
clear that using the equivalent-angle method is much better than using the Kansas Geological Survey, 1986.
reference plane method to determine an equivalent angle of incidence for a [3] F T. Ulaby, W. H. Stiles, and M. Abdelrazik, "Snowcover influence on
pixel when its topography changes within a subpixel scale. backscattering from terrain," IEEE Trans. Geosci. Remote Sens., vol.

DISCUSSION GE-22, no. 2, pp. 126-132, 1984.

Table 1 shows the number of observations exceeding the critical point (4] National Aeronautics and Space Administration, Shuttle Imaging

and the maximum absolute error in a total of 864 observations of each test Radar-C Science Plan, JPL Publ. 86-29, Pasadena, CA: Jet Propulsion

sample when we use" 'he equivalent.angle method from the two snow Laboratory, 1986.

measurement data to et the backscattering coefficients, compared wi;h
those obtained from et model, for wet snow under a variety of Figure 1. Geometry Configuration - Terrain through Facet Representation
geometric parameters. 'i ",ical point for absolute error term was set to I
dB in our study, which c(, . ndq to the relative calibration accuracy for
the Shuttle Imaging Radar - C (bR.C) [4].

Mean Resultant Length
Sd of 0.97 0.95 0.93
slope No. Max. No. Max. No. Max.

3.00 0 0.58 0 0.64 21 1.24
3.6' 0 0.74 22 1.54 21 1 -5
4.00 5 1.26 30 1.68 69 3.54
4.50 24 2.67 71 2.26 55 1.75
570 15 1.32 63 3.83 92 2.43
7.00 80 1.64 73 2.97 178 1.84

TABLE 1. Absolute error by using equivalent-angle method

Generally, the accuracy of the equivalent-angle method decreases when
the variation of the surface geometric parameters in the pix-l increases. But
the relationship is also affected by the distribution of the surface geometry.
For the same standard deviation of slope angle and mean resultant length,
the error is greater from the bimodal distribution, such as a test sample
straddling a ridge, than from a Gaussian or uniform distribution. Figure 5
shows the number of observatio' s that exceed the critical point, by both the
equivalent-angle method and the reference plane method for wet snow. By Figure 2. Effect of Trerrain Geometry at Different Look Directions
using the reference plane method, the error terms maily occur at nadir and
decrease when nadir angle increase. On the other hand, by using the 6.
equivalent-angle method, the error occur mainly under the situation that
radar nadir angle is approrimately equal to the mean slope angle and radar I- V
looks nearly direct on the slope. However, the error is much less by the
equivalent-angle method than hy the reference-plane method. -3-

CONCLUSIONS .- -7 -
The results show that the terrain effect on radar backscattering at -

subpixcl scale is determined by two sets of parameters: (1) geometric -15
naramniern which inrluie thn csndard deviatinn cf the ,lnw nsind senect W".t 4no
angles within a pixel cell, and look geometry, which includes the radar nadir -19 Nadir2Aingr'=20* 'N, "-..
angle and azimuth view; (2) surface optical properties, which determine the ...

.
..

shape of the angular response curve. -23| 1 I
Based on the backscattering coefficients simulated from the facet model, 0 50 100 150 200 250 300 360

the averaged equivalcnt-angl% method provides better accuracy, than the Radar Looking Direction in Degree
reference plane method. The validity can be determined if the difference, in The dotted. dashed and solid lines rep.resent configuration 1. 2, and 3,
the averaged equivalent angle and any of the equivalent angles obtained respectively. The geometry panameters within the test sample are:
from the two extreme angular response curves, results in the backscattering mean slope angle - 19.78'. standarad deviation of slope angle =

coefficients succeed the critical point. The validity also depends on the 3510; mean aspect - II 54*; and the mean resultant length = 0.93.
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CALCULATION OF THE SPATIAL DISTRIBUTION OF
SCATTERERS IN A DIFFUSE SCENE FROM SAR DATA

Christopher C. Wackerman

Radar Science Laboratory
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Ann Arbor, MI 48107 USA

1.0 Introduction radar crossection values will vary from cell to cell.
Because the surface within each cell will appear rough

One practical use of synthetic aperture radar to the radar, the backscattered values will fluctuate
(SAR) images is to segment large areas of land into due to speckle with an exponential density function
various geophysical classes; crop types, tree types, (5] (if we are considering intensity statistics). If
or urban versus suburban areas for example. Since the SAR data has been multi-looked, then the
large amounts of data are usually involved automatic statistics of the speckle will the Gamma distributed
algorithms are the only practical approach. It would with density function r(x;c,b);
make such algorithms easier to implement if the
probability density functions (pdf's) of the various r(x;c,b) = (x/c)cl1Eexp(-x/b)]/br(c) (1)
classes could be modeled beforehand; in fact if the
pdf's are known optimal detection algorithms can be where r(c) is the Gamma funciion, c will be an integer
implemented. In addition, knowledge about the representing the number of i,dependent speckle values
distribution of scattered energy from a given scene that were added together and b=(a/c) where o is the
can give information about the physical structure of mean radar crossection for that cell. Let f,.(o) be
the scattering surface, namely the spatial the density function that represents how the mean
distribution of scatterers within the scene. For radar crossections vary from cell to cell; i.e. the
reasons such as these it is useful to develop a spatial distribution of the scatterers. Considering
parametric model for the pdf of diffuse scenes in SAR the SAR backscattered values from the entire target as
images. a single random variable, it will then have density

Much work has been done in this area already function f(x);
[1,2,3], mainly in attempting to fit pdf's with known
analytical forms to histograms generated from SAR f(x) = f r(x;c,o/c)f,(a)d . (2)
data. Unfortunately, as SAR resolutions become better 0
(thus generating more independent samples of a diffuse
scene) and SAR calibration procedures become more In Eq. (2), the Gamma density represents the variation
refined (thuF removing uncertainties in backscattered due to speckle and the f. density represents the
values due to system effects) the analytical forms do variation due to spatial changes in radar backscatter.
a poorer job of fitting the actual histogram data. The actual measurement on the data is a histogram
This indicates that a more complicated pdf model is of the SAR values within the target. Let hi represent
necessary, one that includes the physical aspects of the histogram values for i = 1,...,B where 8 is the
the terrain being imaged, rather then just continuing number of bins in the histogram. Then
to search for other analytical forms. This paper will
present a model that essentially divides the SAR pdf number of pixels c (Si,Ei)
into a part due to speckle and a part due to the hi = (3)
spatial distribution of the scatterers within the total number of pixels in the target

scene allowing a better fit to the SAR histogram
values and allowing the spatial distribution function and
to be extracted from the SAR data. A specific form of Ei
this model was presented in ref. 2, but our approach hi f f(x)dx (4)
is to generalize that model to multi-looked SAR data Si
and to extract the spatial density function directly
in addition to assuming a functional form for it. where (Si,E), i = 1,...,B represents the bin

str'~',= 4+h..hbk he hitga alculatcd.
2.0 Density Function Model Our problem can now be stated as follows: given valuesof hi, i =1, .... B determine f )

To form a simple scattering model for diffuse

targets in SAR imagery, we will divide the target If we consider hi as an estimate of f(xj) for
spatially into small cells on the order of the some x value in the middle of the bin (SI,Ei), then
resolution of the SAR. We will assume that each cell our problem is solving the first order integral
contains a large number of scatterers at ranges that equation (2). Unfortunately, such equations are known
vary much more then the wavelength of the SAR and that to be ill-posed and when put into the form of a system
all have the same radar crossection. However, the of linear equations (which we would need to do since
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we only have sampled data) generate ill-conditioned moments to estimate the parameters) is also shown
matrices which cannot be inverted. Our solution to (dotted line). Note that although both models do a
this difficulty is two-fold. First, assume an good Job the single Gamma model slightly under
analytical form for f. and then solve for the predicts the distribution values at the first turn and
parameters. This has the added advantage of allowing then over predicts at the second turn whereas the
us to use Eq. (4) directly instead of the Gamma-Gamma mdel does a good job of predicting at the
approximation mentioned above. This is similar to an first turn and only slightly over predicts at the
analysis in [2], but we use more general density second turn. The mean squared error of the Gamma-
functions and find an optimal solution in the sense Gamma model in Figure 3 was 30% lower then for the
that it minimizes an error metric. Second, we will single Gamma model.
perturb the analytical solution to f. iteratively to For a more optimal fit, although at some
minimize an error metric. This allows us to find a computational cost, we iteratively found the
solution that is not constrained to any special form, parameters c, co, bo that minimized the mean square
but gets around the ill-conditioning mentioned above error metric E,
since we are finding a solution that is close to an
initial guess.

3.0 Analytical Form Fitting I B
E =- E (hi - fj)2  (6)

We will assume that f0.can also be described as a B i=1
Gamma density function; i.e. f,(a) = r(orc bo) where
co and bo need to be determined. This choice is
prompted by tile wide range of density shapes that the
Gamma can have for different values of co and bo; from us;ng a Levenberg-Marquardt method [5]. To determine
exponential to Rayleigh-like to Gaussian. Also, it any improvement this model gave over fitting to a
will allow us to determine the general shape for f - single analytical form, the algorithm was run on a
we can refine that shape with the perturbation metod series of SAR image subsets which represented
discussed below. different ice types. A single Gamma density function

Substituting our Gamma assumption into Eq. (2) was then fit to the same data using the same
generates a three parameter model for f(x) with the algorithm; although this time only finding the value
three parameters being c, co and b In theory, we of two parameters that minimized E. Due to
should know the value of c a prior since it computational costs only a few such cases could be
corresponds to the number of looks used to generate run, but in each instance the value of E for the
the SAR image. In practice however, due to the Gamma-Gamma model was 30 to 50 percent better then the
different methods that are used to generate multi- single Gamma model. To avoid the problem of comparing
looked data and the possibilities of different weights a three parameter model (i.e. Eq. (2)) with a two
being applied to each individual look, we usually can parameter model (the single Gamma fit) we also ran the
only estimate c from the methodology used. Thus we algorithm by setting c to an estimate of the number of
have decided to leave it as a parameter that needs to looks of the images and allowed only co and bo to
be specified. The moments about the origin for this vary. The were essentially similar to the previous
model can be easily calculated; case with the improvement in mean square error being

approximately the same.

4.0 Perturbation of the Solutionr-1

E[xr]  i (c+k)(co+k) (5) The analysis discussed above assumes a shape for
k=O the f density function. To avoid this we analyzed

perturbing the Gamma solution iteratively to determine
ang specifically the mean = boco and the variance if a different shape could generate a smaller value of
bo co(1+[co+1]/c). E. Theoretically we could apply the same iterative

algorithm as above, however the dimensionality of the
The simplest method to implement for finding the resultant parameter space makes the method not

values of the three parameters that best fit a SAR practical to implement. Instead, we perturbed each fi
image is trial and error. Although not optimal in any separately and determined which value minimized E.
sense, it does allow a quick analysis for the general Performing this for each value of I separately, we
shape that fo. has and allows generation of an initial then but them together to generate our "next guess"
guess for the iterative procedures discussed below, for f.. Although this is not an optimal guess, and
To that end we analyzed how changes in c, c0 and b for special cases can cause a stagnation, for most
actual perturb f(x). We found it easier to work wth well behaved functions it will move the estimate
the distribution function for this analysis then the closer to the value that minimizes E and it will allow
density function f(x). Figure 1 shows how the an estimate of the actual shape for f.. Figure 4
distribution function changes with the c parameter; shows an original guess for the f Gamma density
note that it is essentially a rotation of the function as generated in section 9 (solid line) and
distribution function. Figure 2 shows how changes in the result of performing one iteration of the
co perturb the distribution function; it essentially perturbation analysis (connected circles). Note that
shilfts the tunction. Ihe b parameter also shifted the algorithm is attempting to push the density
the distribution function smilar to the c parameter. function into a shape that is more delta-like with
Using mean boCo allowed us to eyeball fits to much heavier tails then the Gamma shape; perhaps
various SAR images. Figure 3 shows an actual SAR indicative of less variation in the spatial scatterers
image distribution function (circles) compared to an then the Gamma curve indicated. Implementation of
eyeball fit to our model (solid line). For comparison this algorithm on a array processor is currently being
a fit to a simple Gamma model (using the methods of performed to carry this analysis further.
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ABSTRACT noise. One approach to improving classifier performance is

We propose an adaptive vector linear minimum mean- to filter the image first, and then apply the per-pel classifier.
squared error (LMMSE) filter for multichannel images with Another approach is to use contextual information in design-

ing the classifier. In our previous research and that of othersmultiplicative noise. We show theoretically that the mean- 17? 81, 'thsbe hw htbohapoce il
squared error in the filter output is reduced by making use of s it has been shown that both approaches yield a
the correlation between image bands. The vector and conven- significant improvement in classification rate. Among the
tional scalar LMMSE filters are applied to a 3 band SIR-3 filters we investigated, the scalar adaptive linear minimum
SAR image, and their performance is compared. We also mean-squared error (LMMSE) filter 121 was one of the best in
show that the speckle noise distribution of an N-look ampli- preserving eroads, and in improving classifier per-
tude SAR image is square-root-of-gamma. Based on this dis- formance.
tribution and a multiplicative noise model, we derive the In this paper, we exploit the correlation between image
per-pel maximum likelihood classifier. We extend this to the bands to aid in speckle reduction. We propose an adaptive
design of sequential and robust classifiers. These classifiers vector filter for nonstationary images, which is a generaliza-
are also applied to the 3 band SIR-B SAR image. tion of the adaptive scalar LMMSE filter. We assume that

the noise is muliplicative, and uncorrelated from band to
Keywords: synthetic aperture radar, speckle, vector filter, band. We deive the LMMSE estimate of the vector of ter-
contextual classifier, rain reflectances in terms of the SAR image and noise statis-

tics. SIR-B images of a forested area in Florida are filtered
with the new vector filter, and compared with images in

1. INTRODUCTION which each band is filtered separately with the scalar adap-
tive LMMSE filter.

Because of its ability to operate under all weather condi-
tions, synthetic aperture radar (SAR) is playing an increas- The conventional per-pel ML classifier implicitly
ingly important role in gathering information from the assumes an additive Gaussian noise model. In this paper, we
earth's surface. At the same time, new instrumentation with propose a per-pel ML classifier based on a multiplicative
expanded capabilities is being developed. It is becoming com- noise model. We investigate the speckle noise distribution of
mon for SAR images to have multiple bands corresponding to an N-look SAR amplitude image, and derive the ML estimate
different incidence angles, different polarizations, and of the class statistics, and the log-likelihood function based
different frequencies, or a combination of these. For example, on this model and noise distribution.
in the Shuttle Imaging Radar-C experiment scheduled for We previously developed a contextual classifier based on
1991, SAR images will be acquired simultaneously at two sequential decision theory and an additive Gaussian noise
microwave frequencies (L and C band) with four polariza- model [71. In this paper, we use a generalized sequential pro-
tions (HH, VV, HV, and VH). However, SAR is a coherent bability ratio test to design a classifier based on the likeli-
system; and images acquired with it are corrupted by speckle hood function for the multiplicative noise model. To limit
noise. This impedes visual interpretation, and severely the effect of deviations from the assumed model on classifier
degrades the performance of per-pel classifiers. To reduce performance, we also design a robust sequential classifier for
speckle noise, multilook processing, in which independent multiplicative noise. We compare the performance of these
frames are averaged, is applied to the SAR images I1. The classifiers using the SIR-B data.
resulting noise has been shown to fit a multiplicative model
121. 2. ADAPTIVE LMMSE VECTOR FILTER

In previous work in this area [21-[5), numerous filters The adaptive vector LMMSE filter is based on a model
have been designed for further speckle reduction. These are in which the noise is multiplicative, unit mean, and uncorre-
based on various models for speckle, including multiplicative lated. The gray value z, in band i of the SAR image is
noise and non-Gaussian statistics. However, the image bands related to the corresponding terrain reflectance xi and noise
are filtered separately and independently. The correlation vi according to zi = xiv i = 1, 2, '", M, where M is the
between bands is not utilized. Recently, a multichannel filter total number of bands. In vector notation, let
was proposed for stationary images corrupted by additive ' = [zI z2 '"zM2T, and 7 = [xi x2 ""xM]T. The general form
noise 16). In classifying ground cover type, the per-pel max- for the LMMSE estimate of the terrain reflectance is
imum likelihood (ML) classifier, based on an additive Gaus-
sian noise model, cannot perform satisfactorily due to speckle X + 7r. 7i*-' (Z -

where A and A7i are the means of x and T ?r,, is the covari-
Research partially supported by NASA under Contract No. NAGW-925. ance matrix between 7 and , and 7r is the covariance matrix
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of 7. It follows from the multiplicative model that pz 7A, speckle noise is exponentially distributed [91. To reduce

7rz = ir., and 7r.(i,i) = (ac,-i ,a2,) / (a.+1), 7r.(i,j) =z,, speckle noise, the SAR images are preprocessed by averaging
for i~j, 1 < i,j < M. In practice, 74 and 7T1 are estimated as N looks on an intensity basis, and then computing amplitude.

the sample mean and covariance of the data in a neighbor- The average of N independent exponentially distributed
hood of the point to be filtered. The noise power, as will be random variables has an N-tb order Erlang distribution
shown in Sec. 3, is a 2, = Nl'2(N)/1-2 (N+1-/2) - 1, where N is f5 (x) = aN/(N1)! xN-le - ax, > .

number of looks. 7r, is then calculated from the above equa- Hence, the amplitude of the speckle noise has a square-root-
tion. It can be shown that a = er, + avE{x,} > o2., for of-g amdituioZ. x Y, of-gamma distribution
1 _i_ M, while a., =a,,, for i5j. Thus the correlation
between image bands is weakened by the noise; and the effect fv(v) - 2d/(N-1)! v2N-Ie = "v2 , v 0,

is much more pronounced than it would be if the noise were with mean p, = r(NT1/2)/al(N-1)! !, and variance a2
additive instead of multiplicative. Nla- jr(N+1/2 -1) 2 /a. Under this model, the speckle

Of course, if the terrain reflectances x, in the separate index 191 for a 4-fook SE l image is apI., = 0.2535. In Fig.
bands are uncorrelated, i.e. a = 0 for i/j, the vector filter 2, the square-root-of-gamma probability density function

reduces to a bank of scalar LMMSE filters 121,17], with p = 1 and N = 4 is plotted, together with the Gaussian

X= p + (a, / a) (z, - ltz), i = 1, 2, ", M, where probability density function with pv = 1 and a, = 0.2535.
2  aiThe curves are very close indeed, indicating that to a good

= r(i,i) as given above. approximation, the speckle noise can be assumed to have a
When the terrain refiectances are correlated between Gaussian distribution.

bands, the vector filter will result in a better estimate of the
terrain reflectance than the scalar filter. To illustrate the 2
point, consider the case M = 2. The mean-squared error 2I

MSE, = E{Ixi-j I') in the vector estimate of x, is given byCr4 r2 r -Xa2  a

c4-2 1  a, +0rX 2 a , IL. Gaussian
MSE = a2  X1 Z2 ;"z Non-Gaussiancr2, a - _a2~ ,ex ,Gusa

whereas if we base our estimate of x, only on z1, then C
MSES = a- - a, / a2,. The difference is MSE, -MSE, Q

_0(a-2 )2 / a',(o a .a2 2)l <0 0. Figure 1 shows
as a function of the correlation, the decrease in mean-squared
error that results with the vector filter.

160 0 1 2 3

12- Fig.2. The square-root-of-gamma probability density func-
M 2 tion with p = 1, and N = 4, compared to the Gaus-

sian probability density function with p. = 1 and
8-o

v = 0.2535.

4 To classify an N-look SAR image, we estimate class
statistics from training samples, and then design the ML
classifier. Assume that there are N, classes each containing

S0 0.2 0. 0.6- 0.8 1.0 Mi training samples, i = 1,' 2, P Nc. Under the multiplica-0.0 0.2 0.4 0.6 0.8 .0 tive noise model, the k-th sample zi k of the i-th class can be
Correlation represented as Zi k = xi vi k, wlere xi is the terrain

reflectance of the i-th class, 'and v i k is the speckle noise for
the k-th data point of the i-th class. Assuming a square-

Fig. . Decrease in mean-squared error resulting from use of root-of-gamma distribution for the speckle noise, we obtain athe vector IMMSE filter instead of the scalar ML estimate for xi of the form
LMMSE filter as a function of the correlation Me f
between two image bands. The terrain reflectance [ M2  11/2
means and variances are assumed to be Xi = M N Zk. i
px, = 100, and a 2, = o2, = 150.

where a = [r(N+1/2) /(N-1)!1 2 since p, = 1. For class i,
the discriminant function of data point z, defined to be the

Spatially registered images acquired over the same ter- log-likelihood function, is
rain region via modalities other than SAR, may also be used g,(z) = (2N-1) ln(z/ii) - In(i)-a(z/i)2 ,

to reduce speckle noise in the SAR images. We used a
thematic mapper (TM) image for this purpose. In this case, where i = 1, -" N.. We assign z to that class for which the
the noise is modeled as being additive; so assuming that the discriminant function has the largest value.
i-tb band contains the TM image, ers(i,i) = v where If we approximate the noise probability density function
t . is again the noise power. Nothing else in the analysis by a Gaussian density, then the ML estimate for xi is
changes. Since the TM images are much less noisy than the
SAR images, a more significant decrease in MSE is obtained. i [ M Z 1; "1 a

3. MAXIMUM LIKELIHOOD CLASSIFICATION k- '4 k-i
BASED ON A MULTIPLICATIVE NOISE MODEL

Speckle noise results from the interference of wavelets and the discriminant function for data point z is
from different scatterers on a rough surface. Using the ran-
dom walk model, it was shown that the intensity of the g1(z) - ln(ij)- (z-x;)i/(2oix).
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4. SEQUENTIAL CLASSIFICATION years), pine (> 36 years), mixed swamp, and cypress swamp.
By considering the values of pixels z1, ..., z, in a neigh- The three SIR-B image bands were filtered together with

borhood of the pixel z0 to be classified, we can increase the vector filter, and separately with the scalar filter. Each
classification accuracy over that of a per-pel classifier, which SIR-B image band and band 5 of the TM image were also
bases its decision about zo only eon the value of re. Let filtered with the vector filter. The size of the window withinwhich sample statistics were computed was 5x5. It was
7= (z0, . .. ,z) denote the data sequence. For each class i, observed that the estimates of 0x2 were sometimes negative.
the generalized sequential probability ratio 110) is computed This mainly occurred in two kinds of regions: those where
according to the terrain reflectance fluctuated very little, so that a2. 0;

Lnr = f fn(- ]iN, and those where many pixel values were 255 due to clipping.fz ,ri fit, nWe modified the algorithms so that whenever a.2 is negative,
iit is forced to be zero. In this case, the estimate of the terrain

where fl() = t 1f,(zk) is the joint probability density of the reflectance will be the local mean. Figure 3 shows portions of
k-G the images filtered with both the unmodifed ana modifieddata, assuming that it belongs to class i. The test is to com- filters. It can be seen that many artifacts are removed by our

pare L (i) with a threshold a,. If L (') < a,, then z does not modification of the filter, while linear features are almost
belong to class i; and we are left with N, - 1 classes. We add unaffected.
another sample point to the data sequent-, and repeat the
test with N, - 1 classes. When only one class is left, the data
point z0 is assined to it. The thresholds are given by

= (1 - e) / I[ (1 - e)i/N, where ej is the probability

of assigning z0 9 1class i when it actually belongs to class j.
These probabilities are specified as part of the classifier
design.

5. ROBUST SEQUENTIAL CLASSIFICATION
Consider the problem of assigning a sample z to one of 2

classes with probability densities

fj (Z) = (1-e)f.N(Z) + ff',(Z), i = 0, 1;
where ffN(z) is the known nominal density function and f,(z)
is an unknown density function which accounts for deviations
from the assumed model. To limit the effect of these de-va-
tions on the classification decision, we form the robust likeli-
hood ratio Jill

[co, IN(z) _ co,.

I(z) = IN(z), c1< IN(z) <c0 ,
P[ IN(z) --el,,

where IN(Z) = fN(z)/f0(z)is the nominal likelihood ratio, Fig.3. Effect of different processing techniques on a 3 band
and and c ar sle frminal likelSIR-B SAR image: unmodified scalar filter, modifiedand co and c, are solved from scalar filter, unmodified vector filter, and modifiede0llN(z)<Co] + 1/co pN[IN(z)> c0 = -/(i-), vector filter (left to right and top to bottom).

p NIIN(z)>ci] + c, pNIN(z)< c 1/(1-),
using Newton's method. PfPIA] denotes the probability of To further illustrate this point, we ran a simulation.
event A under the nominal distribution for z, assuming that Three-variate Gaussian random data xi, x2, and x3 were gen-
z belongs to class i. To apply the robust likelihood ratio to erated with parameters Px, = 100, a' = 150, and o,, =75 for
M-ary sequential classification, we first use the generalized i6j, i, j = 1, 2, 3. These were multiplied separ~tely by
sequential probability ratio test to select the two most prob- uncorrelated Gaussian random variables with r =0.25 to
able classes; and then make the final decision using I(z). obtain three bands of simulated images zi, z2, and z3. We

first processed the simulated images with scalar and vector
6. EXPERIMENTAL RESULTS filters based on the true statistics p,ox , and o;x.x., and cal-

The images used in the experiment were obtained by the culated the mean-squared error in the estimate of x1. The
Shuttle Imaging Radar-B (SIR-B) during Space Shuttle MSE for the scalar filter was 121.2, and that for the vector
Flight 41-G in October, 1984. Three sets of data were col- filter was 112.7. We then repeated the processing with
lected over a forested area in northern Florida on Oct. 0, 10, unmodified filters using sample statistics to estimate pxOj,
and 11, at incidence angles 580, 450, and 28', respectively, and 4,, . In this case, the MSE for the scalar filter increased
The images were digitally processed by the Jet Propulsion to 189.2, and that for the vector filter increased to 243.1.
Laboratory (JPL) in Pasadena, CA. A set of Thematic Modifying the filter algorithms to force negative sample vari-
Mapper (TM) images over the same area was obtained on ances to zero reduced the MSE to 164.4 for the scalar filter,
O t. 19, 1984; and they were regitQered with fhe and 1800.5 for the vcct fCi. r M f t t ftA
images by JPL. The images we used here have 512 x 512 pix- is larger than that for the scalar filter in bodi cases where
els. Each pixel covers a 28.5x28.5 m2 area on the ground. sample statistics are used. This is due to the fact that for a
To reduce speckle noise, the images have been preprocessed fixed sample size, the estimate of the covariance matrix
by averaging the intensity of four looks, then computing becomes less accurate at larger dimensions [121. Increasing
amplitude. Sixty sample fields with known ground truth were the window size to 11 x11 reduced the MSE for the scalar
selected, out of which 18 were training fields, and 42 were filter to 133.6, and that for vector filter to 134.6. At a win-test fields. These sample fields represent six ground cover dow size of 17 A 17, the MSE's were 127.2 and 122.5, respec-
classes: water, clear-cut and pine (1 - 3 years), pine (6 - 36 tively. These results are summarized in Table I.
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Table 1. Mean-Squared Error in Filter Output for Different slan noise distributions. The results are shown in Table 3.
Parameter Estimates

Based on Based on Sample Statistics Table 3. Classifier Performance (Per Cent Correct)
SCssifie1.r Non-Gaugssan Gaussian

True Stat. Unmod. Mod. Mod. Mod. I Per-Pei ML 59.4 59.6
.15 5 5 5 11Y11 17fIl7l Sequential 78.6 78.2

Scalar 121.2 189.2 164.l 133.6 127.2 Robust Sequential 70.9 80.8
Vector 112.7 243.1 .18M 134.9 122.5 The sequential classifier performs substantially better than

the per-pel ML classifier on 1 band of the original image, and
almost as well as the per-pel ML classifier applied to 3 bands
of filtered images, as indicated in Table 2. The robust pro-
cedure yielded a small additional improvement. There was no
significant difference in the performance of the classifiers
designed under the two different noise distributions. Apply-
ing the sequential claqsifier to 3 bands of filtered inages will
yield the highest classification rate (71.

7. CONCLUSIONS
Vector linear minimum mean-squared error (LMMSE)

filtering can exploit the correlation between bands in a multi-
band image to reduce the mean-squared error in the filtered
image. However, filter performance may be degraded by poor
estimates of the covariance matrix. In our experiments, the
vector filter did result in sharper images than the salar
LMMSE filter. Maximum likelihood (ML) classifiers based on
a multiplicative noise model have a significantly different and
somewhat simpler structure than those based on additive
Gaussian noise. However, the two approaches do not result in
significantly different classifier performance.
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image: original, scalar filter, vector filtering of 3 SAP [11 L. J. Porcello, et al., "Speckle Reduction in Synthetic

bands together, and vector filter applied separately to Aperture Radars," J. Opt. Soc. Am., Vol. 66, pp. 1305-
each SAR band with 1 TM band (left to right and 1311, Nov. 1976.
top to bottom). [21 J. S. Lee, "Statistical Modelling and Supprassion of

Speckle in Synthetic Radar Images," Proc. of IGARSS
'87 Symposium, Ann Arbor, MI, 18-21 May 1987, pp.

Figure 4 shows portions of the original image, and 1331-1339.
rages processed by applying scalar filters to each SAR band,

a single vector filter to all 3 SAR bands, and separate vector Speckle," Opt. Eng., Vol. 25, pp. 651-654, May 198 .
filters to each SAR band with 1 TM band. There are distinct
differences in the sharpness of the images processed by the 14] J. S. Lim, H. Nawab, "Techniques for Speckle Noise
three approaches. Vector filtering of each SAR band in com- Removal," Opt. Eng., Vol. 20, pp. 472-480, May 1981.
bination with 1 TM band produces the sharpest image fol- [51 V. T. Tom, M. J. Carlotto, "Adaptive Least-Squares
lowed by vector filtering of the 3 SAR bands together. The Technique for Multi-band Image Enhancement," Proc.
scalar filter produces the least sharp image. To gain a more IEEE Int. Conf. Acoust. Speech Signal Process., Tampa,
quantitative assessment of how the processing methods differ FL, 26-29 March 1985, pp. 704-707.
in their effect on images, we calculated the percent increase 161 N. P. Galatsanos, R. T. Chin, "Digital Restoration of
in average edge spread and the ratio of average road contrast Multichannel Images," IEEE Trans. Acoust. Speech Sig-
relative to that of the original image, as defined in 171, and nal Process., Vol. ASSP-37, pp. 415-421, Mar. 1989.
classification performance using - conventional per-pel [L 7 Q.classifier basedi on the 3 SAR bands. The results are shown [7 .Lin, J. P. Allebach, "Improving Cover Type

i r T able Identification in Speckled SAR Images by Prefiltering
in Table 2. and Sequential Classification," Proc. of 26th Annual All-

e2. Filter Performance erton Conf. on Communication, Control, and Comput-
Table 2ing, Monticello, IL, 28-30 Sep. 1988. Also submitted to

Scalar Vector Vector IEEE Trans. Geosci. Remote Sensing.
Filter Type 3 SAR 1 SAP Band [8] J. M. Durand, B. J. Gimonet, and J. R. Perbos, "SAR

Bands I TM Band Data Filtering for Classification," IEEE Trans. Geosci.
Edge Spread Increase(%) 25.9 16.2 21.3 Remote Sensing, Vol. GE-25, pp. 629-637, Sep. 1987.Road Contrast Ratio 0.567 0.653 0.695
Classification Rate ( 05 84.1 82.4 83.4 [9) J. W. Goodman, "Statistical Properties of Laser SpecklePatterns," in Laser Speckle and Related Phenomena,

In terms of edge spread and road contrast, the ranking of the Edited by J. C. Dainty, New York: Springer-Verlag,
3 processing methods agree with their visual appearance. 1984.
However, the gain in image sharpness is achieved at the cost 1.0j K. S. Fu, Sequential Methods in Pattern Recognition and
of a small decrease in classification rate. Machine Learning, New York: Academic Press, 1968.

For the second part of the experimental work, we exam- [111] H. V. Poor, An Introduction to Signal Detection and
ined the performance of the three multiplicative-model-based I Estimation, New York: Springer-Verlag, 1988.
classifiers discussed in Sees. 3 - 5 on the first band of the ori-
ginal SIR-B SAR image. The three classifiers are per-pel ML, (121 H. M. Kalayeh, D. A. Landgrebe, "Predicting the

sequential, and robust sequential. All classifiers were Required Number of Training Samples," IEEE Trans.

evalu&.ed under both the square-root-of-gamma and Gaus- Pattern Anal. Machine Intell., Vol. PAMI-5, pp. 664-
667, Nov. 1983.
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VISUAL EFFECT OF SPECKLE REDUCTION ON INTERPRETATION OF ONE-LOOK SAR PHOTO IMAGES*
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Remote Sensing Technology enter of Japan Institute of Space and Astronautical Science
7-15-17, Roppongi, Minato-ku, 3-3-1, Yoshlnodal, Sagamihara-shi,
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ABSTRACT images don't seem to be as bad as expected,
because the speckle doesn't appear

One-look SAR photo image which is printed in remarkably and fine spatial detail is
an appropriate scale seems to be speckle- preserved in them. Although the standard
reduced in some degree and yet to keep a high deviation of intensity fluctuation of speckle
spatial resolution. It is thought this in one-look Image is 1.7 times as high as
reason is that gradation caused by that in 3-look image, photo images don't look
photographic process and interpretation different so much. We think that this is due
process of human eyes has the equivalent to the gradation caused by photographic
effect to multiple look and works to suppress process and interpretation process by human
fluctuation of speckles. This paper eyes. From this point of view, we study an
describes a discussion about photographic appearance of difference in number of look In
process and visual effect on one-look SAR SAR photo images.
photo images, and qualitative analysis
results with respect to the visual effect.

Table 1. Specs of SAR Photo Images
Keywords: SAR, Speckle, One-look, Photo image,
Visual Effect, Photographic process, Multiple
look No. of Looks 1 3

Resolution Gmxl8m 18mxl8m

1. INTRODUCTION Pixel spacing 5mx5m lOmxlOm

Synthetic aperture radar images have an Pixel size on Sopmx50m 100mxl00m
inherent noise called "speckle". In signal film and paper
processing, multiple look processing is
generally applied to reduce this noise. By Printing Contact Contact
N-look multiple look processing, standard
deviation of the intensity fluctuation of Photo image scale 1:100,000 1:100,000
speckle can be suppressed to 1//, but the
spatial resolution becomes N times lower.
Standard product of spaceborne SAR, such as
SEASAT SAR, Sli-B, EERS-1 and JERS-1, is 3 or
4 look image. 2. PRODUCTION AND INTERPRETATION

OF PHOTO IMAGE
In -a part of the research and development
project on observation system for JERS-1, 2.1 Concept
authors simulated one, two and three look
SAR images and evaluated them with several Figure 2 shows concept of production and
specialists in the field of radar, data interpretation of the photo Image. Photo
processing and applications. Figure 1. shows images are produced from digital data with a
an example of the simulated SAIl photo images, photographic system, including film recorder,
and Table 1. dcscribcs specs of tkhese photo film duvtuping, pinting and paper
images, developing. These photo images are

interpreted in brain through visual system of
In compression of one-look photo images and human eyes. In these two transfer systems,
3-look ones, it was found that one-look photo image gradation and brightness change occur,

*This study is a part of the national research and development project on observation system
for Earth Resources Satellite-i, conducted under the program set up by the Agency of Industrial
Science and Technology, Ministry of International Trade and Industry.
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and the degree of them Is related to the visual resolution, gradation won't occur In
transfer functions of these two systems. viewing it. We think that this Is the reason

why one-look image seems good.

2.2 .JAoJJL cj . s of Pho to r p lJS ±. n

Basic four stages of the photographic process
are as follows: 3. QUALITATIVE ANALYSIS OF VISUAL EFFECT

- Writing image on film with the recorder, To study the visual effect qualitatively,
- Developing the film, density of photo image was digitized by a
- Printing image on paper from the film, densitometer as shown in the right part of
- Developing the paper. Figure 2. Aperture sizes of the densitometer

were selected 50m, 10Opm and 200pm. Each
Transfer function of the whole photographic sizes correspond to the viewing distances of
system is multiplication of transfer about 20cm, 40cm and 80cm respectively.
functions of each four stages. Four transfer Figure 3 shows density histograms of the
functions depend upon characteristics of the photo Images after digitizing. This figure
film recorder, film, printing instrument and includes digital value histograms of original
paper respectively. Gradation which occurs image and expected density histograms
in the photographic system has pixel obtained by using only the relation between
smoothing effect. digital value and photo density. This

relation was measured at the gray scale which
In the case of photo images of Figure 1, was written on the film and printed in the
resolvable performance of the film is 100 to paper together with the image.
200 lines a millimeter, and that of the paper
is 50 to 60 lines a millimeter, and contact Difference in the photo density histograms
printing is done. So gradation which occurs between one-look images and 3-look ones
at the last three stages can be assumed to be Is much smaller than that in the expected
negligible. At the first stage, 50pm pixel histograms between them. Expected density
appears 60pm square on the film with the film histogram is assumed to be the histogram
recorder(OPTRONICS C4300). Gradation caused after through the system with no
by this stage has some pixel smoothing gradation, but density change. Therefore,
effect, but can be thought small In this above result suggests that gradation of
case. the visual system makes difference in

appearance between one-look image and 3-

However, in general, gradation proceeds as look one small.
enlargement and generation of film Increase,
for instance second or third generation and At 50m aperture, histograms of one-look
so on. So gradation won't be negligible in photo image spread wider than those of 3-
such case. look one. But at iOOum aperture,

histograms of one-look photo image and
2.3 Characteristics of Visual Sse.L= those of 3-look one are similar, and they

come almost same at 200pm aperture. This
Resolvable limitation of human eyes that two result corresponds to the fact that one-
adjacent points with similar brightness can look photo image and 3-look one seem
be separated into two points depends upon a different in viewing at a short distance
cell size of visual nerve. Physiological such as 20cm, but they look same at a long
measurement and experimeit show that a distance such as 80cm.
minimal retinal disparity angle Is about
0.00022 radian(Shino,1967). This corresponds From above, we can think an appearance of SAR
to about 75pm on the photo in viewing at a photo image as follows: In interpretation of
distance of 30cm. the photo image from SAR with around 10m

resolution in the scale of 1:100,000, pixels
When the visual resolution is larger than are blurred by the visual effect. This works
the pixel size in photo Image, each pixels the same as the multiple look. So difference
looks blurry, and it's impossible for eyes to in appearance of speckle fluctuation among
resolve the image Int3 pixels. We think that images with different look number becomes
this blur has the same effect as multiple smaller, If the viewing distance becomes
look, and reduces the fluctuation of longer. Change of viewing distance is equal
speckles. The degree of this visual effect to the change of the photo scale. So if the
depends upon a viewing distance and a scale scale becomes smaller, the difference becomes
of photo image. If the pixel size in photo smaller. Change of the photo scale
image is smaller than visual resolution, accompanies the photographic process. In
this effect will become higher. this case, gradation caused by this can't be

negligible.
Pixel size of one-look photo image In Figure
1 is 50tm, and this is smaller than 75uim that
is the visual resolution at a viewing
distance of 30cm. Therefore, gradation of 4. CONCLUSION
pixels occurs In some degree for one-look
photo image. Pixel size of 3-look photo image We have discussed the gradation caused by the
is 100m. Because this is larger than the photographic process and visual effect with
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0 1 2 3 4 5km

Figure 1. One-look(above) and 3-look(below) SAR photo
images. The left is Futatsui and the right is
Oshima. Scale of the original copy is 1:100,000.

respect to the appearance of one-look SAR
photo images. It is generally considered that
multiple look image is better than one-look
image. However, the resul ts show that one-
look image printed in the proper scale seems
to be speckle-reduced and yet reserve the
fine spatial resolution. So one-look photo
image becomes very useful for interpretation.
In the photographic process, gradation
proceeds as enlargement and generation of
film .ncrease. Therefore, problem about the
proper image scale on the film and paper is
also suggested.

5. I{EFIIRENCES

1. Shino,K., "Photogrammetry", Sankaido, 1967.
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ABST" nCT Fanjet aircraft, and a Piper Navajo Chieftain (Figure 1).

An airborne imaging spectrometer, sensiti,e at visible and near- The FLI has now been used to produce images in a variety of
infrared wavelengths, has been developed by Moniteq Ltd of spectral band combinations over targets on land and water
Toronto for the Canadian Department of Fisheries and Oceans. (Borstad et al. 1985, Gower et al. 1987, Rock et al. 1988, Buxton
The instrument has achieved its design goal of imaging the solar- 1988, Gower and Borstad 1988). In addition to phytoplankton
stimulated fluorescence signal from near-surface ghytoplankton, mapping, its high spectral resolution has also been applied to
and providing the data needed to assess detectability limits and water depth and submerged vegetation surveys along shore-
environmental effects on the signal. It has also been used to lines. Over land it has been applied to studies of the detailed
acquire imagery over a wide variety of water and vegetated land spectral properties of the chlorophyll red edge for detecting the
targets. This paper reviews the applications of the instrument effects of plant stress. Other uses are in hydrocarbon
from the first five years of its operation in different parts of the exploration, landfill site monitoring, agriculture and atmospheric
world, and shows examples of the imagery. observations.

Key words: Imaging spectroscopy, chlorophyll fluorescence, These studies make use of the FLI's special capability for
airborne remote sensing, plant stress. producing both radiance spectra and images of a given target.

Spectral bands for the images can be configured on the basis of
the observed spectra.INSTRUMENT DESIGN-,

The instrument evolved from the requirement of the Canadian
Department of Fisheries and Oceans (DFO) for an improved
sensor for mapping phytoplankton distributions. In the design
selected, two-dimensiona array detectors in CCD (Charge-
Coupled Device) cameras built by Itres Ltd of Calgary are use
to give the high spectral resolution and sensitivity required to
image solar stimulated in-vivo chlorophyll fluorescence (Neville
and Gower 1977, Gower and Borstad 1981). The instrument was
therefore named the Fluorescence Line Imager (FLI). For this
purpose, spectral resolution of a few nm and signal-to-noise
ratios up to 2000 to 1 are required in the spectral range 400 to
800am.

The FLI was produced by Moniteq Ltd of Toronto in a
development programme funded jointly by DFO and the
Canadian space programme, in the period 1981 to 1984. The
FLI design (Borstad et al. 1985) is based on five CCD arrays
(EEV P8600) each containin& 385 by 288 sensing elements, each
illuminated through a transmission grating imaging
spectrometer, andeach covering a 14 degree field of view. The
full instrument allows collection of high spatial resolution push-
broom images with 1900 elements covering a 70 degree swath.
Image data are collected in eight spectral bands that can be
con figured in steps of 1.3 nm. A distinct advantage is that the
spectra! bandse! can ke c"h"-d caiy nfgt. A--aiteraative
dCD readout mode gives ful/spectra covering 430 to 805 nm
with a resolution of 2.5 nm, but with lower spatial resolution
corresponding to 40 image samples across the same 70 degree
swath.

The FLI instrument consists of a multiple camera head, Figure 1. The FLI imaging spectrometer installed in a Piper
controller, data recorder and cooling unit. It has been installed Navajo Chieftain aircraft.
in a variety of aircraft, including the CCRS DC3 and Falcon
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Figure 2. A mosaic image of Barkley Sound B.C., showing solar-
stimulated chlorophyll fluorescence on April 25
1987. A digital land mask has been superposed in
white.

Figure 3. An area of high chlorophyll fluorescence contrast,
about 4 km square, from the data illustrated in
Figure 2. Chlorophyll concentrations are in the
range 1 to 4mg.m

In general, compared to other instruments now in use or in
development for remote sensing, such as AVIRIS or MODIS,
the FLI covers a more limited spectral range, but has higher
spectral resolution and sensitivity. An upper limit to the noise level of the fluorescence

observations can be estimated from the radiance differences
between adjacent pixels in Figure 3. These are independent

CHLOROPHYLL FLUORESCENCE IMAGING measurements with the FLI. Some of the differences will be due
to real fluorescence variations5The deduced r.m.s. variation of

In a typical example of its application in coastal studies, the FLI each pixel3is about 0.003 W/m .sr.pm, equivalent to about 0.1 to
was used in April 1987 in support of DFO's MASS (Marine 0.2 mg.m
Survival of Salmon) programme to provide aerial coverage of
Barkley Sound (480 R0'N, 125' 20'W) on the west coast of With images similar to Figures 2 and 3, the FLI has
Canada. The data have been used to study phytoplankton demonstrated that remote imaging of solar stimulated
concentrations, the distribution of fronts and the effects of chlorophyll fluorescence is indeed possible. The narrow-band
mixing between water masses in the Sound, at a time when fluorescence signal was found useful for mapping phytoplankton
young salmon leave the hatcheries, lakes and rivers in this area concentrations. Also, the fluorescence emission is closely linked
and migrate into the open sea. to cell physiology, and can vary with nutrient status, species

composition and growth rate. In some studies, the fluorescence
Figure 2 shows a mosaic image of chlorophyll fluorescence yield has been shown to be inversely related to the rate at ,hich
emission stimulated by sun and sky-light for most of the area of phytoplankton biomass is formed. This is an essential parameter
Barkley Sound. The mosaic was formed from imagery taken on 6 in the study of ocean and coastal ecosystems.
flight lines at an altitude of 5500m, and covers an area about
20 kn square. The image data were L:onstructed from three of In general it appears that remote sensing of chlorophyll
the eight spectral bands of the FLI (Gower and Borstad 1988). fluorescence wiTl represent a powerful new tool for aquatic
These bands were located at 659 -673 nm, shortward of the studies.
fluorescence region, 673 - 687 nm, which is set to cover the
chlorophyll fluorescence emission centred at 685 nm, while
avoiding the absorption band due to atmospheric oxygen at
wavelengths longer than 687 nm, and 713 -718 nm where OTHER APPLICATIONS OVER WATER
atmospheric absorption is again at a minimum. The grey levels
of Figure 2 correspond to fluorescence emission from3  The high sensitivity and spectral resolution of the FLI make it
chlorophyll concentrations in the range 0.5 to 5mg.m"

. also useful for measurements of shallow water bathymetry and
for benthic plant surveys. For bathymetric measurements

The narrow-band fluorescence signal was found to be relatively (O'Neill et al., 1986) spectral bands were clustered in the
insensitive to broader-band atmospheric and surface reflectance wavelength range of maximum coastal water penetration (500 -
effects, making it a useful remote sensing indicator of 600nm), together with a longer wave band to define atmospheric
phytoplankton concentrations, path radiance, and a shorter wave band to measure chlorophyll

concentration by the "green to blue ratio" method. An example
Figure 3 shows a smaller area of the sound about 4 km square of a resulting bathymetric image is shown in Figure 4. Here the
with a spatial resolution of about 20m, where phytoplankton imagery has been geometrically corrected using the output from
contrast was particularly strong. The small scale structure an inertial navigation system, so that image data can be
characteristic of advected phytoplankton is visible in the compared with existing charts. Comparison indicates differences
fluorescence signal but not at adjacent wavelengths where this of 0.5m in shallow water, increasing to 1.Sm in depths greater
signal is absent. than 5m.
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Figure 4 Geocoded water depth image for depths in the range Figure 6. A comparison of spectral and imaging mode data of a
0-3m, constructed from FLI output. forested region. Spectral mode data was collected

at a lower altitude.

For benthic plant resource assessment, the spectral bands can be
set to cover a wider spectral range which includes both the 500-
609nm water penetration region and the "red edge" region, 690
to 740nm, where chlorophyll reflectance rises steeply with
increasing wavelength. An experimental survey of a laminaria
(kelp) harvesting area near Yarmouth, Nova Scotia, on the east
coast of Canada was carried out with the FLI in July 1985
(Mouchot et al., 1987). In a comparison with aerial photography,

- FLI imagery was found capable of identifying laminaria growing
in deeper water, and of extending the depth range surveyed to
beyo~nd the limit of maximum laminaria growth.

APPLICATIONS OVER LAND

Over land, applications have concentrated on the properties of
the chlorophyll red edge, which is the dominant spectral feature
in the visible reflectance spectrum of plants. The imaging mode
of th- FLI produces high quality imagery whose bands can be
selected as described above. Figure 5shows a section of an
image taken over the Albion-Scipio oil-field in Michigan USA as
part of a survey of plant stress due to hydrocarbon seepages.

Operation in the spectral mode give full spectra with 2.5nm
resolution over the optical range 430 to 805nm. The spectra are
collected as 288 band push-broom imagery from 40 different
look directions, giving lower spatial resoluticn imagery as shownin Figure 6.

Since the spectrum of each pixel of the spectral mode data is
available, detailed comparisons can be made of the spectral
reflectance of different areas in a study region. The areas can be
selected from the low-resolution spectral mode imagery, and
regions of the spectrum of special interest, for example that
including the chlorophyll red edge, can be extracted as
illustrated in Figure 7. This feature is known to exhibit
V.Litiuviu in biape and in mean waveiengtri position, when
vegetation is stressed by abnormal environmental conditions.
These conditions include "ospheric pollution, precipitation
pH, metal, hydrocarbon a, , dc substance concentrations in
the soil, and climatic variati, . Special image processing has

Figure 5. lmaguiu mode data of the Albion-Scipio oil-field in been applied to FLI imagery to produce images whose
Michigan USA. brightness values correspond to red edge position (Figure 7).
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ABSTRACT

In this paper we describe a new Instrument. the Compact (1) High performance VNIR pushbroom imaging
Airborne Spectrographic Imager (C.iSI). which Is capable of spectrograph (high sensitivity, high resolution, wide
operating In light aircraft and acquiring visible and near dynamic range).
infrared imagery In digital form. The instrument consists of
the sensor head. Instrument Control Unit and Power Supply (2) Compact and easily transported (checked luggage).
Module, together with a monitor and keyboard. An f/4
reflection grating spectrograph is coupled to a CCD area (3) Easily installed in small planes (aerial camera mount).
sensor. providing a resolution of 578 spatial pixels: the
spectrum from 450-950 nm for each spatial pixel is dispersed (4) Simple to operate (non-expert).
across 288 spectral pixels. To achieve manageable data
rates. two operating modes are defined. Multisnectral Imaging (5) Low Cost (instrument. operation and processing).
mode. which provides maximum spatial resolution for a limited
number of spectral bands, and Multisp_ectrometer mode, In Instrument Description
which full spectra are collected for a limited number of points
In the scene. Flight data may be played back on the A block diagram of the Instrument Is shown in Figure 1. The
instrument Itself. or on a PC for calibration and transcription spectrograph and CCD detector are located In the Sensor Head.
to files for image processing. while data handling and control are performed by the

Instrument Control Unit (ICU). The operator interacts with
Keywords: imaging spectroscopy the ICU via a keyboard and monitor. The Power Supply Module

airborne instrumentation (PSM) generates the necessary voltages for the Instrument.
multispectral imaging The Sensor Head Is normally installed with the objective lens

oriented downwards such that a line across the flight path Is
imaged onto the spectrograph slit (Figure 2). The field of
view can be selected between 150 and 600 by substitution of
different fore-optic lenses. Light emerging from the slit is
collimated and dispersed by the reflection grating. The beam

Introduction

Throughout the world. multispectral remote sensing Is
becoming increasingly Important for obtaining resource
Inventories. performingenvironmental monitoring. and aiding Senor Instument Poer
In the planning of land and resource usage. At the same time, Read : Supply
the accelerating demand for data in digital form has prompted
Interest In instruments capable of directly recording digital
Imagery. In particular Imaging spectrographs such as the
Fluorescence Line Imager (Gower. this proceedings) have
appeal because or their total flexibility In the choice of
wavelength and bandwidth of spectral bands.

Despite their advantages over filter-based scanners,
hrlwaver. the Lee , a 1bo n agn ^ pc-------ils hs baen
limited, primarily due to the fact that there are few
Instruments available, and the cost of building and flying
those instrument. Is relatively high.

In order to overcome these difficulties. a new instrument, the
Compact Airborne Spectrographic Imager (CASI) has been
developed. The CASI was designed with the following goals in Figure I Block Diagram of the Instrument
mind:
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In principle one would like to record all of the pixels In each

Reflection CCD frame. However, this results in a relatively large

Diffraction Grating quantity and rate of data. For example, if a modest scan rate

150 If rarn of 60 frames/sec is assumed, the required throughput would
be:

Camera Lens Data Rate = 578 x 288 pixels/frame x 60 frames/sec x 2
75 mm F.L bytes/pixel = 16.6 MB/sec

A one hour flight would produce 60 Gigabytes of data I At the
present time, this quantity and rate of data (both recording

Collimator Lens and analysis) is inconsistent with a low cost philosophy.
75 -- F.L. CCD Array Clearly, selectivity Is the key to obtaining manageable data

rates. The CASI provides two distinct modes of sensor readout
to effect this. In Multispectral Imaging Mode, the instrument
can be programmed to sum the data from adjacent rows on the

Objective Lens CCD Sensor In order to form arbitrary but nonoverlapping
O.jecti0e ns F.spectral bands (Figure 4). This provides the ability to obtain

maximum spatial resolution (578 pixels) for a limited number
of spectral bands.

Figure 2 CASi Optical System 676 spatial

Bond S
is then focused onto the CCD. There Is a motorized Iris that Rows umm d on
can be used to set the focal ratio at f/4 or f/ll. chip to otrmBand 2 up////////// ,aalb ldI

The sensor is a thermoelectrically cooled P86620 series frame BD I
transfer device manufactured by EEV Inc. (Chelmsford, UK).
The chip image area contains 578 x 288 pixeJs (each 15 x 22u.
The format Is shown in Figure 3. The CCD Is oriented to
obtain 578 pixels of spatial resolution across the flight path.
The spectrum is dispersed along the columns of the CCD,
providing 288 spectral resolution elements (each 1.8 nm wide)
and covering the spectral range from 450-960 nm.
Alternative speL ral ranges can be obtained by changing the
grating and/or its angle. Successive sensor readouts result Figure 4 Multispectral Imaging Mode operation

in a two-dimensional multispectral Image along the flight
path.

.. 67 Upal ._, Look Directions

Blue X - 4W mM

Red X - m L

Figure 3 CCD Detector Format Figure 5 Multispectrometer Mode Operation
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Raw Data Manual Input
Tape of Times

4, Calibrated

Quiklook or CMTD - 512 or 1024
Line Disk File

S Dark and
Time Tag File" Uniformity PCI Easi/Pace

Calibration or other

Arrays Image Processing

Figure 6 Data Processing Sequence

In Multispectrometer Mode, the reverse Is true: that is. all Concluslo

288 spectral elements are collected for each of a limited
number of "look directions" (Figure 5). The number and A summary of the Instrument specification is given in Table

spacing of the look directions Is programmable. It has also I. The CASI represents a powerful new tool for the

been found convenient to collect a full scene image at one multispectral remote sensing community. Plans for future

wavelength (as in Imaging Mode) in order to permit correlation enhancements to the instrument include an irradiance sensor

of the spectral data with features In the scene. to measure the downwelling flux (this will simplify

Multispectrometer mode is useful for algorithm development computation of reflectance values), incorporation of attitude

and other situations where detailed spectra are of Interest, and navigation data (to enable resampling for Input to

and where reduced spatial resolution can be tolerated. Geographic Information Systems). and extension of spectral
sensitivity into the Infrared region.

The mode and configuration are defined by the operator prior
to the start of data collection through a menu-driven user
interface (configurations may be saved and retrieved). A

real-time display presents a pseudocolour or grey-scale
image of any band, and signal levels are monitored
graphically. Data are recorded on an Exabyte EXB-8200
digital helical scan tape recorder. This unit provides 2 GB ' 4
capacity on a single 8mm video cassette. The maximum record
rate Is about 200 KB/sec. This results In a maximum scan rate
of 100 lines/sec for a single band. For multiple bands the
achievable scan rate is reduced accordingly.

Data Analysis

A useful feature Is the QUIKLOOK program, which provides the
ability to play back data tapes in order to "re-fly" flight
lines. This program can be run on the Instrument itself in
the field; it can also run on a PC equipped with an Exabyte
drive as part of the data extraction and calibration process,
shown In Figure 6. The QUIKLOOK program is capable of
producing 'tlme-tag' files containing start and end times for
segments of Interest. The CASI Magtape To Disk (CMTD)
program takes the time tag file (or manually entered times)
as Input, reads back the recorded tapes and produces disk
files for selected bands (Imaging Mode) or look directions
(Multispectrometer Mode). The disk files are presently
geneialt )d in a format compatible with the EASI/PACE Image
proceasing package produced by PCI Inc. The CMTD program
optionally performs dark current removal and radiometric
calibration on the raw data.

Figure 7 shows an uncorrected Image of the confluence of the Figure 7 SampleimageryoftheFraserRiverobtained Feb.

Fraser and Stave Rivers obtained by the CASI on Feb. 8, 1989 8, 1989 at an altitude of 1500 m. The Image is

from an altitude of 1500 m. Smoke from the sawmill is visible, a composite of Band 2 (705-712nm), Band 3

as are shore ice, log booms and bridge pylons. (632-642 nm) and Band 4 (465-477 nm).
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Table I

Summary of Instrument Specifications

Swath (FOV) 150 - 600

Spectral Range 460 - 950 nm

Spatial Resolution 578 pixels

Spectral Resolution 288 pixels (1.8 nm each)

Aperture f/4 or f/ I

Sensitivity 0.08 liWcnr sr-I nm- 1O 60 lines/sec
Noise Equivalent Radiance at
635 nm

Dynamic Range 12 bits

Line Rate Up to 100 lines/sec

Recording Digital helical scan tape recorder,
2 GByte or 2 hour capacity

Mass 55 Kg

Power 110 VAC, 2.5 A

Temperature 5 to 400 C operating
-20 to 600 C storage
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IMAGING SPECTROSCOPY AT THE FOCAL PLANE

Thomas S. Pagano, Carl F. Schueler,

and Loren M. Woody

Santa Barbara Research Center

Hughes Aircraft Company
75 Coromar Dr.

Goleta, CA 93117

Abstract requirements developed by the Desert Research
Institute.

Novel, spectral separation technology lies at the
heart of new instrument strategies being conceived for The spectral features of green leaves and iron oxide
advanced earth observation. The simplification of the minerals in the visible spectral region generally
optical design with spectral separation on the focal require 10 to 20 nm resolution, so that 15 nm bands
plane instead of the optical system is demonstrated in appear adequate in this region. In the red, and near
a sensor design concept for low earth orbit of a high infrared region, however, shifts on the order of 5 nm
spectral and spatial resolution Environmental Imaging in location of the sharply defined red edge of t~,e
Spectrometer (EIS). The EIS would offer 126 spectral chlorophyll pigment, as shown in Figure 1, offer
bands from 0.4 to 2.5 um with bandwidths ranging from information on the physiological condition of
6 to 40 nm. Excellent radiometric sensitivity and plants. Therefore, spectral resolution of 10 nm is
accuracy combined with the high spectral and spatial not fully adequate here. The imaging spectrometer for
resolution of the EIS would enable researchers to this application should provide the finest resolution
analyze phenomenology of the atmosphere, ocean, and possible across the chlorophyll red edge region (0.66
land. to 0.80 lim). Further out in the infrared (0.80 to

2.5 um), many features of interest can be
Key Words: Low Earth Orbit, Imaging Spectroscopy, discriminated with coarser spectral resolution, and
Mineralogical, Biological, "Red-edge", BRDF, EIS, The- these latter relaxed specifications reduce the cost
matic Mapper, Sensor. and risk associated with sensor development, The 2.0

to 2.5 tn region contains a large number of fine
1. Sensor Requirements spectral features from lignin, cellulose, and a

variety of minerals; therefore, the imaging
Scientists have for many years expressed a desire to spectrometer for this region should have the finest
map the mineralogical and biological composition of spectral resolution and sampling interval possible.
the Earth's surface from space. The major impediment
to this goal is access of sufficiently detailed spec- A spatial resolution of 30 m for all channels and
tral information to match spectral signatures of sur- signal-to-noise ratio (SNR) of greater than 150:1 for
face materials (Vane and Goetz, 1988). A major result surfaces having 50% albedo are required. Stereo and
has been the definition of the High-Resolution Imaging bidirectional reflectance distribution function (BRDF)
Spectrometer (HIRIS) instrument for Eos, which offers measurement capabilities are required with a four-day
continuous spectral coverage at 10 nm resolution from min~mum repeat coverage cycle. These requirements,
0.4 to 2.5 um with a spatial resolution of 30 m from provided by the Desert Research Institute, have been
low earth orbit. used by Santa Barbara Research Center (SBRC) to design

an instrument concept called the Environmental Imaging
An examination of the reflectance spectra of rocks, Spectrometer (EIS).
soils, and vegetation (Figure 1) indicates that con-
tinuous spectral coverage at constant 10 am resolution 2. EIS Instrument Concept
is not absolutely essential to perform the majority of
the science objectives of imaging spectroscopy. Some Figure 2 illustrates the EIS concept that fulfills the
of the spectral features of interest are sharp enough spectral requirements of Table 1, as well as the other
that 10 nm or even finer resolution is needed. How- spatial and radiometric requirements of the previous
evcC, uinup upaut.Lrl ruatures are not uniformly dis- section. Figure 3 shows the EIS scene geometry. At
tribured throughout the entire 0.4 to 2.5 um spectral the orbital altitude of 824 km, and spatial resolution
range. As a result, it is possible to relax the spec- of 30 m, an 11.52 km swath can be covered with an in-
tral resolution requirement in portions of the spec- strument field of view of 0.80 degrees and a cross-
tral range without substantially compromising the track detector array length of 384 elements. As a re-
spectral resolution requirement in portions of the sult, the EIS can use a pushbroom configuration with-
spectral range without substantially compromising the out unduly taxing the optics field of view, focal
spectral signature matching goal (Elvidge, 1987; Feld- plane size, data rates, or cooling requirements. The
man and Taranik, 1988; Hutsinpiller, 1988). Table I narrow swath and pushbroom configturation reduce sensor
delineates a set of bands that have been developed for complexity significantly while still permitting data
both geological and biological feature identification acquisition over any spatial region of interest by
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'SYCAMORE

S(PLATANUS RACEMOSA)

HERMATITE AND CLAY

RICH CONGLOMERA E

- ALUNITIC ALTERATION

0 YELLOW LEAF w(ALUNITE + GEOTHITE)

L '

62.9

GREEN LEAF LIILTRIO

;..,,. 0.40 0. 080 1.00 1.20 1.40 1.018 .0 .024

________, _______________ WAVELENGTH (microns)

WAVELENGTH (microns)

Figure 1. Reflectance spectra for sycamore (left) and for rock materials from the Virginia Range (Right)
(Provided by Chris Elvidge of the Desert Research Institute.)

Table 1. ElS Performance Requirements

Spectral Region 1 2 3, 4 5

Wavelength 0.4-0.66 0.66-0.80 0.8-1.0-2.0 2.0-2.5
Range (i'm)

Spectral Leaves;"Red- "Red Edge" Roks; Lignocellulose;

Features Iron -Oxide Shifts Soils Minerals
of Interest

Number 18 25 42 41
of Bands

Spectral 15 6 30 12.5
Sampling (nm)

Bandwidth 10-14 6-8 20-40 20-25

ILL

using a two-axis pointing capability. The size of the fuser. Pointing is achieved with a single elliptical
instrument concept, 1.1 m (1) x 0.9 m (w) x 0.45 m (h) two-axis pointing mirror, approximately 38 cm long in
is smaller than would be an equivalent system that the cross-track direction and 22 cm wide in the along-
used a prism or grating spectrometer for spectral sep- track dircotion.
atat'on. A Thematic Mapper-type radiative cooler is
used to cool the infrared detectors to 140K. The es- 3. Focal Plane Spectral Separation
timated weight is 90 kg and the total estimated power
dissipation is 200 W T he raw instrument data rate at Special dielectric filter techniques, under develop-
100% duty cycle 1Is estimated to be 109 Mbps for all ment by Santa Barbara Research Center under IR&D.
channels,* offer the flexibility and high performance of an imag-

ing spectrometer in a very compact package. The spe-
A four-day repeat ooverrge can be attained by steppirg cially designed filters are mounted directly on the
the field of view in the cross-track direction to any detector array, avoiding the use of bulky and expen-
position within *24 degrees. Along-track pointing to sive grating or prism systems and their associated op-
any position within *45 degrees is provided for mea- tics. A schematic comparison of the special SBRC fl-
suring BROF and for performing atmospheric correc- tar system to a prism spectrometer system is shown in
tion. Pointing will also permit acquisition of stereo Figure 4. The filter system offers significantly re-
imagery. Pointing along track to an angle of 90 de- duced system design complexity. Although all bandiare
grees is possible for viewing the on-board solar dif- spatially imaged onto different ground locations
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ELECTRONICS
MOOULE

S FOCAL REIMAGING

IMAGE

I DEROTATOR

ELECTRONICS TELESCOPE
RADIATVE
COOLERS

RADIATIVE "POINTING

CSTPPE MIRROR

SOLAR

4DSADIFFUSER/

"COOLER DOOR/J

RBAFFLE

TTRACK#

STEPPER
MOTOR

CROSSTRACK
STEPPER MOTOR

Figure 2. The EIS instrument is designed specifically to attan the environmental science goals.

-4 DAYS LATER

I S TEREO S TRACK----*

1.kNDIR

-24* +24*

Figure 3. EIS two-axis pointing provides 1-24 degrees cross track and 1-45 degrees along track coverage.

as shown in the figure, their relative locati )ns on
the focal plane are fixed by the focal plane get netry; PRISMAPPROACHI
therefore, post processing taking account of the sen- ENTRANCE SUICONTAINS
sor ground track motion allows accurate band-to-band a ,L, ALL COLORV

registration.N111D1

The sensor design requires two focal planes: (1) a
burTed-channel CCD imager (0.4 to 1.0 RAL) and (2)a
modular 388 x 80 llgCdTe imager (1.0 to 2.5 pmn). Read- S CANLS

out in the CCD uses floating gate technology, while RLTER APPROACH DISPLACEDN AFT OPT=C SPATIALLY
the tgCdTe focal plane uses SBRC-developed Hultispec- NDEO
tral Linear Array (MLA) technology. These high-

performance focal planes result in excellent radio-
metric sensitivity. Five special SBRC dielectric fil- Figure 4. Schematic comparison of the filter
ters, each custom-tailored to one spectral region in approach to spefetral separation to
Table 1, are mounted to these focal planes. This a prism spectrometer system.
contiguration results In a totdl st 12b spectral bands
from 0.4 to 2.5 pm. Figure 5 shows the resulting 4. Optics
sampling interval and bandwidths achievable with this
technology. The bandwidth variation shown in the fig- To accomplish the EIS science mission, high image
ure is a result of the filter manufacturing tech- quality throughout the spectral range must be attained
nique. This variability of the bandwidth results in with high spectral transmittance. In the EIS optical
undersampling and over-sampling for a fixed sampling design, a concentric, two-mirror Ritchey Chretien tel-
interval. This effect dtes not degrade the perform- escope was selectpd because it is compact and has ex-
ance or calibration of the instrument. cellent image quality throughout the field of view.
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from LOWTRAN 6 and SUR after atmospheric correction

are shown in Figure 6. Three radiance and SNR for

0 0different albedos; 1%, 10%, and 50% are plotted. The
SNRs predicted for the EIS are achievable because:

o m Along-track (pushbroom) scanning configuration

E 00 results in long dwell times.

z 0025
B 002 oo There are broad spectral bandwidths in all re-
O 00low gions, except for the 0.66 to 0.80 m region,

0 o0,w without compromising fine channel spacings.

oS - , Focal planes have low detector dark current and
0 readout noise.
040 000 143 100 240

WAVELENGTH (lim) 6. Summary and Conclusions

Figure 5. Sampling interval and bandwidth vs.
wavelength for the EIS. The EIS has The Environmental Imaging Spectrometer (E1s) concept

126 spectral channels, uses state-of-the-art detector and spectral separation
technology to provide high spatial and spectral reso-

No prisms or gratings are used in the design since lution from low earth orbit in a compact instrument.

full spectral separation is achieved on the focal The resulting concept has 126 spectral bands from 0.4
plane. An image derotator is incorporated to correct to 2.5 to with varying resolution and sampling. Spa-
for the rotation that will be encountered in turning tial resolution of 30 m is achieved in a 11.52 kin

the pointing mirror in the along-track direction. A swath. Pointing along-track and cross-track provides
two-mirror reimaging system is employed to focus all additional flexibility for acquiring stereo imagery,
bands within the dewar. A telecentric design uses two BRDF measurements, atmospheric correction, and rapid

aspherics modified from a Ritchey Chretien form, pro- revisit. Designed to meet the science objectives of
viding an f/4 converging beam and a flat focal plane. the user community while minimizing size, weight,

power, data rate, and cost, the EIS is an attractive
solution for high spatial and spectral resolution re-

ALBEDO mote sensing from low earth orbit.
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QUANTITATIVE DETERMINATION OF IMAGING SPECTROMETER
SPECIFICATIONS BASED ON SPECTRAL MIXING MODELS

Alexander F. H. Goetz
Joe W. Boardman

Center for the Study of Earth form Space (CSES)
CIRES, University of Colorado, Boulder, CO, USA 80309

ABSTRACT width, and encoding. Signal-to-noise ratio is another cost
New sensor development requires a translation of driver in imaging spectrometer design that must be addressed

scientific requirements into functional requirements to guide In an objective manner.
the engineering design of an instrument. We have The development of an instrument as complex and
developed a model to aid in the design of the High Resolution costly as the High Resolution Imaging Spectrometer (HIRIS) for
Imaging Spectrometer (HIRIS), a facility instrument slated for the NASA Earth Observing System (EOS) (Goetz and Herring,
the EOS mission . The model is based on the concept that 1989, Goetz et al, 1987) requires a quantitative approach to the
scientific requirements for an imaging spectrometer can be development of scientific requirements and the related
stated in terms of the absolute error allowable in determining functional requirements (Goetz and Calvin, 1987). In this paper
the abundance of a given surface material in the presence of we describe a model that relates scientific requirements stated in
others. Pure end member materials are represented by a library terms of the absolute error allowable In determining the
of spectral reflectance curves. For any library and a required abundance of a given surface material in a pixel, in the presence
abundance accuracy, the model yields values of spectral and of others, to instrument requirements for spectral and
radiometric resolution required. The latter can be expressed in radiometric resolution. The technique used is spectral
terms of signal-to-noise ratio. These parameters can be unmixing of a pixel composite spectrum from a library of
translated into optics performance and data rates that ultimately spectral reflectance curves of pure end-member materials.
determine the cost of the instrument.

HIRIS
Key Words: imaging spectrometry, HIRIS, spectral unmixing, The High Resolution Imaging Spectrometer is designed
instrument design, EOS to acquire images in 192 spectral bands simultaneously in the

0.4-2,5gm wavelength region. HIRIS is a targeting rather than a
INTRODUCTION continuous acquisition instrument and obtains high spatial and

The challenge of earth remote sensing from space and spectral resolution images in a 24 km swath with a 30m GIFOV
also its curse is that the results are of interest to such a wide in vertical viewing. 2-Axis pointing is proposed which will
variety of users and disciplines. Since the advent of Landsat in allow image acquisition at -300 +520 down-track and + 260
1972, this phenomenon has led to the "design by committee" cross-track. The raw data rate of the instrument is 405Mbs. The
technique for each new imaging sensor. The discipline high spectral resolution will make it possible to directly identify
scientists in these committees are typically asked to state their surficial materials such as rocks and soils and suspended matter
requirements for spatial resolution, swath width and number in water, and HIRIS opens up the possibility of studying
and placement of spectral bands. More often than not, these biogeochemical processes in vegetation canopies. HIRIS will be
requirements, or more aptly desires, were compised by used in conjunction with the Moderate Resolution Imaging
engineering realities, limitations imposed by weight, power, Spectrometer (MODIS) as a multi-stage sampling system.
data rate, pointing stability and technology. In the last decade, The 405Mbs instrument data rate exceed. he capability
advances in technology have greatly increased the number of of the EOS platform data system and various options are being
engineering options available to the discipline scientist and studied to reduce the rate. All options affect the scientific
made the choices concomitantly more difficult. "Wer die Wahl requirements, and this Is one area of the design that requires an
hat, hat die Qual" aptly expresses the dilemma faced by objective approach to defining the relationship between
committee members confronted with decisions on the new scientific and engineering requirements. An additional benefit
breed of sensors, imaging spectrometers. is more harmonious relationships among team members. The

Imaging spectrometry of the earth (Goetz, et ol, 1985) has focus in the model under development is the interaction
greatly e artdiLed our dbiliy to ideiay suria.e .uver llre. luy, between the requirements for spectral and radiometrt.
through analysis of complete reflectance spectra on a pixel basis resolution also called signal-to-noise ratio. These parameters
(Vane and Goetz, 1988). The acquisition of reflectance data in affect the data rate as well as the overall sixe and cost of the
contiguous narrow spectral bands has removed the instrument.
requirement to select a limited number of bands in the sensor APPROACH
and has shifted the responsibility to the investigator during data Spectral unmixing models were used to quantitatively
analysis. In spite of advances in technology, data rates are still a address the effects of typical end-user scientific requirements on
limiting factor in data acquisition from orbit. Therefore, trade- instrument design parameters. The individual and combined
offs are necessary among spatial and spectral resolution, swath effects on the accuracy of spectral unmixing due to changing
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signal-tu-noise ratio, spectral resolution and unmixing library spectral degeneracy of the library and could be used to balance
degeneracy were examined using a suite of synthetic data sets. resolution and solution variance during the inversion process.
A spectrally mixed data set was created for each combination of The synthesized spectra were multiplied by this inverted library
the three variables. The four no.se levels, five spectral matrix. This unmixing results in an estimated abundance for
resolutions and the four different mixing libraries used resulted each of the six end-members for every pixel. When all of the
in eighty unique spectrally mixed simulated imaging results were spatially reassembled a set of estimated abundance
spectrometer -ata sets These spectrally mixed synthetic data spatial distribution patterns were synthesized. These could be
were unmixed through inversion of a linear mixing model To directly compared to the true abundance spatial patterns used to
ascertain the effects on the unmixing accuracy caused by the do the mixing. A total unmixing error for each end-member
changing parameters the unmixing results were compared to was accumulated as the square root of the mean of the squared
the true end-member abundance patterns used in creating the differences between the estimated and true abundances (RMS
synthetic data. In this manner the unmixing errors can be error). In this manner a set of six unmixing errors, one for each
plotted as a function of the three variables- signal to noise ratio; end-member, was produced for each of the eighty cases.
spectral resolution; and library degeneracy.

The key elements used in the creation of the simulated RESULTS
data sets were the six spatial abundance test patterns and the The results for the inversion of the synthetic data sets
noise free, ideally sampled mixing end-member spectra. The formed by mixing the idealized artificial spectra indicate a linear
six, 200 sample by 200 line, spatial abundance test patterns are relationship between unmixing error and both the noise level
simple geometric shapes such as cones, wedges and step in the data (inverse of signal-to-noise ratio) and the spectral
functions. These were used to determine, on a pixel by pixel resolution of the instrument. The slopes of these linear
basis, the abundance of each end-member to combine to form functions are determined by the separability of the end-
that mixed spectrum. The six spectra to be associated with the members in the unmixing library. For a fixed noise level,
six spatial abundance patterns are synthetic reflectance spectra libraries with a greater degree of spectral separability are less
covering a wavelength region of fifty arbitrary units. Each has a sensitive to a given decrease in spectral resolution than libraries
single gaussian absorption feature with zero reflectance at the that are more spectrally degenerate (Figure 2). A plot of this
feature center and a full width at half maximum (FWHM) of relationship for all four libraries used, at a fixed noise level,
ten wavelength units (Figure 1). Thus, through a convolution shows the unmixing error as a function of both feature
of the six chosen mixing spectra with the six spatial abundance separation, a measure of separability of the synthetic end-
patterns, a simulated reflectance data set is created with members and spectral sampling interval (Figure 3). Error
dimensions of 200 samples by 200 lines by the number of values for higher or lower noise levels can be found by a simple
channels used to sample the wavelength range of the spectra. linear scaling of the values for a known noise level, since the

In the course of creating the suite of synthetic data sets, error versus noise sensitivity has a zero intercept at a zero noise
the signal to noise, spectral resolution and library degeneracy level.
was varied. A random noise spectrum with a gaussian The procedures outlined here are directly applicable to
distribution was added to each mixed spectrum. The signal-to- studies involving real mineral spectra. An example of an
noise is defined here as one hiindred percent reflectance application to real mineral spectra is shown in Figures 4 and 45
divided by the standard devi-ition of the gaussian noise The signal to noise level is fixed at 50:1 and the sensitivity to
spectrum. Four different standard deviations were used, 0., spectral sampling interval is examined. Here six different
0.002, 0.02 and 0.2. According to our definition these correspond minerals are chosen for the mixing library. In the first library
to signal-to-noise ratios of infinite.1, 500.1, 50:1 and 5.1. These all of the minerals are relatively spectrally separ .ble. In the
span the range of such values for actual instruments. Changing second library the substitution of dolomite for muscovite
the spectral resolution was accomplished by convolving each increases the degeneracy of the library since its spectrum is very
mixing end-member with a triangular filter. These band-pass similar to calcite. Note the increased sensitivity to degradation
filters are separated by a spectral distance equal to one half their of spectral resolution when using this less separable library.
full width. This corresponds to spectral band-passes that Using the same two libraries, with fixed spectral resolution, the
intersect at their half maxima resulting in a spectral sampling sensitivity to increased noise is shown in Figures 6 and 7 The
interval which is one half the spectral resolution,also known as increased degeneracy of the second spectral library, due to the
critical sampling. Five different critical sampling intervals were inclusion of dolomite, increases the sensitivity of the system to
used here. 1,2,3,4 and 5 wavelength units. To model the effects noise. These examples point out the importance of judiciously
of increasing library degeneracy, decreasing spectral separability, choosing the library of interest.
the center of the absorption feature of the first end-member was
moved closer to that of the second. Four different feature CONCLUSIONS
separations were used. Initially all the features were separated The results of this study can be applied directly to both
by ten wavelength units. The distance between the feature instrument design considerations and feasibility studies for
centers of the first and second end-members was decreased to 5, planned imaging spectrometer applications. For a given library,
2.5 then finally 0.5 wavelength units. By carrying out all of the surfaces of equal unmixing error can be determined as
possible permutations the eighty different cases were functions of instrument noise level and spectral resolution.
synthesized. This family of parameter combinations represents instruments

Once the mixed data sets were synthesized, unmixing that should all have the same unmixing accuracy for that
using the proper noise-free end-members was accomplished by library By applying a cost function to each parameter the
using 11 u,,m, leat,, squarc5 in-v-rsl optirn-m combi-nation Sof low CO and hgh -nm!iin g accuracy

technique. Singular value decomposition was used to invert can be determined. For an end user, limited to an existing
the library matrix (Boardman, 1989). Singular value instrument with fixed parameters, studies of this sort using the
decomposition decomposes the library matrix into the product unmixing library of interest should allow estimation of
of two column orthogonal matrices of singular vectors and a feasibility and absolute unmixing accuracy for each end-
square diagonal matrix of singular values. Once orthogonalized member. For an end user of an instrument with variable
the Inversion of the library matrix is straightforward. This parameters, such modeling can allow optimization of the
technique was used for the matrix inversion since it instrument configuration for a given application. In such an
orthogonalizes the end-members, allows insight into the application the end user would pick an unmixing library and
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determine the noise level in the data. Then, after resampling
the library end-members to match the spectral resolution of the
instrument, best case unmixing error estimates could be made -.---.- SEPARATION - 10
for each end-member. -.- SEPARATION = 5

The errors examined in this unmixing model represent . SEPARATION = 2

the best case scenario for any such application. They illustrate 0 - SEPARATION - 0.5
U) 20-

the upper limit of unmixing accuracy that could be achieved t
for a given library and instrument combination. In real
applications other sources of error will certainly reduce the true 0
achievable unmixing accuracy. Such other sources of error
include non-ideal libraries (those that are not all inclusive or
those that include spurious members,) and errors In calibration U 10

of the data and in the conversion to reflectance.
Uncompensated atmospheric and topographic effects also will
decrease the unmixing accuracy. However, we believe that our
results are useful in both instrument design considerations and 0
end user analysis and interpretation since they allow a 1 2 3 4
quantitative assessment of the effects of instrument parameters
on a typical application of imaging spectrometry data. SPECTRAL SAMPLG INTERVAL
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ABSTRACT discrimination between the oil types can be also
achieved by the analysis of the fluorescence spectrun

This paper describes the optimization criteria for the with correlation (O'Neal et Al., 1981) or differential
design of fluoreseence lidars, in order to exploit fluorescence techniques (Ceochi et Al., 1986). For
their full potential in operative environmental remote what concern the monitoring of vegetation and
sensing; the optimization of both the whole system and phytoplankton, the usefulness of tni time decay
its separated parts was taken into account. The measurement is still under analysis; anyway the
criteria are the result of a 8 year research program thickness of the target will introduce an ambiguity
carried out at IROE - (VR in Firenze, Italy, by mears 4dch is of the same order or higher than the time
of theoretical, laboratory, and field investigations, decay itself. In fact, by considering a chlorophyll
The fluorescence lidar systems which were built r . the fluorescence time decay in the range of few
IROE are described at the end of the paper. nanoseconds (typically 2+3 ns), the corresponding

spatial range is some tenth of centimeters (less than
1. lnCDOCTIt 50 an). So, in our opinion, for both applications (sea

and vegetation) the measurement of the fluorescence
Fluorescence lidars have wide application fields in time decay involves a hard complication of the system,
environmental remote sensing, particularly in the while the some kind of information can be extracted
detection of sea parameters like oil pollution, directly from the fluorscence spectrum. As a
phytoplankton, suspended and dissolved substances consequence this technique was abandoned in the design
(Measures, 1983), and vegetation parameters like of IROE fluorescence Lidars.
photosynthetic activity and stresses (Cecchi et Al., In the past two main design philosophies were adopted
1985). for the detection of the spectral characteristics of
The fluorescence Lidar technique is still in the target:
development and various systems were built during the a - few receiving channels with separate
past years, sometimes with very different structures interference filters and photodetectors,
and performances (Measuros, 1983). b - many receiving channels with a grating
From an operative point of view, a compact, light spectrometer and an array detector.
weight, and low power consumption system is needed, The first solution gives information only on a swall
which can be installed on different platforms, like number of fixed fluorescence bands, but allows an easy
trucks, aircraft, helicopters, and ships. A cost- detection of depth resolved signals. The second one
benefit analysis of the different techniques, such as gives information on the whole fluorescence spectrum
high spectral resolution detection, time decay with high resolution; moreover it allows the detection
measurements, and simultaneous detection of passive of laser excited spectra and passive reflectance
and active spectra, has also to be taken into account spectra of the same target. This feature is very
for the different applications. In the following attractive, because the reflectance spectrum can
paragraphs the optimization criteria adopted by IROE supply relevant complementary information on the
for the design of its system are discussed. target, like the leaf area index (LAI). On the other

hand the detection of depth resolved signals is more
2. SYST OPTIIZATIO complex.

Since the goal of the research carried out at IE was
The information on the target is carried out by both the development of fluorescence lidar which could
the spectral and temporal behavior of the perform the detoction of the largest possible set of
backscattered signal. The detection of the envirormental parameters, solution (b) was adopted in
fluorescence time decay from moving platforms requires the design.
sophisticated techniques, such as the use of
subnancsecond laser pulses with consequent fast The concept of a main computer which controls via
detection systems. The inform tion contained in the software the %hole system, operates signal
fluorescence timo decay is useful in discriminating preprocessing, gives a real time data display,
the composition of oil film floating on water surface archives the data on a suitable support, and
(Measures et Al. 1974). However the variations due to eventually processes the data, was selected for the
sea waves in the distance between the lidar and the system management. This solution offers the maximun of
film could introduce errors in the absolute adap .ility of the system and is the easiest me for
measurement of the time decay, In any case a thp .3rator, particularly in narrow surrndings like
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inside a small plane. equal to the array height. In both cases the eignal to
noise ratio is non-optimal, in fact in the first one,

2.1. SOURCE only a small part of the detector is irradiated, in
the second one most of the energy is missed at the

The selection of excitation wavelengths, and slit.
conseq'ently of the optimal laser sources, was done on A way of overcaning this problem is the use of an
the basis of fluorescence efficiency and absorption optical interface between the telescope and the
spectrum of the target, absorption coefficients of entrance slit, which transforms the circular shape
propagation media, and laser charaterietics. into a rectagular one, keeping the area constant. An

optical fiber cable can do this job. On one side the
The propagation medium is the atmosphere, while water cable end has a circular shape for matching the
is involved when the measurement of water column telescope focal spot, while the other end has a
parameters is performed. The strong absorption of the rectangular shape, for matching the spectrometer slit
atnospheric ozone in the ultraviolet (UV) restricts and the array height. The signal to noise ratio
the choise to excitation wavelengths higher than %280 improvement, due to the optimal coupling between the
m. telescope and the entrance slit, largely compensates
Various laboratory results (Masures, 1983) have the insertion losses.
already shown that the most suitable laser wavelength This solution allows an easy alignment of the system
for the remote sensing of thin oil films has to be and, which is of relevance, permits a ccmplete
chosen in the 300+350 nm range; while a wavelength in electrical insulation between the laser source and the
the blue region of the spectrum (n 480 nm) is needed detection system.
for water quality measurements (i.e. water turbidity,
gelbtoff, etc). A 480 nm wavelength is also the best As a conclusion, a high resolution fluorescence Lidar
excitation for chlorophyll a remote sensing, either could be realized accordingly to the following items:
in terrestrial vegetation, or algae, or phytoplankton. - Both active and passive spectra acquisition.
A possible source is an UV laser in the abovementioned - Data acquisition and 1idar operation computer
range and a dye laser working at 480 m, pumped by the controlled. ,
UV laser itself. The dye laser can be an untuned one - Compact, low weight UV+VIS laser system
because of the wide absorption bands of the species - Optical interface between the receiving optics and
which have to be detected. the detection system
The UV laser sources which are available are: - Grating spectrometer + array detector
triplicated Nd:YAG, Nitrogen, XeCl excimer. The N9
laser was adopted in early fluorescence Lidars, then 3. FLIDAR(*) PROMCT
the other two sources were prefered, because of the
low energy per pulse of N2 laser. The IROE Lidar On the basis of the previous considerations, a
system adopted a XeCl excimer laser, which lases conceptual sketch of a fluorescence Lidar, which
directly in the UV (308 m). utilizes a Xe-Cl excimer laser and an excimer pumped

dye laser as source, a properly designed receiving
2.2. OPTC optics, a spectrometer, and an intensified gatable

photodetector array as receiver, was chosen as the
The Lidar optical part is composed of the receiving best solution.
optics and the & spersive system. A basic point is the An actual realization of this system is the FLIDAR 2
dispersive system, which can be a set of beam- (Castagnoli et Al., 1986), operating at our Institute
splitters with interference filters or a spectrometer, (Fig. 1). The new FLIDAR 3 is under development and
depending on the kind of detection system adopted. As will be ready by the end of this year.
already previously discussed, IROE Lidar uses a The laser sources of FLIDAR system were expressly
spectrometer dispersive system. designed (Castagnoli et Al., 1986): in fact commercial
The receiving optics is usually a reflection excimer lasers are too bu3ky for operating on moving
telescope, whose characteristics have to match those platform. The excimer laser is battery powered and
of the laser and detection systems. In particular the the overall dimensions are 80 an x 40 cn x 35 cm (high
telescope numerical aperture (NA) has to match that of voltage supply included); the weigth is 60 Kg.
the spectrometer, and its Field OZ View (FOV) has to (batteries included). Also the dye laser was expressly
match the divergency of the laser beam. If the Lidar designed, it is an untuned one with overall dimensions
detects also passive reflectance spectra, the matching of 30 an x 20 an x 12 an.
between the FOV and the laser beam divergency is The FLIDAR 3 is conceptually similar to the FLIDAR 2
caTplsory in order to assure that the reflectance and uses the sama lasers, spectrometer, and detection
spectrum corresponds only to the area, which is system, while the receiving optics is now under design
illuminated by the laser (Cecchi, 1989). Both laser sources are mounted on the
A spectrometer hardly matches tha collected spot-size, same rigid plane with a mirror-selection of the laser
because of the shape of its narrow entrance slit. wavelength. The laser system and the receiving optics
Further, the dispersed light has to match the detector are mounted on a platform which can be installed on an
size. Typically, the slit is hundreds pm wide and z 2 azinuth/elevation scanning fork for ground and truk
ca high, while the detector array element is 25 pm operations, or directly inside in aicraft or a ship.
wide and 2.5 n high; so the detected spot size turns The spectrometer, the detection system, and the main
to be WxH, where W is the width of the entrance slit carnter are hosted in a separate rack, only fiber
and H is the height of the detector array (i.e. 1 100 optics cables connect the rack to the laser/receiver
pm x 2.5 m). The ideal situation should be a focal block and the two blocks are separately battery
spot, having the same dimensions. This condition is powered. This solution allows at the sane time an easy
hardly achieved, even if the rectangular shape of XeCl alignement between the laser and the receiver, an easy
excimer laser turns useful, when this excitation alignament of the optical receiver with the detection
wavelength is applied, system, and a very high EMI protection.
Generally, the collected radiation has a circular
shape; two cases are possible: or the image diameter
is equal to the slit-.width, or the image diameter is (*) FLIDAR is a registered trade-mark of affl
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MULTI-FIELD-OF-VIEW LIDAR FOR SINGLE ENDED

MEASUREMENT OF EXTINCTION COEFFICIENTS

P.E. LaRocque and A. Ulitsky

Optech Incorporated
701 Petrolia Road,
Downsview, Ontario

Canada

A compact lidar system has been built to acquire backscattered Nd:Glass laser
returns from ranges up to 10km. Four receiver fields of view are obtained
simultaneously: 5, 25, 50 and 75 mrad. The four channels are logarithmic
amplified (a dynamic range of 5 orders of magnitude), digitized, stored and

displayed by a personal computer. Extensive computer control has been
designed into the system. A marine radar has been incorporated which

automatically prevents the laser from firing when an object is detected in

the non-eyesafe zone. The movable transceiver provides 900 rotation in two

axes, stands only 1.4 meters high and can pass through doorways.

Keywords: Lidar, Ext. nction Coefficients, Multiscattering

Lidar systems have been used for many years to personal computer. The lidar transmitter is a Nd

determine extinction coefficients of the atmosphere, glass laser with up to 2 joules of output energy. The
However, the usual solution method requires a relation transmitter and receiver are located on a moveable
between the backscatter and extinction coefficients transceiver pedestal providing 950 rotation in

and the specification of a boundary value of the elevation and ±450 rotation in azimuth. The
extinction coefficient, preferably at the far end of transceiver stands only 1.4 meters high and can pass
the lidar range. These parameters are generally not through standard doorways. It is separated from

derivable from the backscattered signal and are auxiliary equipment by seven meter long cables. As

usually obtained from a model imposed upon the shown in Figure I this equipment consists of two 19"
atmospheric conditions. This technique can result in racks each under one meter in height plus a digitizing

large errors and obviously is not suitable for general unit and a personal computer.
weather conditions.

Extensive computer control has been designed into the
A new method has been proposed (Bissonnette, 1986) system. Scanner control, system alignment, system

based on a multiscattering approach. The lidar calibration and lidar data acquisition are among the
returns are recorded simultaneously at different menus available on the computer terminal.
fields of view and by ratioing these returns the
backscattering coefficient can be factored out. Also, The scanner can be positioned in one of two ways by

the slope of the logarithm of the ratios is the computer: by specifying the angles desired or by
proportional to the aerosol forward-scattering moving a cursor within a grid. If the operator wants
coefficient. With two ratios from three fields of to align the system on a particular target, a hand
view the forward scattering coefficient can be held manual remote control is available which can be
determined. This coefficient is directly related to used in conjunction with a sighting scope.
the extinction coefficient by the albedo, within a few
percent. Thus the extinction coefficient can be Coaxial alignment of the transmitter and receiver is

derived from the lidar data without the need for very important for system performance. With the use

boundary values or the backscatter to extinction of a HeNe laser, the operator can call up the
profile. In this paper we will describe a compact alignment menu and follow the simple steps which

lidar system developed to confirm this multiscattering determine the optical axis of the receiver telescope

method. to better than 0.2 mrad. The transmitter can then be
aligned to the receiver optical axis.

The unique feature of this lidar is the simultaneous Calibration of the system is achieved by placing the

acquisition of the backscattered signal at four cover on the telescope and connecting two cables. A

different fields of view: 5, 25, 50 and 75 mrad. A module on the telescope cover contains a light
six inch diameter, f/1.33 telescope collects the emitting diode and driver circuitry which illuminates

backscattered light and focusses it onto a silicon PIN the detector with uniform intensity. Interchannel

diode comprising four concentric active areas. The calibration of the detector alone or of the detector

four channels are logarithmic-amplified, digitized by with log amps can be completed within minutes by

four 32 MHz waveform recorders and stored in a following the software menus. These calibration
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constants are then saved and automatically stored with Details of the system design will be discussed and
subsequent lidar data. initial lidar returns will be shown. Figure 2 is

representative of lidar data and Table 1 summarizes
Acquisition of lidar data is prefaced by a run the system specifications. It is also hoped to
parameter menu. The operator selects the acquisition present analysis of the multiscattering results
time (up to 2K samples per channel), an acquisition obtained from initial field measurements with the
delay if desired and the number of laser pulses to system.
average. Once the run parameters are entered, the
acquisition key is depressed. The laser shutter will
open and remain open until the specified number of
laser pulses ib emitted. The laser energy and
detector temperature are reported for every laser
fire. The shutter will then close and the data will References

be displayed immediately and stored along with the
date, time, temperature, laser energy and relevant run
parameters. I. Bissonnette, L.R., "Multiple-Scattering Laser

Propagation Model and Comparison with Laboratory
The high output energy of the laser results in the Measurements", DREV R-4422/86 and "Multiscattering
lidar not being eyesafe for a distance of several Lidar Method for Determining Optical Parameters of

kilometers. In order to ensure safe operation a Aerosols", DREV R-4430/86.
marine radar was incorporated into the system to
automatically prevent the laser from firing when an Authors would like to acknowledgr funding by Defence
object is detected within this non-eyesafe zone. There Research Establishment Valcartier (DREV), DND.
are also 'close laser shutter' controls at both the
transceiver and equipment rack stations.
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Table 1

Pulti-Field-of-View Lidar Specifications

Transmitter

Laser Type Nd: Glass

Wavelength 1054 nm
Output Energy 1-2 Joules

Pulse Width 30 nsec

Repetition Rate 1 Hz
Beam Divergence 14 mrad

Receiver

F - number 1.33

Aperture Diameter 15 cm

Fields of View 5, 25, 50 and 75 mrad

Detector Silicon PiN diode

Scanning System

Azimuth Range 3 450
Elevation Range +900 to 5

°

Position Resolution 0.009 degrees

Data Acquisition

Range 10 km

Dynamic Range 5 orders of magnitude
Digital Sample Interval 31 nsec
Digital Sample Resolution 8 bits
No. of Samples per Laser Pulse 20148 in each of 14 channels

Rate 1 Hz

Transceiver

Size 1.14m H x 0.8mnW x 1.2m L
Weight 135 kg

Auxiliary Equipment .4 m .
Size"14Hx"2Wx0. L
Weight 190 kg

System Power Requirements (2 kw
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SYNCHRONOUS FLUORESCENCE SPECTROSCOPY OF
DISSOLVED ORGANIC MATTER TO

OPTIMIZE LIDAR DETECTION PARAMETERS
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Cornell Laboratory for
Environmental Applications of Remote Sensing
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Ithaca, NY 14853-3501

Abstract escent, and others fluorescent (e.g. HS),
but with varying efficiency and spectral

Remote sensing of dissolved organic distribution. Unstable DOM composition
matter (DOM) in natural waters by laser- arises as DOM is altered by both abiotic and
induced fluorescence has been limited to biotic processes (Minster, 1985; Ertel et
emission spectra which are not sufficient for al., 1986). The lack of a fluorescence
discriminating changes in composition of DOM. technique for identifying DOM composition
Fluorescence quenching by various cations limits the use of remotely sensed DOM fluor-
(e.g. hydrogen ion) only adds to the uncer- escence emission data to cases where stable,
tainty. Synchronous fluorescence spectra can conservative behavior of DOM can be shown
potentially provide compositional information from grab sample analysis. Therefore,
since spectral peak positions may indicate enhancement of DOM fluorescence character-
DOM composition. The usefulness of synchro- istics that are dependent on the composition
nous data for predicting pH was tested for 21 of the mixture is a worthwhile goal.
lake samples and compared to the results ob- Present theory on fluorescent DOM struc-
tained for emission data. Also, predictions ture states that it is comprised of single
of DOC using emission were compared to pre- and fused aromatic rings, but with many
dictions using synchronous data for 11 of aliphatic side chains and functional groups
the lake samples. The synchronous data gave substituted on the aromatic rings. It is
a better correlation with pH (R2=0.90) than well known that the extent of coupling of
the emission data (R2=0.71), and matched the the molecular electronic structure determines
high correlation of DOC and emission data the fluorescence wavelength of aromatic
(R =0.94). The critical synchronous data in hydrocarbons (Inman and Winefordner, 1982).
this example could be reproduced with a The more coupled the aromatic system, the
three-wavelength lidar. further to the red the fluorescence emission.

Thus, the degree of coupling of the elec-
Key words: remote sensing, fluorescence, tronic structure can be expected to be re-
synchronous fluorescence, lidar, water, DOM sponsible for some of the inherent spectral

variability between DOM compositional
1. Introduction classes. A complicating factor is introduced

Dissolved organic matter (DOM) in natural when ring substitution induces a red shift
waters, particularly the humic substance (HS) (Berlman, 1965). Functional groups can shift
fraction, is ecologically important as part the fluorescence of a one ring compound to
of the carbon cycle and as a modifier of the spectral position normally found for
trace metal chemistry (Wetzel, 1983). Since saturated two or three-ring systems. An ap-
DOM fluoresces intensely with ultraviolet proach that takes advantage of these pheno-
excitation, DOM has been a frequent target of mena is synchronous fluorescence spectro-
hydrographic lidar systems, both as the scopy. This technique employs simultaneous
primary target (Hoge and Swift, 1982) and as scanning of the excitation and emission with
an interference in the fluorescence spectra a constant wavelength or energy difference.
of other compounds (Bristow et al., 1981). A synchronous fluorescence spectrum occurs as

DOM fluorescence intensity is usually a diagonal line on a total fluorescence plot
related to the dissolved organic carbon (DOC) of excitation wavelength, emission wave-
concentration, though attempts have been made length, and intensity (Figure 1). The compo-
to measure hydroqen ion and aluminum concen- -cacc ":ill bc distributad along
trations indirectly, by their quenching the diagonal (the synchronous spectrum),
effect on DOM fluorescence emission spectra depending on the individual red shifts.
(Vertucci and Vodacek, 1985; Philpot and Maximum separation of molecular types occurs
Vodacek, in press). These analytical uses of when small wavelength or energy differences
DOM fluorescence are hampered by unstable DOM are observed. This technique has been
composition, since the fluorescence is deter- applied to natural DOM samples as a
mined in part by the composition. DOM is a "fingerprint" method for identifying DOM
mixture of organic compounds, some nonfluor-
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4W aromatic hydrocarbons (Inman and Winefordner,
1982). The spectra are plotted as relative
intensity versus the emission wavelength.

0 The spectra are corrected for detector and0 instrument response by monitoring the fluor-
30 -escence signal of rhodamine dye in thereference channel. This allows direct

' /0 0comparisons of fluorescence at different
' constant A wavelengths. The emission spectra of two

lake water samples in Figure 2a are compared
Santhracene to their synchronous spectra in Figure 2b.

' 0.17i

EAGLE

Emisio cavstngt 0.)

4.3j

0 0

Figure 1. Stylized total fluorescence
spectra of benzene and anthracene. Contours

represent intensity. 0.0 ) Water Raman scatter removed
345 406 466 526 585 645

composition (Russo, 1983; Cabaniss and NanometersShuman, 1987). Figure 2a. Emission spectra of two lake
The effects of trace metals and pH on water samples.

emission spectra (Vodacek and Philpot, 1987)
are also observed for synchronous spectra of The synchronous data were reduced to
natural waters (Cdbaniss and Shuman, 1987). intensities at three wavelengths
Unlike emission spectra, the induced effects (SYI,SY2,SY3) plus the summed intensity over
can be expected to vary depending on the the whole spectrum (SYtot) as indicated in
synchronous peak being observed. Figure 2b. Three ratios of the intensities

The goal of the study was to use synchro- were also calculated (SY2/SYl, SY3/SYl,
nous spectra of natural DOM samples to SY2/SY3).
select a limited number of excitation and The samples were analyzed for pH after
emission wavelengths that are particularly the fluorescence data acquisition. The 11
sensitive to DOM composition. If fluor- samples from Michigan and Wisconsin had been
escence emission data by selective excitation analyzed for DOC when the samples were
can categorize DOM composition in natural collected.
waters, the viability of remote DOM Multiple linear regression was employed
fluorescence data will be enhanced. to relate the spectral data (independent

variables) to the pH or DOC of the sample2. Methcds (dependent variable). The reported corre-
The lake water samples studied were from lation results are for the cases where the

New York, Michigan, and Wisconsin, and repre- coefficients for the independent variables
sent a wide range of water chemistry types. were significant at the 95% level (Student's
The samples had been stored in the dark at t-test).
4"C, for up to 21 months. Fresh samples were
not collected since the applicability of the 3. Results
analytical technique itself was being tested. Unlike the fluorescence emission spectra,

the synchronous spectra of some lakes are
The laser-induced fluorescence emission very different (Figures 2a and 2b). The

spectra of the samples were collected and peaks in the synchronous spectra can be
analyzed as described by Philpot and Vodacek interpreted as being indicative of different
(in press). The spectral data were reduced HS composition, possibly modified by pH or
to three parameters, the weighted fluores- trace metal quenching. For DOM emission
cence mean wavelength (Fm), the fluorescence spectra, the fluorescence of the
intensity aL the water Raman band (FRam), and compositional classes overlaps to a high
the ratio of the total fluorescence intensity degree, and correlations with water chemistry
to the fluozescence intensity at the Raman are not good. If the intensity of the
band (Frat). synchronous peaks is an indication of the

Synchronous fluorescence spectra of the prevalence of different compositional units
lake samples were collected with a spectro- of DOM, the relative intensities can be a
fluorometer capable of scanning with a con- simple measure of DOM composition. This
stant energy difference between the excit- partitioning of the compositional classes in
ation and emission monochromators. The ener- the synchronous data might be expected to
gy difference of 1600 cm-1 was chosen to lead to better correlations with water
match the typical vibrational energy spacing, chemistry than are found for the emission
plus the typical Stokes shift, for polycyclic data. To test this, the pH or the DOC
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Figure 2b. Constant energy synchronous Figure 3. pH-predicted by fluorescence
spectra of two lake water samples. emission data versus actual pH.

concentration of the samples was predicted DOC=-251+0.525(F )+0.495(F
using multiple linear regression, first with I Ram
the emission data, and second with the 12- R2 .0.94
synchronous data. • Std. err.=1.00 mg/L DOC

The fluorescence emission data for all 21
samples weze regressed with the sample pH. to
The best correlation of the emission data
with pH was obtained with the independent
variables Frat and FR ¢m (R2  = 0.71, Std. err. . '
estimate = 0.48 pH units). The emission a
data for the 11 samples from Michigan and
Wisconsin correlated highly with DOC. The
significant independent variables in this
case were Fm and FRam (R

2 - 0.94; Std. err. u
estimate = 1.00 mg/L DOC). The plots of '4- a
predicted versus actual pH and predicted S 0
versus actual DOC are given in Figures 3 and
4, respectively. 2 .

The synchronous fluorescence data for all a
21 samples ;orrelated highly with pH and all
independent variables were significant (R2  0
0.90 ; std . err. estimate = 0.28 pH units). 0 2 4 8 $ 10 t
The synchronous data of the 11 samples from Acua D2 4(mgIL 1
Michigan and Wisconsin gave very similar Actual DOC (mg/L)
results to those of the emission data when Figure 4. DOC predicted by fluorescence
regressed with DOC. Only four of the emission data versus actual DOC.
synchronous parameters were significant, SYl,
SY2, SYtot, and SY2/SY I (R2  = 0.94; Std. err. 4. Discussion
estimate = 1.17 mg/L). The plots of pre- The lakes studied here exhibited three
dicted versus actual pH and predicted versus consistent synchronous fluorescence peaks and
actual DOC are given in Figures 5 and 6, these three emission-excitation pairs appear
respectively, to relate to the DOM composition. While

Although these results must be qualified synchronous spectra per se are not readily
by the small number of samples, it appears adaptable to remote sensing because of the
that synchronous spectra are capable of need to scan a wide wavelength range, a lidar
partitioning DOM fluorescence in a way that with a limited number of excitation wave-
enhances the effects of pH on the different lengths may be sufficient if key excitation-
spectral regions of r M fluorescence. This emission pairs can be identified, as in this
implies a link between the synchronous spec- study. A lidar that could excite at 286 nm,
tra and the DOM composition. However, in 350 nm, 387 nm, and detect the spectral
this case, synchronous spectra do not seem emission would provide similar data as were
to contain more useful information than do obtained from the synchronous spectra. Laser
emission spectra for predicting DOC concen- systems capable of multiwavelength excitation
tration. have been described by Mumola et al. (1975)

and Phinney et al. (1988).
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ABSTRACT Lidar has been used for atmospheric measurements
in our laboratory for a number of years during which

Measurements of the optical extinction coefficient time several systems were developed for use in a

in the atmosphere have been made using lidar' broad range of atmospheric extinction studies. A

backscattering measurements. This method provides two-wavelength (694 and 347 rm ) ruby lidar and a

data over an extended altitude range with excellent XeCl excimer (308 m) lidar have been used to measure

spatial and temporal resolution. The wide dynamic extinction in the troposphere using both elastic

range of the systems permits measurements of the (Rayleigh, Mie) and Raman scattering.

extinction extending from clear atmosphere into
relatively dense clouds. Various approaches have been More recently as part of our newly created Ontario

investigated for deriving the extinction values from Centre of Excellence, ISTS (Institute for Space and

the lidar data and these are presented in this paper Terrestrial Science), we have built a Nd:YAG based

along with a number of examples of the results lidar operating at 1064 and 532 nm to extend our

obtained under various atmospheric conditions, measurements into the stratosphere at altitudes up to

60 km. In addition we are developing a Differential

KEY WORDS: LIDAR, ATM)SPHERIC EXTINCTION. Absorption Lidar (DIAL) system for measurements of
stratospheric ozone at altitudes between 15 and 35

The extinction of atmospheric radiation as it Ian.
propagates in the atmosphere is a phenomenon of
considerable importance. The absorption and Prime atmospheric parameters of interest, the

scattering processes involved govern the deposition extinction coefficient a (m-1) and the backscatter

and redistribution of solar energy in the a.mosphere coefficient B (m sr") are related through the lidar

and place significant limitations on the performance equation,
of any optical instrumentation looking through the
atmosphere. Lidar, utilizing the range-resolved P(r) - Po 8 exp -2
backscattering of laser radiation is a powerful tool 0 = -
for measuring atmospheric extinction. Not only does
lidar provide remote measurements with excellent
spatial and temporal resolution but it permits more Where P(r) is the backscatter power from a range r

direct investigation of the fundamental atmospheric and the constant P includes the transmitted power,

absorption and scattering processes than is generally receiver area and the instrument calibration factor.

possible with other measurement techniques. Aerosols
and clouds are the dominant contributors to For a quantitative determination of c this equation

extinction in the lower atmosphere and their can be inver .d provided a relationship between o and

distributions can be monitored quite readily using 8 is assumed. Theoretically in a non-absorbing

fixed frequency lidars. Moklecular absorption and atmosphere they are related through the backscatter

inelastic scattering also contribute to the phase function. P1r/4'T as, B = (P /7T)a, however, ir

extinction with characteristics which are highly a real atmospheric situation they depend in a complex

dependent on the particular species and wavelength of way upon the microstructure of the atmosphere and are

Incident radiation. Lidars featuring tunable laser spatially and tempoially variable. Therefore a

sources can be ued to selectively mesure such relationship, 8 = Co (C, k constants) is used to

species through the differential absorption of two obtain a solution of Eq.1 given by (Klett, 1985)

laser pulses whose wavelengths are tuned to different
regions of a particular molecular absorption feature. exp I(S - Sf)Ikl (2)
Similarly, lidars featuring a fixed frequency source o(r) •

but wavelength-tunable detection can be used to [or + k rf exp [(S - Sf)/kl dr'

selectively measure these species through their r

unique Raman scattering spectral signatures. where S(r) = In (r2 P(r)) and S , o , r f, are the

boundary conditions at the far en of the profile.
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We have investigated inversion methods involving With Of = 0.5 kIT  at rf = 2 kn a sample inversion
both modelling and additional measurements of the of the data in Fig.l using Eq.2 is given as curve A
atmospheric properties to reduce the ambiguity in Fig.2 where a is shown as a 5 decade logarithmic
associated with the assumed coupling between a and plot as a function of height. It has been found that
$.Various aspects of lidar inversion techniques have for lidar returns in which clouds are present in'tial
been examined using lidar measurements of differing values of greater than 0.5 lcri1  are appropriate
atmospheric conditions in an effort to optimize the because such values provide little variation in near
accuracy of these inversion solutions. Our field value of the extinction coefficient. Using
analytical procedures yield rather accurate these near field values, co , further iterations
extinction coefficient profiles for the probing of provide improvement on the initial profile as shown
tropospheric clouds where a three order of magnitude by curve B. This approach involves the use of the
variation is often exhibited within a single profile. Newton iteration method to minimize the difference
In clearer atmospheres demonstrating lesser between the measured and calculated values of S(r) on
variations in extinction coefficient, the accuracy of a point by point basis along the profile.
the inversion methods is also quite good if care is
taken in the estimation of the boundary value for the
extinction coefficient. The effects of this boundary to
value on the inverted extinction profiles has been
examined in som detail. B

The backscatter profile of Fig. 1 demonstrates the
lidar capability to successfully resolve many layers
in a multilayer cloud of about 1 Ion thickness,
situated with a 1 kon base altitude.

20-

15

I0

0.00 0,0 10 1 10 2 0O01

05 spu(,

Fig.2 Extinction profiles derived from the data of
Fig.lI.

:isatterPOW (1bo l)

Fig.1: Lidar backscattering profile.
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Lidar is also capable of demonstrating atmospheric
fine structures and their dynamics. The time-height
intensity plot of 200 lidar profiles shown in Fig.3
gives a time history of atmospheric attenuation
variation over a period of 2 hours.

3 , . I ' ' * -,..1G , - -J
,M.,

J!,I

Fig.3: Time-height intensity variation using 200
lidar pulses.

Details of the spatial and temporal variation of
the atmospheric extinction are clearly visible in
such lidar data. This figure shows an interesting
feature at an altitude of about 2 ken. This low
density aerosol layer is descending during the time
of observation with an oscillatory amplitude of about
380 m. Such time series of lidar data can show the
three dimensional behaviour of atmospheric extinction
with excellent space and time resolution. A nunber
of examples including colour displays will be
included in the conference presentation.
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The U.S. Navy GEOSAT altimeter satellite has operated successfully for more
than four years. Tropical Pacific sea level variations, and all wind speed and
wave height values from the initial 18-month classified mission have been computed
and released. The Exact Repeat Mission (ERM), which began November 8, 1986, has
produced nearly three years of additional data which are routinely processed into
unclassified Geophysical Data Records (GDR's) by the National Ocean Service of
NOAA and distributed to more than 40 institutions worldwide. In addition, GEOSAT
sea level data in the tropical Pacific and Indian Oceans are being processed in
near-real time (1-month delay) and are distributed in map form as an operational
NOAA product.

GEOSAT altimeter data were initially considered by some 'westigators to be
suitable only for mesoscale investigations of sea level becaL - of low accuracy
(a few m) orbits and lack of instrumentation on the satellite to correct for water
vapor and ionosphere effects. However, radial orbit error affecting studies of
sea level variability is confined to very long wavelength (the orbital
circumference), water vapor models exist that are adequate for time scales
exceeding a few weeks, and a simple ionosphere model has sufficed because of low
solar activity so far in the mission. Thus in the tropical Pacific ocean, NOS
investigators succeeded in obtaining detailed maps of monthly sea level variation
that agree to a few cm with island tide gauges.

Like earlier satellite altimeters, GEOSATs primary contribution to ocean
dynamics is in determination of sea level variability. The GEOSAT data are unique,
however, because of their global, long-term coverage. Whereas previous analyses
were limited largely to short-term variability statistics, emphasis is now on
generation of discrete sea level time series with record lengths of several years.
These time series are roughly equivalent to low-pass filtered tide gaugc records,
where periods of 2 weeks and longer are resolved. From regular grids of these
altimetric records, sea level anomaly maps can be produced, and large-scale
movements of water can be traced.

We have derived time series of sea level throughout the tropical Pacific Ocean
for the first 4 years of the GEOSAT mission (1985-89). A clear relationship is
seen between changes in sea level and fluctuations in the large-scale wind field
on time scales of weeks to months. This time period is particularly valuable
because it includes the 1986-87 El Nino, providing the first complete picture of
sea level variability during an El Nino event. The GEOSAT data also document the
cold episode, or anti-El Nino conditions that were observed in 1988-89.
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Abstract cast shown in Figures lb and ic. The large meander of the Gulf

Estimates of the absolute dynamic topography of the Stream at 62' W in Figure la, which is pinched off to form a
sea surface were derived from GEOSAT attimetric men- warm core ring by day 3 of the forecast, demonstrate the power
surements by employing a 'synthetic' geoid. The 'syn- of the model to represent the phenomena that occur in this en-
thetic' geoid was estimated by subtracting a mean sea ergetic current system. From October 7, 1987 until the end of
surface computed using a tlarvard University model of 1988, these operational forecasts of the Gulf Stream were gener-
the Gulf Stream from a mean sea surface derived from ated weekly.
GEOSAT radar altimeter data. llarvard University's op- A mean sea surface, shown in Figure 2, was formed by averag-
erational Gulf Stream model was used to estimate the ing all of the daily "Gulfcasts" from October 7, 1987 to October
'true' mean oceanographic sea surface. The model as- 4, 1i88. This preliminary research examined other averaging
sumes quasi-geostrophic baroclinic conditions with a sur schemes (e.g., averaging just the 52 initializations), but found
face- boundary-layer component with higher order physics little difference between them. Future work will investigate the
Computations of the ocean's absolute dynamic topogra- use of matched averages, i.e., only averaging the model results
phy derived from GEOSAT compare well with absolute along a specific satellite track when the altimeter is acquiring
sea surface height measurements estimated from Air Ex- data. The GEOSAT pass shown in Figure 2 corresponds to the
pendable Bathythermogrphs (AXBTs) which were made one pass investigated in this paper. For this pt'ss the mean sea
along GEOSAT's ground track in the model region (20 surface due to the oceanography was computea by sampling the
km-100 km spacing of AXBT drops) and with sea surface surface eit he enrp wa Fi ue by saling the
topography as computed from the model. Preliminary sea surface height represented in Figure 2 at positions along the
comparisons show frontal locations to be within 40 km pass where altimetric means were computed.
for placement of the Stream and within 20 km for place-
ment of the rings, and peak topography differences to be 2 GEOSAT Altimeter
less than 10cm RMS.

GEOSAT, which was designed and built by The Johns Hop-
Keywords. GEOSAT, Model, Gulf Stream, Altimetry kins University Applied Physics Laboratory, became operational

for its Exact Repeat Mission on November 8, 1986. The satellite
1 Gulf Stream Model is equipped with a pencil beam nadir looking radar operating at

13.5 GHz. The satellite measures the distance to the sea surface

The larvard University Gulf Stream model [Robinson and ten times every second from which a one second mean is formed
Walstad, 19871 is the dynarrucal component of an operational with a total rms noise level of between 5 and 11 cm [LeShack and

"Gulfcast" scheme, that provides weekly forecasts of the Gulf Sailor, 1988). The once per second measurements correspond to
Stream and ring positions [Glenn et al., 1987). This effort has one observation every 6.7 km along the groundtrack. The satel-
over two years of results. The model uses quasi-geostrophic bare- lite takes nominally 100 minutes per orbit and the groundtrack
clinic dynamics and can employ a surface-boundary-layer com- is repeated every 17.05 days, thus there are 22 complete cycles
ponent with higher order physics [Robinson et al., 1988). The every year. The altimeter data was corrected for ocean tides,

Gulf Stream and its associated rings are strong oceanographic earth tides and the effects of the troposphere and ionosphere

features that are represented by subsurface feature models ip [Cheney et al., 1987].
To compute the altimetric mean sea surface along the trackhshown in Figure 2 a reference pass was chosen. The relative or-

used to form the initial conditions of the model as shown in the b i erro r a ne pass a t h e e e p ass d e othbit error between a new pass and the reference pass due to the
contour map of streamlines in Figure la. The Gulf Stream axis inaccuracies in the initial conditions used to compute the satel-
and ring locations are determined from infrared data, AXBT lite's ephemeris is removed by using either a linear or quadratic
data and more recently, altimeter data [Robinson et al., 1989). least squares fit of the difference. This method removes the long
After the initial conditions of the model are given, a seven day wavelength, 0(500 km), relative orbit error and a small oceano-
forecast is made from the model with days 3 and 7 of the fore- graphic signal of the same wavelength. Once this procedure is
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A sensitivity study of the altimetric mean sea surface was
30 -( - - - - made to determine whether a linear or quadratic equation should

34 be used to remove the orbit error, and also whether only altimet-
ric data acquired over the deep ocean i.e. greater than 2250 m,

23 Day Forecast: 28 MA 1988 should be used. The orbit error sensitivity was examined first
I I I I I I I t by using the ascending pass shown in Figure 2. The satellite
'Z 70 ' 44 52 50 4track was 2500 km in length and stopped at the 2250 m bottom

-- -- contour. A mean sea surface computed using o quadratic fit and

c- /a mean sea surface computed using a linear fit to the relative
4 1. , - orbit error were differenced and plotted as a function of latitude

in Figure 3. Note that if a linear fit is chosen and there is a
40. - higher order term in the orbit error, then that term will mani-

-..- __ - . -fest itself as part of the oceanographic signal. And similarly if
-3 "the quadratic fit is used it may remove a quadratic term from

- - - - - the oceanographic signal. It is impossible from this preliminary
investigation to say which of the two occurs, however, as the

7 . difference plot in Figure 3 shows the resultant curve has a small

3 -7 Day Forecast: 1 JUNE 1988- amplitude, 8.4 cm, and a long wavelength, 850 km. Hence, the
type of signal that would be wrongly added using the linear or

Figure 1 The three panels correspond to (a) the initialization or wrongly removed using the quadratic is on the order of 1 cm/100

a Gulf Stream forecast based on IR, AXBT, and GEOSAT km. Since the type of signal we are measuring in the Gulf Stream

data for May 25, 1988, (b) is day 3 oi the forecast for May is on the order of 100 cm in 100 km the orbit error removal using

28, 1988 and (c) is 7 day of the forecast for June 1, 1988. either method will not corrupt the measurement.

The contour lines are streamlines with the dashed values A similar sensitivity study was performed on the variation in

being less than zero. mask depth used. Five depths were used ranging from zero to
2250 m depth with the comparison between these two extremes

carried out for all the passes the mean sea surface can be com- yielding the largest change in the mean sea surface i.e. 1.5 cm

puted at each observation p.,nt along the reference pass. For a over aii arc 860 km in length. This gives a slope of .2 cm/ 100
year of data that would be an average of 22 measurements at km, which is a negligible effect.
each observation point, however, due to the drop outs of data
from the satellite [Cheney et al., 1988], this number is usually
less than 22 and for the specific case shown here, it is 20. Thus 3 Comparisons
relative to the reference pass there is a mean sea surface that is
composed of the unknown geoid and the average of the oceano- For this preliminary investigation an arc 2500 km in length

-All . . .,.. t.... •, ... .......... ... .. terminating at the 2250 m depth contour and a quadratic equa-

the reference pass, thus we are not able to absolutely determine tion used to remove the orbit error relative to a chosen reference

a geoid estimate, hence the name 'synthetic' geoid. However, pass were used. For the year of data beginning on October 7,

if all future measurements are referenced to the same reference 1987 there were 20 repeat passes over this track that were used

pass they will contain the same unknown orbit error and when to form an altimetric mean sea surface that consists of the geoid,

the 'synthetic' geoid is subtracted from the new pass to calcu- the mean oceanography and some undetermined orbit error as-

late the absolute topography, the unknown orbit error will cancel sociated with the reference pass. From the Harvard Gulfcast es-

out. timates of the Gulf Stream a one year average consisting of 364
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Fi are 3 This plot is the difference of the mean sea surface topography computed using the altimetric data and the

computed using a linear fit to the orbit error minus the 'synthetic' geoid for October 8, 1987. The dashed curve

mean sea surface computed using a quadratic fit to the or- is the corresponding realization of the sea surface height

bit error as a function of latitude for the single pass shown based on the 'Gulfcast' for that day. A warm core ring is

in Figure 2. located at 41.50 N and the main cote of the Oui: 3tream

days of Gulfcast realizations weze made and subtracted from the is located at 39.8' N.

altimetric mean to obtain an estimate of the 'synthetic' geoid.

Figure 4 shows a comparison of the absolute topography com-

puted from the altimeter using the 'synthetic' geoid for October

8, 1987 compared with the model output along the identical

ground track for the same day. The amplitude of the Stmeani is 80 I I I

larger for the altimeter than for the model, however the place-

ment of the stream axis and the placement of the warm core ring 60- --- GEOSAT

are within 20 km. The rms error between the two measurements I A)WT

was 22 cm and the correlation coefficient between the two curves

.91. This is an encouraging preliminary result and many more 40

passes and comparisons need to be made. We believe that the . ,

methodology works well and that the Geosat estimate of dynamic 20

topography is more accurate than that forecast by the Gulfcast

scheme. The data compared here was also used in the formation

of the sea surface, however similar comparisons between model 0

results and absolute topography can and will be made outside of

the period of comparison. As long as the new data is referenced .2

to the same reference pass the 'synthetic' geoid can be used. -

An AXBT survey was carried out along the same ground '
track on May 6, 1987 by the Naval Oceanographic Office. Mea- -40

surements were made of the oceans temperature as a function of A
depth by dropping AXBTs at a nominal spacing of 20 km along W I

the GEOSAT groundtrack. The sea surface topography was es- 36o 3 7 38* 39o 40o 410 420

timated from the temperature-depth profiles after the method La3i0 04

of deWitt (19871. These obseivations were made before the time

period used to form the means. Since the AXBTs measure only

the baroclinic portion of the absulute sea surface height, the val- Figure 5 The solid curve is the sea surface height derived from

ues may have a bias added to them. This was done for the two the temperature at 300 m based on the measurements
curves shown in F gure 5 %%here they , were forced to agree at taken from the AXBTs. The dashed line is the absolute to-

the point marked by m 'A'. The solhd line is the sea 4urface pography computed from the GEOSAT altimeter for May
c' 1ic ,u1O Ir I, - -00fitiidLrtdU 'u dii Ai ib dUUN iiu sebua uriacu

i61atLIIII~ A Oii dil AXi3T. dila Lic -adit nol61u r'l. -' ll V

sea surface height determined from the altimeter. Note that the heights of the two curves were set equal to each other.

along track placement of the eddy and the Gulf Stream show

coincidence. Figure 5 shows a deep cold core eddy located at

approximately 37.5o N with a surface depression of about 90 cm

and the Gulf Stream located at 400 N with an amplitude of about

90 cm also. The amplitude of the Stream as measured between
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the two extremes of height agree to within 1 cm. The correla-
tion coefficient between the sea surface height derived from the
AXBTS and the GEOSAT altimeter is .96 and the rms between
the two is 8.8 cm.

4 Conclusions

These preliminary results of our Phase I study show that the
computation of the 'synthetic' geoid is a viable method for ob-
taining the absolute sea surface topography. Once the 'synthetic'
geoid is estimated it can be used for all time as long as all new
passes are referenced to the same reference pass. The agreement
with in situ data collected from AXBTs agrees to within 8.8 cm
rms with a correlation coefficient of .96.
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Measurements of sea surface height made by the radar altimeter
aboard the U.S. Navy's GEOSAT now cover more than two years . from
the beginning of the unclassified data period in November 1986.
The 17-day repeat period of the GEOSAT orbit results in a spatial
coverage ideal for sea level variability studies of the North East
Atlantic and its neighbouring shelf seas.
A number of aspects of the data have been studied, including the

sea level variability over the whole region and more detailed
variations along sub satellite tracks near to the British coast.
The Geophysical Data Records (GDR) for GEOSAT, supplied by
NOAA/John-s Hopkins University Applied Physics Lab., include
correction factors for all the geophysical variables which
Introduce delays or errors into the radar pulse travel time.
Predicted sea level variations due to solid earth and ocean tides
are also supplied. All these correction factors have been used in
this study, except for the ocean tide predictions from the
Schwiderski global ocean tide model. These have been replaced by a
liner resolution model of the N.E. Atlantic developed by Flather
at the Proudman Oceanographic Lab.. This has significant impact on
the results for North West European shelf seas.
Maps of root mean square sea level variability for the whole

region have been produced, using repeat track analysis to remove
orbit determination errors. Significant spatially and temporally
coherent oceanic features can be seen, despite the smaller
amplitude o variations compared to a western boundary current
region, for example. Summer and winter variability maps have been
produced to investigate seasonal differences. Also the impact of
the significant wave height correction and the inverse barometer
efnect of atmospheric pressure, on such maps have been studied.

For individual track investigations, advantage has been taken of
the large database of tide gauge measurements available at the
Proudman Oceanographic Lab., especially where they lie close to
sub-satellite points. For example the tide gauges at Lerwick in
the Shetland Isles and at Wick in northern Scotland lie near the
same track. This enables comparison of height differences along
the satellite track with height differences between the tide
gauges. These height differences are shown to be highly correlated
before the ocean tide signal is removed from each. This indicates
that the GEOSAT altimeter is capable of measuring ocean tide

dinferences to good accuracy and therefore the data can be used to
derive significantly improved ocean tide models. A technique for
removing the ocean tide signal on scales too small for the Flather
model to resolve has been tested. The resulting residual height
differences show a fair degree of agreement between altimeter and
tide gauges, especially where certain events causing decimetric
sea level differences have occurred. These are being investigated
using a storm surge prediction model and in-situ current meter
data.

The aspects of this study investigated and the results obtained
so far have been summarised here. Further work is being
undertaken, especially with regard to storm surge model
comparisons and combination of tide gauge and current meter data
with altimetry, to monitor events causing sea level differences in
North West European shelf seas.
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ABSTRACT OBSERVATIONS IN THE N.E. PACIFIC

Data from the first two years of the Exact Repeat Mission of The present study covers the area 45 to 600 N, 120 to 1500 W.
Geosat have been analysed to detect sea surface height Ascending orbit tracks cross this area with a mean spacing of
anomalies in the north-east Pacific (450 to 60°N and 1200 to about 90km as shown in Figure 1. These tracks correspond to n
1500W). Consistent anomalies with space scales of order 100- = 166 to 173 in the formula for ascending node longitudes given
300km, recurring after successive 17 day intervals, are observed above. Similar descending tracks also cross this area
on individual satellite passes with amplitudes of 10 to 30 cm, and approximately orthogonally to those shown. Much of the data
with anomaly displacement velocities along the satellite track of from these tracks are unusable due to an attitude instability of
up to about I cm/s. One of the major features in the Geosat the satellite after crossing arctic Canada, and information from
data was previously identified from ship measurements and these orbits is not considered here.
named the "Sitka" eddy. The Geosat data give improved
temporal and spatial information on such eddies, and are used
here to study the persistence and intensity variations of this
feature. Satellite altimeter data should be able to provide near-
real-time information on such eddies and on their associated
surface currents. .

Key words: Satellite altimetry, Geosat, ,-,ean circulation, eddies.

GEOSAT ALTIMETRY DATA sH

The US Navy Geosat satellite has provided altimetry data in its
Exact Repeat Mission (ERM) since November 1986. The
altimeter measures the travel time of pulses emitted vertically
downwards, and reflected back to the satellite by an area of the
earth's surface typically a few kilometers across. Accurate
knowledge of the satellite's position and of the pulses'propagation speed, allows measurement of the absolute he'ight ......
of the earth's surface. Over the oceans, the mean flatness of the
sea surface on kilometer scales, and the symmetry of height ,
offsets introduced by surface waves, allows a mean range to be ,
determined with a precision of a few centimeters. 16

6  16 7
0 1

Such a ?recision gives important oceanographic data on ocean I
circulation and on smaller scale motions, since the geostrophic
balance of these water movements on a rotating earth requires
surface height changes in the range 10 to 100cm. Oceanic
applications of such data have been demonstrated by Cheney et o40U
al. (1983), Fu and Chelton (1985) and Tai et al. (1989).

The Exact Repeat Mission was chosen to duplicate the coverage Figure 1. Map of the study area showing the coast of Alaska and
nattern nrovided y Seasat in 1978. In the reheat Deriod of 17 British Columbia. the risitians of Geoat
lays, 244 satellite 6rbits cover an oblique grid with an equator ascending orbit tiacks for n = 166 to 173, and the

crossing separation of 164km. The coverage pattern is defined position and approximate scale of the recurring
by ascending node longitudes 1.05 E + 360n/244 for n = I to 'Sitka" eddy reported by Tabata (1982).
244, orbit inclination of 108.040 and period of 6037.55s.
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-Apr 11987

J ul 11987

J30= -Oct 11987

-Jan 11988

*Apr 11988

Sitka Eddy Satka Eddy Cape St. lames

Figure 2a. Plots of anomaly heights deduced from Geosat data, relative to the mean of the first 34 repeats
in the ERM, for tracks corresponding to n = 172 (left) and 173 (right). Data are shown for
the tracks plotted in Figure 1, with latitude decreasing to the right. The vertical line
indicates the latitude of the Sitka eddy reported by Tabata (1982). The latitude of Cape St.
James is also shown for reference. A vertical scale of 30cm is shown at the centre.
Approximate dates are indicated to the right.

Copies of tapes of the Geosat global data set are received from
NOAA ;n the USA, via MEDS in Ottawa, typically 6 months
after data collection. One 6250 bpi tape covers two 17 day
cycles. Corrections listed on the tapes for variations in geoid I Track
height, solid earth and ocean tides, water vapour and (Value of n)

atmospheric pressure (propagation and inverse barometer
corrections), ionosphere electron content and satellite attitude,
are applied to the altimetry data. 173

The major error remainin is in knowledge of the satellite's 1 72
absolute vertical position. rhis can amount to several meters, 172
but is slowly varying over a spatial scale of several thousand
kilometers. The error for each orbit track is compensated in the
p resent study by subtracting the best fit second order polynomial 171
function of along-track distance from the observed surface
heights. The correction is computed separately for each satellite
pass along each track over deep water in a larger area covering 170
00 to 60°N and 900 to 1800 W.

Inaccuracy of the geoid heights listed or the Geosat data tapes is 169

also significant at the space scales (<500km) being studied here.
Height anomalies are therefore computed as the difference of 168
the corrected heights along each track from the two year mean
for that track.

167
Repeat measurements of sea surface height anomalies
computed in this way at 17 day intervals from November 1986 to
June 1988 are displayed in Figure 2. Data from each satellite 166
track are plotted along a horizontal axis, with the 34 repeat
measurements made by Geosat in the above period, aligned
vertically by latitude. Missed passes (15 out of 272 discussed

have been linearly interpolated. The data were then smoothed axes, as Figure 2a, but including all tracks from n
over 60 consecutive kilometers along track and over 3 = 173 top) to 166 (bottom). Each rectangle
consecutive passes between tracks. In Figure 2a the data for the shows the height anomaly data for 34 consectuive
34 repeat passes for n = 172 and 173 are plotted graphically. In satellite cycles. Heights are coded as image
Figure 2b the height anomalies are coded as grey scale brightnesses for a range of+ 30cm about a mean
variations from black (about 30cm low) to white (about 30cm value. The position of the Sitka eddy, visible on
high), relative to a mean level shown as a neutral grey. Data are tracks 172 and 173, is indicated by the vertical
shown for all the passes whose tracks are plotted in Figure 1. arrow above the Figure.
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30- Trange 0 to 1 cm/s, with all apparent movement to the north-
0 west. Data presentation is presently being improved to show the

TI I consistency of feature visibility from track to track and to study
20- 1 the full motion in two dimensions.

Previous studies of the height anomalies in this area have been

10- reported by Tabata (1982) who shows a series of maps of
t eopotential anomaly relative to 1000m deduced from
ghydrographic (bottle cast) station data measured on US/Canada

0-ip cruises between 1956 and 1962. These show height
0---- - - - -anomalies with similar space and time characteristics to those

sh .vn in Fire 2. Stations covereO an irregular grid with a
spacing of 0 - 200km, concentrating on the area under the,~~ ~ ~ ~ ~~~~ , atle tracks in Figure 1, but exednovrt w leaa

1956 1957 '1958 1959 1960 1961 1962 shown. Typical cruise duration was about 30 days. The Geosat
YEAR data provide improved spatial coverage (lines separated by

90ki, with observations alon& the lines spaced at 3 day

Figure 3. Anomaly heights (in cm) observed for the Sitka eddy in intervals over the 17 day satellite repeat period.

eacn of the research cruises between 1956 and
1962 reported by Tabata (1982).

INTENSITY OF THE SITKA EDDY

The data in Figure 2 cover a time period of 1.5 years. Height The most active eddy reported by Tabata (1982) appeared in
variations with an annual period are visible on the left end of about 50% of observations at a roughly constant position off
each track in Figure 2b corresponding to positions close to the Sitka, Alaska, centered at about 570N, 138°W, and with a
Alaska coast, and also towards the ight hand end of the top 3 diameter of 200-300km. The approximate surface height
passes, off the coast of Vancouver Island. These larger scale anomalies observed on each cruise for this eddy are re-plotted
phenomena may be artifacts of the tidal model used to correct from Tabata's original data in Figure 3 (Tabata, pers. comm.).
the Geosat data, but are being investigated. They are not These show a positive height anomaly of 15 to 30cm, present at
discussed further here. this location on over 50% of the cruises.

The data clearly show height anomalies with coherence scales of The Geosat altimeter observations cross the region of this eddy
order 150km (along the tracks shown) in space, and 3 months as shown in Figure 1, and the above mean position of the eddy is
(about 5 repeat cycles) in time. The small scale anomalies are indicated on Figure 2b. A positive height anomaly of about 15cm
more intense closer to the Alaska/BC coast (n = 171-173) than occurs at this position in May/June 1987, with a spatial extent of
in passes further offshore, and are also concentrated to the left 100kin. A larger anomaly of about 20-30cm occurs in April/May
(north-west) ends of the tracks. 1988.

Several of the anomalies appear in the same place for periods of A constant height anomaly in a fixed position will be removed
a few months. In other cases, movement of the anomaly along from the data shown in Figure 2 when the mean observed height
the satellite track is evident in both Figures 2a and 2b. A feature is subtracted from the observations. Heights at the expected
showing a trend at 45 degrees to the vertical in Figure 2b would position of the Sitka eddy in Figure 2 are both positive and
have a speed of 0.6cm/s. Along-track speeds appear to be in the negative with respect to the mean, suggesting either a reversing

eddy, or variable intensity in one sense of rotation. Tabata's

. Jan 11987

-Apt 1 Wl

-Jul 1 1987

-Apt 11988

sdi ady Sitka Eddy

Figure 4. Anomaly heights above the minimum observed for the Sitka eddy. Data presentation similar to
Figure 2a.
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Figure 5. Time series of Sitka eddy anomaly height (in cm) computed from the Geosat data for the track
with n = 173 for the period November 1986 to June 1988.

observations are of a positive height anomaly, suggesting that CONCLUSIONS
negative observed heights are an artifact of the mean
subtraction. If the negative anomaly observed in Even on a relatively local scale, satellite altimetry provides data
September/October 1987 is interpreted as representing absence that can considerably expand knowkdge of ocean dynamics.
of the eddy, then the heights observed at this time should be Comparison with ,.Ntip data previously available, shows the
added to all other observations to produce the revised plot advantage of the satciite's ".1e and repeated spatial and
(Figure 4). This naturally shows an intensified eddy at the same temporal coverage. Intorpretation of the satellite data could
location. have been improved if the descending satellite passes had

The time series of the surface height anomaly is shown in Figure provided more consistent coverage.

5. The heights were computed above a linear base line The example of the Sitka eddy, shown above, demonstrates an
connecting regions 200km on either side of the marked position application of satellite altimetry where near-real-time
in Figure 4. The subtraction of the negative (Sept/Oct 1987) availability of the data can be important.
anomaly has had the effect of shifting the baseline of this plot
downwards.

With this interpretation, the eddy appears to have had two ACKNOWLEDGEMENT
periods of activity during the period shown. One from May to
August 1987, the other commencing in February 1988. This type Funding from the Radar Data Development Program,
of variability wouldbe aliased by the cruise sampling in Figure administered by the Department of Energy, Mines and
3. Resources, is gratefully acknowledgeo.

The slopes indicated in Figure 2 in the neighbourhood of the
Sitka eddy are of the order of 30 cm over 100km, implying a
geostrophic current of about 25cm/s. Such an eddy at the REFERENCES
location shown in Figure 1 would induce a south-east flowing
surface counter current between latitudes 56 and 58N offshore Cheney, R.E., J.G. Marsh and B.D. Beckley, 1983, "Global
of the north-westward coastal current, and would thereforz have mesoscale variability from collinear tracks of SEASAT altimeter
an important effect on the surface flow in the Gulf of Alaska. data" Journal of Geophys. Research, 88, 4343-4354.
Such a reversal of the normal flow pattern was of particular
concern during the recent Valdez oil spill. Fu, L-L, and D.B. Chelton, 1985, "Observing large-scale

temporal variability of ocean currents by satellite altimetry: with
Satellite altimeter data, if available with sufficiently small delay, reference to the Antarctic Circumpolar Current", Journal of
could therefore be useful for guiding those involved in Geophys. Research, 90, 4721-4739.
prediction of oil-spill movements. The present data reception
and pre-processing systen operated by the applied Physics Tabata, S. 1982 'The anticyclonic, baroclinic eddy off Sitka,
Laboratory (Johns Hor Kins University) and NOAA, can make Alaska, in the northeast Pacific Ocean" Journal of Physical
the data available in about 10 days (L Miller, pers. comm.), Oceanography, 12, 1260-1282.sufficiently fast to influence response planning. Tai, C.-K, W.B. White and S.E. Pazan, 1989, "Geosat cross-over

analysis in the tropical Pacific. 2. Verification analysis of
altimetric sea level maps with expendable bathythermograph
and island sea level data", Journal of Geophys. Research,.94,
897-909.
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Mesoscale variability off California as seen by the GEOSAT altimeter

P. FLAMENT (Department of Oceanography, University of Hawaii at Manoa, Honolulu HI 96822)

P.M. KOSRO and A. HUYER (College of Oceanography, Oregon State University, Corvallis OR 97331)

Abstract. GEOSAT altimeter data was used to study the seasonality, spatial distribution and propagation
of mesoscale features in the California Current. Relative topography from the altimeter was first com-
pared with dynamic topography from collinear hydrographic sections. After removing a mean offset, the
rms difference was 3-4 cn, barely more than the noise of the altimeter. Statistics of relative topography
variability were then estimated over 19 months. Variability reaches 10-12 cm rms near the coast off
Northern California, Point Conception, and Point Eugenia. High variability off Northern California
extends offshore as two bands -200 km wide, one towards the southwest, the other one towards the west
following the Mendocino escarpment. It decreases westward reaching the background of 4 cm rms at 600
km from the coast. It also decreases to -4 cm rms north of 420N and south of 260S, even near the coast.
Time-latitude correlations show poleward propagation of sea level anomalies at about 4 km/day for the
two tracks closest to shore, but not further offshore. Rms alongshore topography between 30ON and
40°N has a marked seasonal cycle. Close to shore, it is smallest in fall and winter, and largest duriag the
upwelling season. The cycle lags by -0.5 day/km and decreases in amplitude westward; it is not
detected further than -500 km offshore. This suggests that mesoscale variability in the California Current
is dominated by the growth and seaward migration of meanders of the upwelling front, dynamically
linked to the wind-driven coastal upwelling cycle. (California Current, mesoscale eddies, altimeter).

1. Introduction 2. Data and processing
The summertime mesoscale flow off Central and The GEOSAT Exact Repeat Mission provides repeated

Northern California consists of large meanders of the Cali- collinear profiles of sea surface elevation every 17 days
fornia Current. The seaward branches of the meanders are with along-track resolution of 7.3 km. The ascending
-40 km-wide baroclinic jets that transport about 2.10 6m3/s tracks are nearly parallel to the coast of California, and, at
of cold water westward from the coastal upwelling region. the latitude of Point Arena, are found at 85, 215, 345, 475,...
They appear on satellite infrared images as cold filaments km offshore (Fig. 1). Only ascending tracks were processed
that extend up to 400 km offshore and are generally for this study because many cycles of the descending tracks
referred to as upwelling filaments (Brink, 1983, 1987). The are missing (Nov. 1986 to Feb. 1987 and Nov. 1987 to Feb.
structure of these meanders in spring and summer is well 1988), making it difficult to resolve the seasonal upwelling
known off Point Arena (391N) and off Point Conception cycle unambiguously.
(34°N), having been studied in numerous field programs The data were processed for the period November
(Rienecker et al., 1985; Flament et al., 1985; Kosro and 1986 to April 1988 (19 months, 34 repeat cycles). One-
Huyer, 1986; Barth and Brink, 1987; Coastal Transition second averaged altimeter heights were corrected for ocean
Zone Group, 1988). However, little is known of the struc- and earth tides, water vapor (FNOC), tropospheric (FNOC)
ture of the flow at other locations, and at other times of the and ionospheric delays, and surface pressure (FNOC) using
year. the corrections given on the NOAA tapes. Orbit errors

Our objective in this paper is to study the spatial dis- were modeled as parabolas over 300 arcs and removed.
tribution, the propagation and the seasonality of these Each profile was then linearly interpolated to a common
mesoscale features along the West coast of North America, grid and the average geoid was subtracted to obtain rela-
from 20'N to 50'N, using ocean surface topography from tive surface topography h (Xt), where X is the latitude and
the GEOSAT altimeter. Because neither the orbit of t is the time of each repeat cycle. This procedure removes
GEOSAT nor the absolute geoid currently are known with both the mean and any -30°-scale oceanic signals.
sufficient accuracy, only a variability study can be made in The along-track power spectrum of relative topogra-
low energy regions such as this one: the mean flow is not phy for the track closest to the coast is shown in Fig. 2,
presently accessible, normalized by a 3-cm rms gaussian white noise. It is red

The data and the processing steps followed are at wavenumbers smaller than 1/50 km-1 but has a white
described in section 2. The altimeter-derived ocean topog- shape due to instrument noise at higher wavenumbers (the
raphy is compared with two collinear hydrographic sec- drop of power near the high wavenumber end is caused by
tons in section 3. The spatial distribution of relative topog- the interpolation, cf. Fu, 1983). Because noise dominates at
raphy variability is presented in section 4 and the temporal short wavelengths, relative topography was filtered by a
distribution in section 5. Possible sources of errors are running mean over 7 samples (50 km). The contribution of
addressed in section 6. wavelengths longer than 50 km to noise is -1.2 cm rms.
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50- I Comparison with hydrography
A line of CTD hydrographic stations surveyed in May

and June 1987 (Schramm et al. 1988a, 1988b) coincided with
he ascending track closest to the coast. The stations were

,-oaced -15 krm apart. The dynamic topography referenced
to 500 dbar was computed and, for each survey, the mean
over the length of the section was subtracted. The
unfiltered altimeter topography was then interpolated in
space and time to the positions of the stations, and, for
each survey, the mean over the length of the section was

40- also subtracted.
These relative surface topographies are shown in Fig.

3. In May and June, the altimeter clearly shows the 20 cm
z .1 signal due to the meander of the California Current seen

near 390N in the AVHRR image of 16 June at 2300 UT (Fig.
• -4). The topography corresponds to an offshore speed ol
t* about -0.50 m/s over a width of -30 km. The rms

differences between the relative topographies determined
from the altimeter and from the CTD sections are 3.3 and
4.2 cm for the May and June surveys. The two topogra-
phies are in remarkable agreement, given the -3-cm rms

30- noise of the radar altimeter (Cheney et al., 1989; Sailor and
LeSchack, 1987).

These results show that the altimeter topography is
capable of resolving the mesoscale structure of the Califor-
nia Current. They also indicate that, over the period
analyzed, the meander was intermittent (if it were a steady
feature, its surface expression would be removed with the

7 162 mean and would not appear in the relative topography),
0 119 and that the barotropic component was small at this spatial

20 scale, the hydrographic reference level of 500dbar capturing
20. most of the flow (Kosro and Huyer, 1986).

-130 -120 -110
LONGITUDE (W)

Fig. 1. Map of the area studied, showing the four GEOSAT as-
cending tracks nearest shore: a162, a119, a076 and a033. The po-
sition of the satellite image shown in Fig. 4 is outlined. 0.1 9

0.10. MAY 18

0.05-P
0.00-

-0.05-
-o 010

37.5 38.0 38.5 39.0 39.5 40.0 40.5
0.151

o.1o. JUNE 1987.
Z

W10 0.05- ,. uu-o t  0 0 0 -

Z - 0 .0 5 - : L
w -0.10

-O.15t T
37.5 38.0 38.5 39.0 39.5 40.0 40.5100 - ..---------- LATITUDE

[o-31o-2 10-i Fig. 3. Comparison between relative topography from the altime-
WAVENUMBER (CYCLES/KM4) ter (dotted line, El) and from hydrography (solid line, V); see

text.

Fig. 2. Along-track power spectrum of relative topography for
track a162, normalized by a 3-cm white noise.
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4. Spatial distribution of variability
Variability of relative topography, defined as
T

T-1 dt h (X,t)2, was computed over the Eastern Pacific for

the first 18 months of the mission, and is displayed in Fig.
5 by assigning gray-coded values of variability to rectangu-
lar pixels 7.3 km in latitude by 130 km in longitude. Varia-
bility along the three ascending tracks closest to the coast is
also plotted as function of latitude in Fig. 6. Based on the
sample size of 34, the 90% confidence limits are (7,10) cm
for a variability of 8 cm rms.

Marked enhancements of variability are seen near the
coast of California, reaching 10-12 cm rms west of Point
Reyes/Point Arena/Cape Mendocino, south of Point Con-
ception, and around Point Eugenia (Baja California). Varia-
bility decreases progressively towards offshore to a typical
background value of 4 cm rms at -600 km from the coast.
Variability decreases rapidly to this background value
north of 42 0N and south of 260S, even near the coast. Spa-
tial patterns of variability are apparent. The region of high
variability off Northern California extends offshore as two
bands -200 km wide, one towards the west following
nearly exactly Mendocino escarpment at 400N, the other
one towards the southwest. This region is separated from
the one south of Point Conception by a band of low varia-

Fig. 4. Thermal infra;ed AVHRR image on 16 June 1987 at bility, starting surprisingly close to the coast.
23:00 UT. Cold water is coded in white and warm water in
black. GEOSAT track a162 is shown, with the segment coincid-
ing with the CTD surveys as a thick line.
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Fig. 6. Variability along the three ascending tracks nearest shore
Fig. 5. Map of variabitity of relative topography over the as function of latitude. Also shown is the rms longitude devia-
Eastern Pacific, gray-ceded fronm white (0.00 in rms) to black tion from the exact repeat track, scaled by the along-track geoid
(0.10 n rms). slope.
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Variability is enhanced in areas where meanders of the
California Current have been observed previously. High al 62
variability off Baja California suggests the ocurrence of
similar meanders and filaments there. The batd of low 40

variability off Central California is a surprise. A strong
offshore jet has been observed at that location in July 1934
(Chelton et at., 1987) and July 1985 (Flament and Armi,
1989). Is this jet intermittent, so that this study is based on
time series too short to be considered stationary? Or is this
jet steadier than those off No'them California, leadin.g to 2

less variability of relative topography?

5. Propagation of features and temporal variations \% ,. *1
Two-dimensional time-latitude correlation functions of

h(X,t) are shown in Fig. 7 for the three ascending tracks 0
-100near the coast. Along-track propagation of sea level An. o lg 17 dys

anomalies at about 4 km/day poleward is evident for the
two tracks nearest shore, but not further offshore. A similar
northwestward propagation speed has been reported by
Flament and Armi (1989), who observed the translation at
-4.7 cm/s of the root of an offshore jet near 360N, using
repeated hydrographic sections and sequences of satellite 40-

infrared images. However, there have also been reports of
southward motion (e.g. Flament et at., 1985).

Contours of relative topography as a function of X
and t are shown in Fig. 8 for the three ascending tracks
near to the coast. Along the track nearest the coast (a162,
85 km from Point Arena), sea level drops sharply in mid- /
April and stays low throughout the spring and summer,
i.e. throughout the upwelling season. Along the second h.
offshore track (all9, 215 km from Point Arena), sea level is 2
also low in summer and early fall, but the lowest levels are
not seen until September. Along the third offshore track,
(a076, 345 km from Point Arena), low sea levels are not
seen until winter, and do not appear to be more persistent 0 * /
than high sea levels. These data, together with the hydro- -10 . 0 !, i7 d10

graphic surveys, suggest that the lows in sea level are

regions inshore of an upwelling front, which forms on the
shelf in early spring and subsequently moves offshore. . -. * -"

Along-track variability, defined as AX-l d Xh (%,t )2, " \

was also computed for each track over the latitude band
30ON to 401N, and is shown in Fig. 9 gray-coded as a func-
tion of time and of the longitude at which each track \ .. "
crosses 35°N. The 6-cm rms contour is outlined in white; "[ i i /
dark areas correspond to larger values (up to 12-cm rms ! . ./
for black), light areas to smaller values. This plot is some-I
what noisy, but nevertheless show a seasonal cycle. Along 20 ,
the track nearest the coast, along-track variability is smaller 0
than 6 an tins from late fall to late winter, and larger than h ~
6 cm rms in spring and summer. The time at which "...r -] \,/
along-track variability increases in spring occurs later
further offshore, with a delay of -0.5 day/km. The s'asonal f , / \
cycle decreases in amplitude towards offshore, and is not 01!
detected further than 1290W (-500 km from the coast). o ' 0 10
Removing for each track the mean sea level over the same An. orbt 50. 17 60,
latitude band does not modify significantly the contour
plot, indicating that most of the along-track variability sig-
nal is due to the offshore jets at a scale of a few hundreds Fig. 7. Two-dimensional time-latitude correlation functions for
of kilometers and not to larger scale seasonal variations of tracks a162, a119 and a076. Lag units are in cycles (17 days) on
sea level. the x axis and along-track samples (7.3 kin) on the y axis.
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'N.M . . . . , jz t - -122"
- -122

4--N .. .. .2

.... 
......

1

-13........

S .... ... )

"2 "M... "":" as a function of time and longitude at which each track crosses
4--0 7 ! 35 0N. The 6 cm rms contour is outlined. Darker areas

__C 2 *The weakest correction is for microwave propagation

R . ... .t

N, .-- .delay due to water vapor in the troposphere. The correc-oV* I Jon I Fb Mo A, o), 4 0 , A sg Se o tion provided on the tapes is derived from the 2.5-

,resolution FNOC atmospheric model. It is of the order ofo 12 cm in this area, and varies by ±6 cm, but on scales

(1983) presented power spectra of water vapor correction
.........- .. , and surface topography, based on simultaneous SEASAT

=: i~i " .SMMR and altimeter data in low mesoscale energy areas,
.. . .~:~which showed a signal-to-correction ratio ranging from 12

) ... L. d Bat scales of100 km to 4dBat1000km.
as Iflots of rms longitude deviation from the exact repeat

___ .. . 0~trac.k, scaled by the along-track geoid slope, are shown

4N - with. 3 .The plt ofn rns vatrilityine. 6Doarover aa

.. .. crude estimate of contamination by unknown small-scale
... cross-track geoid slopes, which can be large near

noN, oc on, Fob, Mo, Ap, ,o, , ,+,s ~, seamounts and fracture zones. In particular, the Mendocino
escarpment near 40°N contributes significantly to rms vari-
ability of the surface, and it is not clear whether the region

Fig.. .Contours of relative topography as a function of time of enhanced variability along 40N is entirely real, or is in
and latitude for tracks a162, a 19 and a076. Negative levels are part an artifact due to cross-track deviations over the

dashed, escarpment. Except for isoited seamounts, bottom topog-
raphy is fairly regular further south and does not affect the
patterns of variability.

Electro-magnetic bias is a wave-height dependent
correction due to stronger reflection ot the radar signal by

the troughs than by the crests of asymmetric finite ampli-
tude surface waves. It was not applied here. For

SC.... ,n ~.......T ..... 1. . ,. , ; . - , h +;,h- . -

S........... .. .. ..........The principal sources of contamination are water ney et al., 1988). Over the Eastern Pacific, H 3 measured
vapor in the troposphere, cross-track geoid slopes and by GEOSAT in.reases progressively from 2 m at 25h to
electro-magnetic bias. As will be shown below, none of 4-5 m at 45N, with little structure at scales of 1000 km or
them seem to be sufficient to affect the patterns presented less. Most of the EM bias is thus removed with the para-

above, bolic orbit error.
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7. Summary and conclusions Cheney, R.E., B.C. Douglas, and L. Miller, "Evaluation of
A mesoscale meander observed in the hydrography GEOSAT altimeter data with application to tropical

was also found in the altimeter topography. The measure- Pacific sea level variability," J. Geophys. Res. (1989). (in
ments agreed to -3-4 cm rms, showing that the GEOSAT press)
altimeter is capable of resolving the mesoscale structure of Cheney, R.E., J.G. Marsh, and B.D. Beckley, "Global mesos-
the California Current. cale variability from collinear tracks of SEASAT altimeter

The altimeter data showed that sea level variability is data," 1. Geophys. Res., vol. 88, p. 4343 (1983).

enhanced two to three-fold within 500 km from the coast Flament, P. and L Armi, "Observations of surface conver-

of North America compared to the offshore background gence, subduction and related finestructure," J. Geophys.
level. The strength of the variability varied also along the Res (1989). (submitted)
coast and peaked where strong meanders and westward Flament, P., L. Armi, and L. Washburn, "The evolving
cost and ekefoud whecrenty, stsng r an esard structure of an upwelling filament," J. Geophys. Res., vol.
jets have been found recurrently, suggesting that nearshore 90, pp. 11,765-11,778 and 11,835-11,836 (1985).
variability of relative topography can be attributed p Fu, L.L, "On the wave number spectrum of oceanic mesos-
manily to these meanders and jets. cale variability observed by the SEASAT altimeter," 1.

Variability is modulated seasonally, suggesting that Geophys. Res., vol. 88, pp. 4331-4342 (1983).
these jets are dynamically linked to the coastal upwelling Kosro, P.M. and A. Huyer, "CTD and velocity surveys of
cycle, and that the corresponding cold filaments observed seaward jets off Northern California," ]. Geophys. Res.,
in satellite images may not be simply the expression of Vol. 91, pp. 7680-7690 (1986).
colder nearshore water passively advected in a background Rienecker, M., C.N.K. Mooers, D.E. Hagan, and A.R.
field of offshore eddies. Robinson, "A cool anomaly off Northern California: an

The -500 km offshore extension of high variability in investigation using IR imagery and in situ data," ]. Geo-
sea level could be used as a definition of the Coastal Tran- phys. Res., vol. 90, pp. 4807-4818.
sition Zone. It is larger than the typical -300 km extension Sailor, RV. and A.R. LeSchack, "Preliminary determination
of cold filaments seen in AVHRR images, indicating that of the GEOSAT altimeter noise spectrum," Johns Hopkins
the surface temperature expression of a filament disappears APL Tech. Digest, vol. 8, no. 2, pp. 182-183 (1987).
closer to shore than does the kinetic energy of the jet. Sailor, R.V. and A.R. LeSchack, "Preliminary determination

of the GEOSAT altimeter noise spectrum," Johns Hopkins
APL Tech. Digest, vol. 8, no. 2, pp. 182-183 (1987).

Schramm, Richard E., Jane Fleischbein, Adriana Huyer, P.
Michael Kosro, Tim Cowles, and Nan Dudek, "CTD
Observations in the Coastal Transition Zone off Northern

References California, 9-18 June 1987," Ref. 88-3, College of

Coastal Transition Zone Group, "The Coastal Transition Oceanography, Oregon State University, Corvallis, 1988b.
Zone Program," EOS, Trans. Am. Geophys. Union, vol. 69, Schramm, Richard E., Jane Fleischbein, Robert Marsh, Adri-

no. 27, p. 698ff (1988). ana Huyer, P. Michael Kosro, Tim Cowles, and Nan
Barth, J. A. and K. H. Brink, "Shipboard acoustic doppler Dudek, "CTD Observations in the Coastal Transition

profiler velocity observations near Point Conception: Zone off Northern California, 18-27 May 1987," Ref. 88-3,
spring 1983," 1. Geophys. Res., vol. 92, pp. 3925-3943 College of Oceanography, Oregon State University, Cor-

(1987). vallis, 1988a.
Brink, K.H., "The near-surface dynamics of coastal upwel-

ling," Prog. Oceanog., vol. 12, pp. 223-257 (1983). Acknowledgements. We would like to thank M. Caruso, S.
Brink, K.H., "Coastal ocean physical processes," Rev. Geo- Gille and Z. Sirkes, who assisted with the development of

phys., vol. 25, pp. 204-216 (1987). GEOSAT processing software, and D. Kelley for providing
Chelton, D. B., R L. Bernstein, A. Bratkovich, and P. M. an outstanding plotting package. This work was partially

Kosro, "The Central California Coastal Circulation supported by the Office of Naval Research through con-
Study," EOS, Trans. Amer. Geophys. Union, vol. 68, no. 1, tracts N000014-87-K-007, N00014-87-K-0242 and N00014-
p. lff (1987). 86-K-0751, and grant N00014-89-J-1599.



1069

Eddy soaes resolved by the Geosat radar altimeter

James J. Bisagni

US Naval Underwater Systems Center
Newport, RI, USA

Abstract

Residual sea height anomalies (RSHA) fronts of order 1-2 *C over a few km,
were computed along 12 Geosat ground tracks (Voorhis, 1969). SST monitoring of the domain
from the Frontal Air-Sea Interaction Experi- both prior to and during the experiment,
ment (FASINEX) domain in the western North using Advanced Very High Resolution Radiome-
Atlantic during winter 1986. The RSHA were ter (AVHRR) satellite imagery, allowed both
compared with residual sea surface tempera- the locations and intensity of individual
ture anomalies (RSSTA) extracted along the frontal features to be ascertained.
same tracks from infrared satellite images. The FASINEX domain (Fig. 1) closely
RSHA and RSSTA ranged between *20 cm and 1 *C corresponded to that of the Mid-Ocean
respectively. Numerical correlations showed Dynamics Experiment (MODE) in which, the
that positive (negative) RSHA were correlated presence of mid-ocean mesoscale eddies has
with positive (negative) RSSTA. Ensemble mean been well-documented, (Robinson, 1975,
spectra of both RSHA and RSSTA exhibited a McWilliams, 1976). Furthermore, from addi-
peak near 2.5 x 10-3 km-1, although spectral tional analysis of MODE data, Voorhis et al.
slopes between that scale and 10-4 km-1  (1976) observed that SST appeared correlated
appeared different. This suggests that the with surface advection associated with the
correlations existed primarily at a scale MODE mesoscale eddy field. Therefore, it was
characteristic of mesoscale eddies; a scale of interest to try and examine in a
well-documented from work completed in the preliminary way, the relationship of
same region during the Mid-Ocean Dynamics mesoscale eddies present during FASINEX to
Experiment (MODE). the evolution of the SST field, using Geosat

RSHA together with AVHRR satellite imagery.
Satellite altimetry, AVHRR imagery, mesoscale

eddies Methods

Introduction Altimeter ata Processing
The Geosat RSHA corresponded to 12 (7

The classified 18 month Geosat Geodetic ascending + 5 descending) of the 27 passes
Mission (GM) coincided with the Frontal released by NAVOCEANO for the January-March
Air-Sea Interaction Experiment (FASINEX)
conducted in the western North Atlantic
during the first half of 1986. During the GM, S'. "''' -

Geosat was constrained to a non-repeating 36,

orbit, with the resulting residual sea
heights being unavailable due to their N,,U-A

classified nature. However, a preliminary W
unclassified data set, consisting of 3 months
(January-March) of Geosat residual sea height
anomalies (RSHA) was released for the FASINEX '0
domain by the US Naval Oceanographic Office FASINEX

(NAVOCEANO) after the classified residual sea RESGON
heights were differenced with the region's
classified NAVOCEANO geoid. These unclassi- 4'
fied data were then used in the following 26.
analysis.V

The primary FASINEX objective was to
determine the role of horizontal variability " -

on air-sea interaction in the western North __1
Atlantic subtropical convergence, located
over the deep Hatteras Abyssal Plain. Upper
ocean variability in this region manifests __
itself at the ocean's surface as a series of $0. 75. To.

convoluted, but generally zonal sea surface
temperature (SST) fronts, with individual Figure 1. Location of the FASINEX region.
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1986 time period. These 12 realizations (Fig. AVRRImage Processine
2) represent all passes longer than 400 km, SST data derived from AVHRR images were
thus capable of resolving MODE-scale eddies obtained from channels 4 and 5 of the AVHRR/2
with the characteristic diameter of 200 km. sensor aboard the NOAA-9 polar orbiter, using
The data consisted of 2 Hz averages computed the NOAA/NESDIS (1982) algorithm. Data were
from the original 10 Hz data after removal of then scan-angle corrected to compensate for
"bad" points, with successive samples atmospheric attenuation at large scan angles,
separated by approximately 3.3 km. In (Cornillon et al., 1987). Sub-sampling of the
addition to being differenced with the data was accomplished by retaining the
classified NAVOCEANO geoid, the data were warmest pixel in each 4 x 4 pixel square.
also ccrrected for both c -ean and earth Images corresponding closely in time to the
tides, inverse-barometer effect, ionospheric 12 Geosat passes described above were
and dry-tropospheric effects and surface selected for fu ther processing. Cloud areas
waves. The data were not corrected for water present within chese images were flagged and
vapor. However, radiosondes and surface then enlarged slightly to eliminate
meteorological observations collected during cloud-edge effects. The groundtrack of each
FASINEX indicated a temporal variation in the Geosat pass was then plotted on 1 or more
wet-tropospheric range correction of 15 cm, candidate images. This procedure determined
but with only minor spatial variability an "optimum image" with respect to minimizing
occurring up to length scales of nearly 400 the lag/lead time of the image relative to
km, (Bisagni, 1989). Each pass was de-trended the day of the Geosat pass while maximizing
using a linear model to remove orbit error the length of the cloud-free segments along
and any other remaining long-wavelength the groundtrack.
trends. The data was low-pass filtered using
a Gaussi., filter with a half-power wave- Table 1
length of 90 km. AVHRR Imagery Lag/Lead (Days)

The NAVOCEANO geoid is a "hybrid" Relative to the Date of Each Geosat Pass
surface, constructed from both satellite
altimeter data (derived from the entire 18 Geosat Pass AVHRR Image(s)* Lag/Lead
month Geosat GM) and detailed gravity data and Date and Date(s) +/-
collected from ships. The final surface was A4237 1-03-86 K86002 1-02-86 -1
produced by filtering both data sets, D4259 1-04-86 K86004 1-04-86 0
emphasizing the altimeter data at long D4302 1-07-86 K86005 1-05-86 -2
wavelengths and the gravity data at short K86007 1-07-86 0
wavelengths, (W. Rankin, pers. comm.). It is D4345 1-10-86 K86005 1-05-86 -5
reasonable to assume that this geoid K86007 1-07-86 -3
represents the best reference surface avail- A4567 1-26-86 K86025 1-25-86 -1
able for this region. This assumption is K86026 1-26-86 0
based on the types of data used to construct A4897 2-18-86 K86048 2-17-86 -1
the surface, the region's low bathymetric K86051 2-20-86 +2
relief and the good agreement shown between D4919 2-19-86 K86048 2-17-86 -2
altimeter-derived mean sea surfaces and K86051 2-20-86 +1
gravimetric geoids in the region, (Marsh et A4940 2-21-86 K86048 2-17-86 -4
al., 1984). K86051 2-20-86 -1

-72 -71 -70 -69 -68 A5184 3-10-86 K86066 3-07-86 -3
30 30 K86067 3-08-86 -2

A5227 3-13-86 K86073 3-14-86 +1
K86074 3-15-86 +2
K86076 3-17-86 +4
K86077 3-18-86 +5

29 29 D5249 3-15-86 K86073 3-14-86 -1
K86074 3-15-86 0
K86076 3-17-86 +2
K86077 3-18-86 +3

A5270 3-16-86 X86073 3-14-86 -2
K 28 28 K86074 3-15-86 -1
K86076 3-17-86 +1
K86077 3-18-86 +2

27 * Multiple images signify a composite27- - 27

During cloudy periods when large por-
tions of the SST images were obscured,

I "composite" images were constructed fromLt(generally) 2 images which "bracketed" the
date of the corresponding Geosat pass. In
this process, both images were compared, 1
pixel at a time, with the result that only
the "warmest" pixel from either image was

25V_ A A\\\,_ 25 retained in the composite. This algorithm
- assumed that the "cooler" of the 2 pixels wasLONGITUDE (DECREES EAST) in some way "contaminated" by small clouds

not detected earlier. Lag/lead times of all
Figure 2. Locations of the 12 Geosat AVHRR data contained in the images relative

groundtracks, to the days of the corresponding Geosat



1071

passes are displayed in Table 1. The generally correspond to positive RSSTA and
statistics show that 7 of the Geosat passes negative RSHA generally correspond to nega-
corresponded to AVHRR data having lag/l d tive RSSTA, an inference confirmed through
values of *2 days or less, while only 3 of the formal statistical analysis.
passes had values of -4 or 5 days. Based on
these statistics and the methods used, it is Cross-Correlation Analysis
reasonable to assume that cloud-free AVHRR Normalized cross-correlatic:: coeffi-
SST data, located along each of the 12 Geosat cients were computed between RSHA and RSSTA
ground tracks, represent good estimates of for all 12 of the Geosat groundtracks at zero
the true along-track SST values. For analysis km spatial lag to examine the relationship
purposes, a single AVIRR image (non-composite between RSHA and RSSTA. The resulting values
or composite) was chosen and assigned to each (R0 ) for each of the 12 groundtracks and
of the 12 Geosat ground tracks, their statistical significance are given in

SST values were extracted from the Table 2. Of the 12 realizations, 10 exhibit
corresponding AVHRR image at every point positive correlations which are statistically
along each Geosat groundtrack. Resulting SST significant at the 95% level, while the
values were then de-trended and filtered remaining 2 show positive but insignificant
using the same linear model and low-pass orrelations.
filter used to process the RSHA. The final
result was a set of residual SST anomalies Spectral Analysis
(RSSTA) which closely corresponded to each Along-track, one-dimensional wave number
set of RSHA. spectra were computed for the RSHA and RSSTA

,' 20 X ,0 5 data sets corresponding to each Geosat
, , groundtrack, (Figs. 4a, b). These spectra

0o,0 were computed using a standard fast Fourier
o transform (FFT), technique which treated each0 f spatial series as a single, cosine-tapered

segment for maximum spectral resolution.
However, trade-offs for this maximum rosolu-
tion included large error magnitudes. To

, , -reduce this error to an acceptable level,
0 200 0 0 00 0 ensemble mean RSHA and RSSTA spectra were

DISTANCE (KM) computed using all 12 individual sea height
GEOSAT PASS A4237, 3 JAN 1986 and SST spectra, (Figs. 5a, b). Results show

that both ensemble mean spectra exhibit a
to 200 400 500 60 broad peak near 2.5 x 10-3 km-1 corresponding

to a 200 km half-wavelength. This value
02_ 01 closely corresponds to the characteristic

MODE-scale and therefore may indicate the
presence of mesoscale (MODE) eddies withi,

00 - o0 the FASINEX domain. Of equal interest, is the
-behavior of the slope of each spectrum at

wavelengths shorter than the MODE-scale.
_02_ Between the MODE-scale and wavelengths of 100

0 too 00 0 4001'1',1' 0km the RSHA spectrum exhibits an approximate
DISTANCE (KX) P slope, (k is wave number). In the same

interval, the RSSTA spectrum reveals a
GEOSAT PASS A4897. 18 FEB 1986 noticeably different slope of k-2 .

0o to 200 3W 400 5W 6W Discussion
02- ,0 In the present study, the positive

spatial correlations, together with the
existence of the MODE-scale in both of the

00- o0 ensembled spectra, suggest that sea height
( - and SST may be related at the MODE scale.

Assuming that altimeter-derived sea heights
-oE- are able to resolve baroclinic MODE-scale

0 00 eddies, two different theories have been
DISTANCE (KM) postulated regarding what the relationship

should be between such eddies and their RSHA
GEOSAT PASS A5227, 13 MAR 1986 and SST. Extending earlier work done with

Figure 3. Examples of corresponding RSHA Gulf Stream rings, Williams (1988) recently
(heavy line) and RSSTA (dashed) proposed that air-sea interaction may cause
from 3 Geosat passes. modification of mid-ocean eddies through

Results solstice with the result that the eddy's
deeper temperature structure is revealed in

RSHA from 3 of the Geosat tracks the SST field. Application of his model to a
together with the corresponding RSSTA are cyclonic eddy (a "low") in the northeast
shown in Figure 3. In this figure, RSHA and Atlantic suggested that the eddy's negative
RSSTA range over values of about .20 cm and (cold) temperature anomaly might become
1.0 'C respectively. Furthermore, there entrained into the surface waters with a
appears to be a correlation between these 2 resulting decrepsed SST relative to surround-
relatively weak signals: positive RSHA ing waters. Thus. the SST anomaly in this case
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would be horizontally coherent with both the Table 2
deeper eddy structure and its associated Normalized Cross-Correlation Coefficients, R0
"low" in sea height. At 0 km Lag Between 12 Sets of RSHA and RSSTA

In addition to the present study, other
workers also report observations supporting Pass Date Points R0  95%
this entrainment theory. Roden (1981) showed Used signif.(?)
qualitative correlation between SST and
dynamic height from the FRONTS 80 experiment A4237 1-03-86 140 0.520 YES

undertaken during winter in the vicinity of D4259 1-04-86 170 0.454 YES

the North Pacific subtropical front. Also D4302 1-07-86 160 0.257 YES

from FRONTS 80, Van Woert (1982) showed D4345 1-10-86 120 0.380 YES

significant positive correlations between A4567 1-26-86 180 0.431 YES
mesoscale SST and subsurface temperatures to A4897 2-18-86 180 0.749 YES
m et os 80 an sD4919 2-19-86 176 0.122 NO
a depth of 800 m. A4940 2-21-86 148 0.476 YES

WAVELENGTH (KM) A5184 3-10-86 136 0.724 YES

10' 103 102 t0 100 A5227 3-13-86 180 0.703 YES
100 ------, , . D5249 3-15-86 164 0.082 NO

A5270 3-16-86 158 0.427 YES
10-I"

10-2 reported by Fedorov (1983) from numerical
models. Later work with the MODE data

10
-
3 (Voorhis and Bruce, 1982) showed that in

addition to advective SST variations, the
to-, primary cyclonic mesoscale eddy appeared
105 WAVELENGTH (KM)
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Figure 4. Composite, along-track wave number 0
spectrum of: (a) RSHA, (b) RSSTA t
from each of 12 Geosat passes. 10-,-

A second theory regarding the relation 108

between sea height and SST resulted from the
spring 1973 MODE work. During MODE, zonal and 10-9 (b)

meridional S&T features on scales of 40-400 o-.............
km, seemed to result from advection caused by |0- 10-

3  
1O2 t0- 100

currents associated with the deep mesoscale WAVENUMBER (KM-')
eddy field as defined by hydrographic survey
work (Voorhis et al., 1976). The features may Figure 5. Along-track, ensemble mean wave
have been the result of simple distortion of number spectrum of: (a) RSHA, (b)
the mean meridional SST gradient into a RSSTA computed from all 12 Geosat
series of alternating warm and cold intru- passes. Also shown are the 95%
sions located along the periphery of the confidence limits (dashed) and a
eddies and separated by sharp fronts as reference slope.
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centered over the coolest water in the 5. Fu, L.-L., 1983, on the wave number
region, in qualitative agreement with the spectrum of oceanic mesoscale variability
above-described entrainment theory. Since SST observed by the SEASAT altimeter. J.
structures rtsulting from advection would Geophys. Res., V. 88, p. 4331-4341.
tend to show low coherence with the deep eddy
field and sea height, Fedorov's advection 6. Gordon, A. L., and T. N. Baker, 1980,
theory may not be the only process responsi- Ocean transients as observed by Geos 3
ble, as evidenced by the significant coincident orbits. J. Geophys. Res., v.
correlations noted in this study. Such 85, p. 502-506.
structures, however, could ba a rich source 7. Marsh, J. G., R. E. Cheney, J. J.
of noise, thereby reducing the correlations McCarthy and T. V. Martin, 1984, Regional
to the observed levels. mean sea surfaces based on GEOS-3 and

Comparison between the spectral slopes SEASAT altimeter data. Mar. Geod. v. 8,
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spectra, computed in the western North at the 32nd SST Research Panel Meeting,
Atlantic by Gordon and Baker (1980), Fu Nat. Environ. Sat., Data. Inf. Serv.,
(1983) and Menard (1983) were examined. All Nat. Oceanic Atmos. Admin., Suitland,
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and k-3 respectively. The RSHA spectral ocean currents. Rev. Geophys. Space
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RSSTA energy (since they are detectable by 9523-9536.
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changes caused by mesoscale eddies. Future (suppl.), p. 331-337.
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ABSTRACT The corresponding wave slope variance, found by
integrating equation (1) multiplied by k2, is a function of

The present interpretation of the radar cross section °  both the wind speed and the degree of wave development
measured by satellite altimeters implies that the rms wave [7,8]. However, such integration i6 meaningless unless the
slope y is controlled soldy by the local wind. However, wave spectrum has a rapidly decaying high-frequency tail,
parameters of wave spectra, including the exponent in the commencing at the wavenumber 21/h corresponding to
power law for the equibrium range, depend on sea matu:ity. certain, intrinsic microscale A. The existence of the micros-
The latter is characterized by the non-dimensional fetch, cale is dictat,.d by the hydrodynamic instability of exces-
z-gX/U. Consequently, -1 and u0 are controlled both by u s:,rely steep gtvity wavelets. Based on this argument, the
and by the wind fetch X. One year worth of GEOSAT data iiicroscale has been estimated to lie between 1/2 and 1 m
are used jointly with in situ wind and wave observations to 14,7,8. Although a specific choice of an averaging function
assess the fetch-related error trend in altimeter wind speeds. realizing the spectral cutoff does not crucially affect the
This trend results in overestimated winds in the regions and resulting value of the wave slope, we believe that the
seasons characterized by a high z, and vice versa. A pro- smooth spectral roll-off of the form czp-(kh)1 represents the
cedure for wind speed retrieval based on processing aO joint- best low-pass filter [8]. The slope variance is then given by
ly with the significant wave height information contained in
the altimeter wave forms is proposed.

"'f F(k)expJ-(kh)Jkdk, 2 r(p)-- -I
1. THEORETICAL BACKGROUND ko2

In our recent studies of the accuracy of wind speed measure- where r(p) is the gamma function, k0 is the spectrum peak
ments by the Seasat scatterometer [5,6], an error trend wavenumber, and 6=k0h. Equation (2) implies that the
correlated with various measures of sea maturity was found. small-scale roughness, which is not correctly represented by
An explanation of the trend was suggested based on a the form (1) anyway, is smoothed out. With respect to
model of the radar cross section comprised of two com- electro-magnetic scattering, the small-scale roughness with
ponents, the traditional Bragg-scattering component a° and wavelengths under h determines the coefficient V(s) for local
the spike component a- accounting for the contribution of coherent reflection at the faces of large-scale waves which
the intermittently occurring extremely steep waielets. The pertain to the equilibrium range (1). 0 is the incidence
relative importance of the latter component was found to angle.
grow as the degree of wave development increases. This led
us to conclude that the degree of wave development, rather This leads to a simple model for near-nadir backscatter
than the wind speed alone, plays a certain role in determin-
ing b&,ic statistics of the rms slope for gravity-range waves, o V-0)-[exP[-(tan0/y)'] (3)
The equilibrium range of wave spectra, in our view, is not cos'0 1

confined to one of the commonly discussed forms, k- (the
classical Phillips law) or k- 7/2 (the Zakharov-Filonenko spec- in which V(O) is a (presumably, rather weak) function of the
trum). An extensive survey of both theoretical and experi- local instantaneous wind speed and -2 is controlled botn by
mental literature led us to accept a more general form for the mean wind speed and by thc degree of wave bevelop-
the equilibrium range [6,7,8] based on an incomplete- men idtl e as b te incree (hence it inlo1)similarity theory due to Barenblatt and Leykn [1]: ment. Evidently, as this degree increases (hence, p in (1)

grows), the wind dependence of the radar cross section
becomes ever stronger.

F(k,o) = / (1) One goal of the present work is to assess the impor-
tance of the x-dependent bias in altimeter wind measure-

where fi-(z) and #=p(z); U is the mean wind speed at a ments and to make a step towards correcting this bias.
height, say, 10.5 m and z may be interpreted as, for exam- Another reason for this study is a potential capability of a
pie, the non-dimensional wind fetch. T is the angular spread satellite altimeter to indirectly measure the wave develop-
function. For open ocean conditions, parameter u varies ment. The reader is referred to the recent works [7,8] for
from about zero to 1/3, and according to some observations, details of the theory, and to [9] for details of the experimen-
e.g. 10], it can exceed 1/3. It has a simple interpretation as tal approach.
the fractal co-dimension of a small surface patch [81.
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Obviously, these empirical dependences are sufficiently
2. EXPERIMENTAL RESULTS sm.ooth to grant their representation in a functional (for

Geosat altimeter data were colocated with twenty NDBC instance, quadratic or cubic polynomial) form. Functions

buoys conducting autonomous observations in various P(X) and Q(X) would allow one to solve the inverse prob-

regions of the World Ocean. The colocation procedure was lem: given the significant wave height H,/3 and the radar
similar to that employed by Dobson et al. 131. However, we cross section ac%, reported by the altimeter, determine the
inlared nto h anatlyds by Doboe ae. o1 e erm e wind speed and fetch. Two different approaches are possible.
included into our analysis only the cases or equilibrium sea

states for which the theory presented in the previous section 1. The iterative approach.
is relevant. To this end, we browsed through wave spectra

reported by the buoys for each individual case and selected Due to the fact that the radar cross section is much more
the cases in which the spectra had a well expressed equili- sensitive to the wind speeU than than to the fetch, one way
brium range and a single peak. Using the significant wave of solving the problem is envisioned as an iterative process.
height H,,3, wave piriod T and wind speed U data from the Specifically, in the zero-order approximation, the wind speed
buoys, we estimated the generalized wind fetch X and the can be estimated using one of the traditional algorithms,
wind-to-wave speed ratio : such as the Brown smooth model function. The resulting

wind and the altimeter wave height Ify/ can then be used

X 3.4 19 (4) for a zero-order estimate of the generalized fetch (4). Based
U. (on this X, one finds the zero-oider approximation for P(X)
Lo gT and Q(X) and solves (0) for U. This wind represents the

= - (5) first-order approximation, which can be iterated by repeat-
ing the process to obtain higher-order estimates of both

The altimeter wind speeds were estimated using the Brown wind speed and wind fetch.

"smoothed" algorithm [21, and the error 2. Look-up tables.

e = Us - UB (6) Based on (9), the look-up tables to determine the windspeed U as a function of cvs and H1 /2 can be calculated.
was plotted versus , Figure 1. The coefficient of correlation Our work on the development and verification of an

of c with f was found to be 0.51. The measure given by unbise kgoil t delofunton w erepotin a

(5) is based on the dispersion relationship for deep-water unbiased geophysical model function will be reported in a

gravity waves. In 191 this measure was estimated separate publication, for this effort requires a more complete

differently: firstly we calculated the generalized non- data set than that used in the present work.

dimensional fetch:

9y2 (7) ACKNOWLEDGEMENT. This work was performed at the
(7) Jet Propulsion Laboratory, California Institute of Technol-

ogy, under contract with the National Aeronautic and Space

using (4) to estimate X, and then we estimated the wave- Administration.
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Figure 1. The absolute error of tile altimeter measurements
of tile mean wind speed (6), versus the wave development
measure obtained from buoy data using (5). Straighlt line
A approximates tile trenld on thle interval 0 < < 2. Line B
corresponds to > 2, and line C represents tile linlear
approximation 'for the entire range of . 'Tie error trendi for
eachl segmlemnt is ciharacterized by coefficients a and b:

c=a+bf. These are found by linlear re;ression: A:
a~-.6 b~zt2.33; B: a gz-0.75, b O 32; C: aoz-1.74, 6 O 55.
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Figure 2. Wid-speed dependence of tile radar cross section
for one of the gradations of tile generalized wind fetch, X,
defined by (4I). The dashed line represents the empirical fit
described by (0).
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Meteorologists have long known that weather patterns are cyclical in
nature and in many cases these tracks can be accurately forecast within
statistical accuracy. There are, however, many cases when accurate
forecasting is not possible. More investigation of the spatial and
temporal scales of intense weather patterns may lead to a better forecast
method or at least augment the present systems.

This paper presents a study of extreme wind speeds and wave heights
associated with intense weather patterns. Measurements of these
parameters by the Geosat altimeter over a three year period are analyzed
to determine spatial and temporal scales. Scales and movement in the
southern oceans are compared to northern patterns. A discussion is
presented on the potential usefulness of these statistics on forecasting.
For example, in a region where Geosat data reveals a 80 percent
probability of storm formation within a certain area, this region could
be routinely monitored using the altimeter data. The question arises
whether this would be valuable to the meteorological community.
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ABSTRACT Altimetry) System (GLRS) onboard one of the Earth Observing
System (Eos) polar platforms, it Is planned to include satellite

The ctrrent surge of technological change In the fields of altimetry Instrumentation fundamental to the Eos goals and
satellite positioning and remote sensing, espacially in view of the objectives.
coordinated sequence of specialized satellite missions leading to the
Earth Observing System (Eos) platforms in the mid-1990's and Satellite radar altimetry has to date been extensively evaluated
beyond, emphasizes the need to develop modern, quantitative, at longer wavelengths (> 300 kin) for gaining improved insight,
rigorous and integrated methodologies which will make use of for instance, Into:
those missions' unique capabilities. Today spaceborne altimeters
provide height observations to grojnd, ice sheet and oceanic * the global characteristics of the geopotential
surfaces with precision of centimeters. These data can be directly
related to measurable gravity changes and be used for the mapping * the geophysical and geological Interpretation of gravity
of density contrasts of the upper crust and for detecting geological across oceanic ridges
features with distinctive signatures in either their topography,
gravity fiold or spectral reflectance. • the thickness and rigidity of the crust

In recent work we have beei investigating the potential o isostatic mechanisms
utilization of satellite altimetry in the area of petroleum
exploration. In this paper we prrsent a brief outline of the state- and other analyses related to geophysics and geology. However, the
of-the-art in the instrumentatio and specialized treatment of the direct applicability of spaceborne altimeters for locating earth
data required in order to extract such Information out of the resources has been by far a subject of speculation with little
information content Of thd altimetry measurements. The comprehensive treatment found In the literature. This is mainly
methodologies involved in extracting significant Information In the due to the fact that for the purpose of locating earth resources,
high frequency component of existing satellite altimetry data are analysis of gravitational wavelengths of a few tens of kilometers
summarized in an attempt to illustrate how these procedures or less must be undertaken. Up until recently, these short
bring forth a completely new sourct of geophysical information wavelengths have not been extensively evaluated from altimetry
that can be used in an integrated mnner with the results from data due to their proximity to the threshold of resolution of the
other prospecting tools in the endeav' ur to acquire as much altimeter Instrumentation Itself and the specialized treatment of
geological understanding as possible for features of economic the data needed to extract this type of Information out of the
significance. Information content of the altimetry measurements. The latter Is

spanning the entire spectrum of the gravity field signal up to a
resolution limited by the altimeter's accuracy, surface footprint

1. INTRODUCTION and data density. The sea surface heights measured directly by
spaceborne altimeters also contain information of non-

Satellite allimetry is a techniqbe that has been with us for gravitational nature such as sea state, eddies, ocean currents and
more than a decade. GEOS-3 and SEASAT, the first truly useful tides which need to be eliminated in order to arrive at a static and
altimetric satellites, collected data in the period 1975-.1978 time independent sea surface. Essentially the shape that the sea
leading to a great deal of advancements, especially in tne areas of surface would have, If It were completely at rest and not disturbed
oceanography and th, knowledge of the gravity field. These by waves, tides, currents etc., would conform to the equipotential
achievements are sun rized in a number of dedicated issues of surface of the earth's gravity field known as the geold.
the Journal of Geophys'cal Research (AGU, 1979; AGU, 1982;
AGU, 1983). 2. SATELLITE ALTIMETFY AS GEOPHYSICAL TOOL

The latest allimetric mission, GEOSAT, is In progress since
March 1985. To date over 2 years worth of GEOSAT altimetry data The usefulness of altimetric measurements for geophysical
is availaule to civilian scientists. This is the data set released studies has been reviewed by the U.S. National Research Council
following the November 1986 do-classification of the mission by (1979); In their findings Is pointed out that such measurements
the U.S. Navy The preliminary assessment of GEOSAT results can make major contributions to geophysical problems. Because
indicates that this latest data set is of very high quality the global dynamic sea-surface topography shows up as a signal
approaching a precision of 3 cm (McDonathy and Kilgus, 1987) with an amplitude of 2 m at the most, superimposed on geold
and hence likely to yield exciting new results. In the near future, undulations of up to about 100 m in amplitude (relative to a
the Ocean Topography Expenment (TOPEX) satellite, the Earth reference ellipsoid) extending In wavelengths of a few to thousand
Resource Satellite (ERS-1), the Geoscience Laser Ranging (and of kilometers, it Is clear that satellite altimoters observe
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primarily the gravitational field and only secondarily other regard to the possibilities and limitations of the current
geophysical processes such as tides and ocean currents. processing techniques.

Short wavelength anomalies in the geoid arise from shallow 6.tellite Altlimetry Data Reduction
variations in the distribution of mass In the earth's crust which
have been shown to correlate well with the topography of the ocean Satellite altimetry data is contaminated by many errors. The
floor and of shallow crustal structures. This observed response to measured height of the altimeter above the Instanteneous sea level
topography contains information about the compensation at the instant of the measurement contains unmodelled
mechanisms as well as the relative densities of the loads (e.g. instrumental and propagation errors, as well as the effect of
seamounts) and underlying mantle. Satellite altimeters like those waves within the footprint area of the radar (which Is typically of
flown on SEASAT or GEOSAT, and more so those planned for TOPEX, the order of a few kilometers for the SEASAT- or GEOSAT-type
ERS-1 and GLRS, can resolve short wavelength geoidal features altimeters, and of the order of a few hundred metres for the GLRS
with an accuracy of a few cm and with a resolution of some tens of laser altimeter). In practice, ice floats or small islands also
km. Hence they can be used to observe the geoid effects of features contaminate further the radar reflections. The data must then be
such as seamounts, fracture zones, ridges, trenches and processed through a set of smoothing and editing algorithms and
bathymetric swells associated with hot spots. Conversely, filtered to remove errors caused by atmospheric effects,
altimetry-derived estimations made for sea floor topography instrumental and known sea-state dynamic effects and other types
should further contribute to understanding the contributions of of "noise" of wavelengths foreign to thu task of undulation
the near sub-surface, thus allowing the study in detail of that signature detection (Berube et al., 1988). For Instance, temporal
addit'onal high-frequency information found in existing altimetry effects in the data may be investigated by comparing spatially
data and the results of correlating the produced geoidal maps to collinear or repeat altimetric profiles and by constructing
otfshore areas of known hydrocarbon accumulations. differenced time series, i.e. point-by-point differences of sea

surface heights collec;ed over several such passes. These
Salt domes are of particular interest and therefore of high differenced series will consist mostly of noise, since the time

economic importance in the exporation of oil because they deform invariant part of the signal of interest, I.e. the geoid, nearly
the surrounding sediments yielding a place for ot to accumulate. cancels out when the difference profile is computed from passes
This premise is supported by the fact that a large fraction of the separated by less than 2 km. Hence it is possible that features
existing off-shore oil fields are located in regions containing salt which are seen to vary in time can be removed (or greatly
dome structures. The latter have vertical juxtaposition of reduced) by averaging the coincident data sets or removing linear
material having strong density contrasts, i.e. the salt (halite) trends from the altimetry profiles. Indeed, this approach has been
vis-A-vis the surrounding material (sediments). The lateral shown to be very effective for providing sea surface
density variation is particularly visible from an analysis of the measurements of high accuracy and resolution without the need for
resulting changes in the gravity field measured in tIi9 vicinity of precise geoid or orbital information.
these domes. Unfortunatelly, salt domes are a geolog'cal formation
existing in limited regions over the earth's surface. Their Of quite different nature, long-wavelength errors in the
formation requires tectonically stable ;egions along the marging altimetry data are due mostly to radial orbit errors. Precision
of the continental plates or in areas which were covered by large, orbit determination for the altimetry satellites has been limit-id
shallow inland seas. Such areas are further restricted to those primarily by inadequate global tracking, errors In the various
regions having had an environment conducive to the formation of dynamic models and in particular in the Earth's gravity model
oil bearing stratum, i e. having been the site of accumulation of These errors reveal their presence a.. differences between
the remains of prolific marine life during the mesozoic, or (more ascending and descending passes at their respective crossover
rarely) in earlier periods. Despite such areal restrictions, points. Cross-over minimization techniques are commonly
however, the total remaining regions of interest still vastly applied to compute mean sea surfaces from satellite altimetry.
exceed the capabilities of exploration using standard surveying This type of crossover adjustments is an essential element of the
techniques (e.g. marine gravimetry). In this regard, while data analysis since this type of approach provides the opportunity
considerable information already exists about the geological to obtain a highly self-consistent data set and to exercise
structure of the offshore continental margins, this information is statistical selectivity, thereby reducing the adverse effects of
incomplete and insufficient in itself to completely define the scope orbit misalignment in the processing of the atlimetry data. In the
of oil exploration investigations. Yet the volume and quality of near future, it is expected that because of further anticipated
satellite altimetry information is rapidly increasing and the cost improvements in the earth gravity field and other dynamic models
effectiveness of such remote sensing capability is such that areas until 1990 and the use of GPS tracking concepts involving a GPS
lacking indepth geological information are worth evaluating receiver on the spacecraft and 10-15 dedicated tracking stations
neverll.ess, since the location of geoldal signatures of interest on earth (Young et al, 1988), the radial component of the orbits
would provide important information for detailed in situ of future altimetry satellites like TOPEX may be computed with an
investigations. accuracy of 20 cm or better.

1. GRAVITATIONAL SIGNAL ANALYSIS PRINCIPLES Geold Signatures of Oil-related Geological Structures

In order to explore the satellite altimetry capabilities for Large lateral density variations as those found betwen the
detecting geophysically interesting geological features, there are geological structures of interest to oil oxploration and the
two major aspects of analysis that are necessary: surrounding material result In differential changes in the local

gravitational potential given by
(a) the development of appropriate processing techniques to

eliminate various errors and measurement outliers from the BV(P) - k f V (Sp(O) / dp0 ) dV (1)
satellite altimetry data;

(b) the construction of a nodel of the geological signatures to where the integration is carried out over the volume V of the

be located in the altimetry data in conjunction with a statistical dome, 8p(O) is the density contrast at Q, dpQ Is the distance
model of altimetry data in the absence of a given geological between P and 0, and k is the gravitational constant. The
signature (be it a salt dome, a seamount, etc.). gravitational signal in the corresponding gravity anomalies Ag's

The following brief discussion outlines the major is strongly related to the variations in the structure, depth and
considerations involved in each of these aspects, particularly with dimensions of the geological structure. The geoid signal revealed

by satellite altimeters may be used instead of gravity for
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important aspects of these studies. This Is because the Fourier Definition of Soectral Characteriatlcs of Altimetry data
transform Fg of the vertical component of the gravity field Is
directly related to the Fourier transform of the FN of the geold In addition to the models of undulation signatures associated
undulation by the simple relationship with specific geological signatures such as salt domes, their

detection In altimetry data requires a spectral model of the
FN - /I (G IkI) (2) altimetry system characteristics. This requirement necessitates

FN  from two reasons: (i) different altimetry system characteristics
are mapped onto the magnitudes of the studied co-geoldal

where G is the mean value of gravity (9.8 m/sec2 ) and k - 2n% signatures, thus effectively limiting the level of detectability of
denotes the wavenumber associated with undulations of wavelength specific structures having specified characteristics; (11) knowing
X. In simple terms, the spectral relationship between gravity the spectral characteristics of the altimetry data Is the only means
anomalies Ag and the geoldal heights N is given by that can yield to the design of filtering techniques which make

possible the detection of small signals of known form (i.e. salt

Nn - (RIG) [ Agn / (n-1)] (3) domes) In the background of the altimetric measurement noise.

The noise spectrum Sn() of the altimetry measurernenl can be
where Ag n and Nn are the n-th degree harmonic of the gravity conveniently estimated (again) from repeat arcs from the power
anomalies and geoid undulations respectively, and R is the mean spectrum density (PSD) of differenced time series, 1 2, I.e.
radius of the earth. From (3) is evident that the geoidal heights
have the same spectral content as do gravity anomalies, except that St ";2 (f) - 2 Sn(f) (4)
the amplitude of the geoidal heights as scaled by a factor (n-1)" I
which results in a reduction in amplitude with increasing degree.
To date the distribution of ground tracks from GEOS-3, SEASAT where C1and C2 are the repeat arc segments (Marks and Sailor,
and GEOSAT has achieved a sufficient density in most parts of the 1986).
world oceans, making a relatively complete survey of salt domes
and related geological features possible. This raises the possibility For the purpose of detection of salt domes or related geological
that satellite altimetry data should, in their own right, be used to structures, having characterized the spectral model for the
map changes in the potential surfaces when the high-frequency altimetry data at a given geographical region, the residual
spectrum of the geoid is sought as in the case of hydrocarbon altimetry data series D(t) at time t along a specified subtrack can
prospecting applications. be modelled as a noise process to which salt dome signatures are

added at unknown locations. That is,
Detection of specific geological features to be sought in the

altimetry data requires that the spectral signatures of a large D(t) = N(t) + SD(t-t o ) (5)
number of possible configurations of these features be known.
That is, the sought undulation signature after regularization-i.e. where N(t) is a Gaussian random process modelling the altimeter
after the standard reductions made to altimetry data to remove the noise, and SD(t) is a salt dome undulation signature centered at
effects of anticipated (modelled) gravitational signals due to sample time to. To detect the presence of a salt dome signature In a
topography (bathymetry), isostatic compensation, and reference
gravity field variations-must be known either from prior sample data set DS, a statistical hypothesis test is performed; I.e.,
experience or be adequatedly modelled. A similar approach was a null hypothesis Ho that the salt dome signature Is absent, I.e.
applied by Schwank and Lazarewicz (1982) and White et al.
(1983) for the detect,)n of seamounts and for subsequently Ho: DS(T) - NS(i) (6a)
inferring about the underlying compensation mechanisms.
However, it should be realized that such detection is much simpler is tested against an alternative hypothesi3 H(SD,T) that a specific
than relating the results to the physical properties of the salt dome signature occurs at timer
signatures-which is the main purpose of using such a technique as
a geophysical tool. This is because if, for instance, salt domes H DS (r) - Ns(tr) + SDs('1-to). (6b)
signatures are to be sought in the data, a family of all possible salt
dome gravitational signal signatures must be defined first as afunction of: The correlation analysis of the residual geoid (i.e. after error

elimination and geold regularization corrections) reflected by the

• the depth of the dome below mean sea level (0 to 10 kin), satellite altimetry data and the sought salt dome signatures,
involves the computation of a linear response function and allows

" the width of the dome (1 to 40 km), to determine the likelihood that a given signature is present in the
sample data set. The theory governing the design and performance

" the cross over depth of the surrounding sediments (500 to of matched filters is well known from the communications and
2000 m), signal processing literature. For this reason we shall refrain

from all discussion concerning the derivations and properties of

" the composition (density of 2.4 to 2.9 g/cm3) and the algorithms and simply outline the steps involved.

thickness (0.1 to 2 kin) of the cap reck, and First, the Fourier transform 8, (f) of the salt dome

* the density of the surrounding material (1.7to 2.9 signature SD(t) and the power spectral density Sn(f) of the
g/cm 3 ). random process that describes the altimetry data noise is used to

estimate the transfer function
This is usually the resu!t of a standard parametric study which

anticipated magnitude of various types of signatures which must
be isolated (detected) in the satellite altimetry profiles. The second step is to compute the output 0 F (f) of the

detection filter defined by the Fourier transform

, T" (f) - X (f) 0 (f) (8)
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where Z (f) is the Fourier-transformed track of satellite Meeting of the American Geophysical Union, San Fransisco,
altimeter data D(t). In the last step, the transformation of the Dec.
detection filter output in the time-domain is relatively
straightforward through an inverse Fourier transform Marks, K.M. and R.V. Sailor j1986) - "Comparison of GEOS-3 and

SEASAT Altimetor Resolution Capabilities", Geoph. Res.
DF(t) - F:-1{ -1 (f) (9) Lett. 13, pp. 697.700.

McConathy, D.R. and C.C. Kirgus (1987) - "The Navy GEOSATIn practice, these steps are naturally implemented following the Mission : an overview", John Hopkins APL, Tehnical Digest,
usual discretization of the Fourier transforms as a consequence of Voln 8, No. 2.dealing with limited data samples. The performance of the
detection filter can be described in terms of the significant level National Research Council (1979) - "Application of a dedicateda (i.e. the propability a of rejecting Ho when, in fact, Ho is true), gravitational satellite mission, Panel on Gravity and Sea
and the expected false alarm rate P (i.e. the propability A of Level, Committee on Geodesy, Washington, Nationalaccepting Ho when, in fact, Ho is false). Evidently, increasing a Academy of Sciences.
(desirable) leads to an increase in A (not desirable), so that a
compromise is reached by choosing (usually based on experience) Schwank D.C. and A.R. Lazarewicz (1982) - "Estimation ofa detection threshold that yields the smallest 0-type error for the Seamount Compensation Using Satellite Altimetry", Geophys.same significant level a. The likelyhood of false alarms is Res. Letters , Vol. 9 (8), pp. 385.388.
quantified by the statistics of the detection filter itself (e.g. therms signal to noise ratio assumed by the detection filter output). While, J.V. , R.V. Sailor , A.R. Lazarewicz and A.R. Schwank
These may vary from region to region (or even from track to (1983) - "Detection of seamount signatures in SEASAT
track), the choise of a particular (salt dome) model signature, the altimetry data using matched fillers", Journal of Geophysicaldata sampling rate and the off-track distance of the given lodel Research 88 (C3) pp. 1541-1551.
signature from the closest approach of an altimetry track. Hence,
experimental results with known geological structures need to be Young, T.P., G.F. Undal and C.H. Uu (1988) - "The Role of GPS in
carefully analyzed before attempting detection of specific model Precise Earth Observation", Proc. of the IEEE Positionsignatures with unknown characteristics in unknown locations. Location and Navigation Symposium, pp. 251-258.
However, this is not considered a serious drawback of the
technique considering that the redundancy offered by the numerous
altimetry tracks available to date in all parts of the world's oceans
can help resolve any ambiguities that one may encountered In the
course of such computations.

SUMMARY

In the previous sections, we have outlined in some detail the
procedures currently applied by our group to explore the present
capabilities of satellite radar altimeter data when used in the area
of petroleum exploration. The analysis techniques as described
above are being applied to areas of known hydrocarbon producing
areas with quite encouraging test results. Present analyses have
concentrated in the area between 400 to 500 of the east coast of
North America (a region rich in diapiric salt structures and
seamounts (giving positive gravity anomalies) both bur:od within
the continental midgeocline and on the abyssal plains beyond the
shelf); the Gulf Coast with the submarine Campeche and Sigsbee
knolls believed to be due to diapirs; and the North Sea with its
wealth of salt diapirs and the fault-bounded graben and igneous
centres. Evaluating the available satellite altimetry data in the
vicinity of regions of known geologic characteristics currently
serves as "ground truth" at this stage of our analysis, and provides
additional input to the aforementioned methodology. Complete
results of these analyses will be reported in the near future. It is
planned that these findings be integrated with the results from
other prospecting tools in the endeavour to acquire as much
geological understanding as possible of a hydrocarbon prospect.
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Continuous surface layer turbulent wind measurements
were made in the NORCSEX region from a forward mast on the
R/V Haakon Mosby from 3 to 27 March 1988 and from a buoy for
a 40 hour period from 8 to 10 March. Turbulent kinetic
energy dissipation rate estimates, derived from variance
spectra of hot-film sensed wind fluctuations, were used
with data describing the surface layer thermal stability to
calculate the wind stress. The friction velocity (directly
derived from the wind stress) versus wind speed is the
emphasized atmospheric parameter in interpreting recent
remote sensing parameters, e.g. Keller et. al (JGR, 1985)
and Li et. al (JPO,1989). Friction velocities were obtained
in the NORCSEX remote sensing experiment to examine effects
of atmospheric forcing on surface wave modulation mechanisms
affecting SAR and Scatterometer backscatter. Thermal
stability was one of the factors presented by Keller et. al
as being critical to explaining non-linear relationships
between scatterometer measured parameters and the surface
layer wind speed.

Interpretation of the friction velocity (wind stress)
results are on the appropriateness of open ocean derived
drag coefficients for the NORCSEX region and on the
relationship between ship and bucy measured friction
velocities and scatterometer backscatter parameters.
Previous coincident "dissipation" derived surface wind
friction velocities values and radar (L and ku band)
measured parameters were obtained by our group off the US
vest Coast (Geernaert et. al, JGR, 1988) and in the west
North Atlantic (Li et al, JPO, 1989). Those results
indicate that friction velocity (wind stress) values are
better than wind speed values for explaining radar sensed
changes of surface properties. The better correlations with
friction velocity (wind stress) than with wind speed for the
North Atlantic "open ocean" and west coast "coastal"
locations are believed to occur because of sea surface
temperature fronts and of coastal influences on the wave
field, respectively.

The combined NORCSEX friction velocity and remotely
sensed results should yield quite good information, in
comparison to the previous results, because of more complete
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descriptions of local wave fields and currents and the
greater variations in wind forcing intensities. For the
NORCSEX region we found the wind speed dependence of the
neutra.L drag coefficient to differ, 20 to 30% larger, from
thdt formulated by Smith (JGR, 1988) and which is often used
for open ocean applications. For remote sensing, the
relation between friction velocity and backscatter values
obtained from a ship mounted scatterometer (X, C and L band)
is best described by two linear segments where the
subgroups correspond to wind speeds less than 6 m/s and
greater than 8 m/s. These results relating backscatter to
wind forcing, with a breakpoint near 8 m/s, agree with those
presented by Keller et. al.

References:

Geernaert, G.L., K.L. Davidson, S.E. Larsen and T.M.
Mikkelson,1988: Wind Stress Measurements During the
Tower Ocean Wave and Radar Dependence Experiment, J.
Geophvs. Res., 93, 13,913-13924.

Keller, W.C., W.J. Plant and D.E. Weissman, 1985: The
Dependence of X-band Microwave Sea Return on
Atmospheric Stability and Sea State, J. Geophys. Res.,
90, 1019-1029.

Li, F., W. Large, W. Shaw, E. Walsh and K.L. Davidson, 1989:
Ocean Radar Backscatter Relationship With Near Surface
Winds: A Case Study During Fasinex, J. Phys. Oceanogr.,
(in press).

Smith, S.D., 1988: Coefficients for Sea Surface Wind Stress,
Heat Flux, and Wind Profiles as a Function of Wind
Speed and Temperature, J. Geophys. gas.-, (in press).



1084
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ABSTRACT SAR is then presented. Exponents relating the
scattering coefficients (o) to wind speed are then

During March 1988, active microwave radar calculated for the L-, C-, and X-band coincidentally
coefficient measurements were made from a ocean going collected radar data.
research platform during a wind-wave-current field
experiment on the Norwegian Continental Shelf 2. DATA SETS
(NORCSEX). Radar backscatter data were collected at The location of the March '88 NORCSEX investigation
1.5, 5.25, and 9.38 GHz for incidence angles 200 to is shown in Figure 1. The remote sensing,
80' and with both like and cross polarizations. One meteorological and oceanographic data coll cted during
of the primary objectivcs of this study was to NORCSEX is summarized in Table 1. The remote sensing
investigate the abililty of SAR to image ocean surface data included the ship scatterometer, the C- and X-
features caused by current fronts and eddies in the band SAR, the NOAA satellite Advance Very High
moderate circulation regime off the Norwegian codst. Resolution Radiometer (AVHRR) imagery, the GEOSAT
In addition to supporting the SAR imaging aspects of satellite altimeter, and DMSP satellite Special
the study, data were acquired for use in the study of Scanning Microwave Imager (SSM/I).
the backscatter response of a wind driven sea. I o 1o" ':

Detailed sea truth and meteorological characteri-
zations acquired spatially and temporally coincident\
with the scattering measurements, and SAR imagery 70'' a
allows the examination of the influence of wind speed,
wind direction, and sea state on radar cross section.

1. INTRODUCTION
In preparation for the 1990 launch of the first

European Space Agency (ESA) Earth Resource Satellite
(ERS-1) which will include a C-band synthetic aperture
radar (SAR), a two week wind-wave-current
oceanographic field investigation was conducted during
March 1988 along the Norwegian Continental Shelf known - 6

as the Haltenbanken. A primary nhjective of this
Norwegian Continental Shelf Experiment (NORCSEX) was
to investigate the capability of SAR to image ocean NORCSEX
surface features associated with current fronts and study area
eddies in the moderate current regime off the
Norwegian coast. Secondary objectives of the study
were to assess the potential of a C-band SAR to -ce %d-
measure ocean surface wind and waves. - -

In support of the SAR Imaging aspects of the r, o
study, data were acquired to study the microwave Norway
backscatter response of a wind driven sea. A three- -j

frequency four-channel scatterometer operated from the
research vessel HAKON MOSBY collected microwave date
at frequencies centered at 1.5, 5.25, and 9.38 GHz
(L-. C-, and X-band, respectively), with incidence
angles from 200 to 80

° , and at like and cross linear . A
polarizations. The scatterometer collects microwave 7n
data in a real-aperture mode, and thus is not A 551
dependent on platform motion (i.e., Doppler effects)
as in the case of the SAR.

In this paper the L-, C-, and X-band scatterometer
data collected during NORCSEX is first described.
Data collected over a meteorological and oceanographic Figure 1. Location of the Norwegian Continenl
front that was imaged coincidentally with the C-band Shelf Experiment Study Area
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Table 1. OVERVIEW HALTENBANKEN EXPERIMENT 1988
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k. P-,.,,d IW6M L. k.S. * A b w OI.

The meteorological measurements and data
assimilation were conducted during the entire NORCSEX
field investigation period. Time series of surface i
layer meteorological data from ship mounted sensors
and profilers of temperature, humidity and vector wind
from rawinsondes were obtained. Surface layer wind
fluxes (i.e, dragg coefficients) were obtained from
ship mounted hot-film and the use of miniature cups.

The oceanographic sea truth was obtained by the use
of a ship mounted thermistor (sea surface
temperature), a towed undulating SeaSoar (salinity and ..
temperature from the surface to 250 m), and the ship
mounted 150 KHz Acoustic Doppler Current Profiler
(ADCP). The ADCP provides a measure of absolute
current every 5 m from the surface to near the ocean
bottom.

3. SCATTEROMETER OBSERVATIONS
During this investigation the L-, C-, and X-band

radar scatterometer was mounted on the starboard side
of the wheelhouse of the R/V HAKON MOSBY (Figure 2).
Detailed scatterometer system specifications have been
included In Table 2. It was positioned as far forward
on the ship as possible and pointed slightly forward
of where the ship generated bow waves are produced. Figure 2. Three - Frequency, Four- Channel Scatterometer
Thus, the effects of the bow generated waves were Operated at 1.5, 5.25, and 9.38 GHz, at Angle From
minimized. Bow waves which interacted with the 20 to 800, and Like and Cross Linear Polarization
ambient ocean wave field did however, break near the
ship creating minimum observation angles of incidence
which were sea state dependent. Calm conditions
allowed observations at incident angles as small as 20
degrees, where as, in the extreme wave cases minimum Table 2. SCATTEROMETER SYSTEM PARAMETERS
angles were between 40 and 50 degrees. Ship roll and
pitch motions were recorded as part of the data stream
and when they were great enough to cause the Parameter L-Band C-Band X.Band
backscatter returns to fall outside of the radar
intermediate frequency processing filter, these data
were noted and not included in the averdging process. Ft,~y,(Gl t 150 525 528

To date, 2 and 10 minute averages have been processed. wsv.iwo() 200 57 3.2

As the ship transited through the oceanographic PO. V V.H"-
features and wind fields, four channels of backscatter
data and a visual time-encoded video record were I0ww A
acquired. HgN (m) 1o

Radar observations at L-VV, C-HH, X-VV and X-VH or *()@0 2.1 07 0.7

L-HH, C-VV, X-VV and X-VH were made as the ship
transited through ocean fronts and internal waves. 350 525 575

The 'S etter refers to the radar frqec used,
while the VV, HH, and VH denotes the transmit and Poiwl0 12 12

receive polarizations. For example, VH indicates a , ,r(e.,,,W . in tao 126

cross polarization measurements where vertical Ahl±o A r 110 1.o 0.

polarization was transmitted and horizontal received.
The range of meteorological and oceanographic 4.0 ,W
conditions that occurred during the period of ooko coon 00118

scatterometer observations 5 to 18 March are
summarized in Table 3. .Au t s 01bW%"
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Table 3. Range of Meteorologic and Oceanographic An interesting data collection took place on
Conditions During Scatterometer Observation 17 March In which fluctuations in wind speed of 2 to
Period 5 to 18 March 13 m/s were experienced during a ten hour period as

the ship transited an oceanographic/meteorological
w"sped(15m) oo2MA ,oh gusts to30 front. Sea temperatures ranged from 50 to 86C while
Tmpwfo.*A.r(15m) .0,o.6"C the air temperature was 36C. The air-sea temperature
Teomo Sea (Surface) ?Cto7'C difference (T = Tair - T,,,) ranged from -2C to -5'C

producing unstable conditions since T <-20 C. A
Wayeto"M(H1/3) tlo10mo'002.4m yp: gravity wave swell traveling in the same direction as

S**wao ISO o 0 Mthe wind with 2-4 m significant wave height was
present during the scatterometer observation. The
wind and wave direction with respect to the radar was
approximately 900 (i.e., upwind/downwind look
direction). In Figure 4a, the L-, C-, and X-band

An example of an ocean front observed on 13 March radar scattering coefficients measured during this ten
is showmn in the photograph provided in Figure 3. The hour period are shown as a function of time. The wind
temperature gradient for this front was +20C and was speed and direction measured coincidentally with the
created at the boundary between warm Atlantic Ocean scatterometer at a height of 15 m is shown in Figure
water (T-7"C) and the colder Norwegian coastal water 4b. These figures visually shows the correlation
(T-5"C). The photograph illustrates the importance of between wind speed and radar scattering cross section.
sea surface temperature on the small scale surface Features that are instructive include the general
roughness. Backscatter angular and polarization increase in cross section as wind speed increases, the
response measurements were made on each side of this hysteresis associated with wave decay after a
ocean frontal feature. Quad-polarization measurements reduction in wind speed, and the change in the
(VV, VH, HV, AND HH) were made at L- and C-band and scattering coefficients of 10-13 dB for an increase in
dual-polarization measurements (VV and VH) at X-band. wind speed of 3 m/s to 13 m/s.
Seven leg star patterns were made to address wave and
wind aspect angle dependencies.

-10'

, i • x~w sc
-20- .VS

II

-30
50 1OI 20

Time

Figure 4a. Radar Scattering Coefficient at L-, C-, and X-band
Measured While Crossing an Ocean.Meteorological
Front on 17 March

14"

12-

Figure 3. Example of an Ocean Front which wac Trani.ited on -
13 March. The Temperature Gradient was 2 °C. ,. so

The Front was Created at the Boundary of Warm
Atlantic Water (7 °C) anrO Colder Coastal Water ( 5 °C).

01
5 0is20

Ti'me

Figure 4b. Wind Speed Measured From Ship While Crossing
an Ocean-Meterorological Front on 17 March.
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It is also interesting to report that a response .10
identical to that of the C-band scatterometer was Y. .32815.12 , R.06

observed by the SAR 5.6 GHz data. During this period
a rapid transition from a spatially large region of
weak returns where winds were calm (<3m/s) to strong
radar returns where the winds greatly increased (>10 .,5
nmu .) produced a 10 dB difference in backscatter
intensity for these two regions [reported by Shuchman
ec al, 1989, these proceedings]. The ship transited
across this front about 30 minutes after the SAR and
noted this change in wind speed immediately prior to A
crossing the ocean front at 11 GMT. The wind friction
velocity (U') can be related to dragg coefficient (Cd)
and true wind speed (U) by the following expression

U* = Cd1/ 2U (1) .25-

In this case U* changed from 0.1 to 0.5 m/s across
this front illustrating the important difference in
sea surface roughness. ..WSC

The radar scattering coefficient a* has
historically been related to wind speed through a 2 1 ,2
transfer function of the form

.10"

a'(U) = CU7  (2) y. .33.,1643 A.0 5

where U is related to the surface wind vector, C the
scaling coefficient, and y the wind vector exponent.
In addition to the local wind vector, the radar .1
scattering coefficient can be additionally influenced
by a array of other environmental parameters which
include wave slope, sea surface temperature, air-sea
temperature difference, and surfactants [Donelan and
Pierson, 1987; Plant, 1986]. In Figure 5, the radar A 0
scattering coefficients at L-, C-, and X-bands are
shown as a function of equivalent 10 m (height above . .

the ocean surface) winds. Forty ten-minute intervals
were used in producing these plots. All three
frequencies produce approximately the same scaling s5
coefficient, but yield different wind vector exponents
and correlation coefficients (i.e., they range from
0.6 to 0.8). Exponents increased with increasing
frequency and ranged from 1.30 to 1.76. .* m

Keller et al [1989] reported data collected from a 2 t 1
tower situated in the North Sea for C-VV and an
incident angle of 45° which showed a response very .10
similar to the NORCSEX observations. The radar cross- y..U413+17Ms A.080

sections ranged in value from about -24 to -15 dB for
a change in wind speed of 2 to 10 m/s. For this same
change in wind speed, our scattering coefficients
ranged from about -26 to -17 dB. Recall the NORCSEX .1s
C-band measurements utilized HH polarization. This
change in polarization from vertical to horizontal is
sufficient to account for the observed difference.
The agreement in absolute level is reasonable and each
set of measurements produced a 9 dB change in cross- 0

section for this wind speed difference. The computed
wind vector exponent for the results reported by Ar
Keller was 1.50. In our case, the exponent is 1.64. '

4. SUMMARY s
A wide range in meteorological and oceanographic

conditions with respect to winds, waves, temperatures
occurred during NORCSEX. Several distinct moderate to
high wind- (greater than 10 m/s) events were I
encountered as well as low wind conditions (2-4 m/s). .
Preliminary analysis indicates excellent correlation 2 62 8 0 IS

between variation of observed wind conditions and drag
coefficients and variations of shipboard and aircraft
remote sensing data. Future efforts will be directed Figure 5 ,o8l,8
at examining the relationships between wind stress, RadarScattering Coefficients Measured on 17 March atL-VV,
sea surface temperature, stability, sea and swell on
remote w;nd vector determination. C-HH, and X-VV are Shown as a Function of Equivalent 10-m

Winds.
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ABSTRACT
Calibrated marine radar sea echo samples were collected during NORCSEX on
the Haken Mosby research vessel to study the dependence of sea scatter
statistics on wind speed and wind stress. Measurements were made aboard
ship of wind stress using the dissipation method with hot-wire anemometers.
Using recorded ship heading and relative wind direction, the effects of flow
distortion due to winds passing across ths hull of the ship from the rear
relative to the forward mounted instrumentation were eliminated by
neglecting data for these geometries. Rader data were collected over a full
360 degrees, within a radius of one kilometer. The peak radar clutter
direction was determined from the radar data and a sector 30 digrees either
side of this direction was chosen for comparison, This peak clutter
direction was not always aligned with the wind, particulary after a change
in wind direction, as had been observed previously in FASINEX and in an
experiment conducted in the Pacific Ocean. Cumulative distributions of
samples were determined for eigth different sets of range bins, the center
bin of which defined a grazing angle, between 0.35 and 3.5 degrees. Two
Waibull model distributions were fitted to each data set, one associated
with sea spikes and the second with a distributed scattering mechanism.
Median backscatter level for each grazing angle are determined, which is
independent of any model fit, as well as sea spike parameters, which have
previously been shown to correlate with white cap coverage. Peak clutter
directions are compared with wind directions and primary wave directions
measured by pitch and roll buoys in the test area.
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ABSTRACT The SMMR on board the Nimbus 7 was
launched in October 1978 for the purpose of

Data acquired with the Defense Meteoro- determining the utility and precision of ob-
logical Satellite Program (DMSP) Special Sen- taining on a global basis information on sea
sor Microwave Imager (SSM/I) during the Nor- ice coverage, near-surface oceanic winds, sea
wegian Coastal Sea Experiment (NORCSEX) in surface temperatures, atmospheric water va-
March 1988 have been utilized to estimate por, and cloudiness (Gloersen et al., 1984).
scalar winds in the Noriegian and Greenland Also, snow water equivalence and soil mois-
Seas. The algorithm for calculating these ture were some of the terrain parameters to
winds was first developed for the Nimbus-7 be studied. All of the algorithms for esti-
Scanning Multichannel Microwave Radiometer mating these parameters made use of the mul-
(SMMR) in order to investigate scalar winds tispectral, dual-polarized radiances measured
during the Polar Lows Experiment in February by SMMR, tep channels in all at the five
1984; the coefficients in this algorithm have wavelengths 0.8, 1.4, 1.7, 2.8, and 4,6 cm.
been tuned to accommodate differences in the In particular, a prelaunch algorithm was de-
SSM/I and SMMR instruments. veloped for obtaining near-surface scalar

winds on a global basis (Wilheit et al.,
1983). This algorithm makes use of four of
the ten SMMR channels, including the 2.8 cm
channels with nominal footprint sizes of
about 100 Km. While this algorithm works
satisfactoriLy at distances of 300 Km or more
from land or sea ice, it is poorly suited for
estimating winds in the polar regions near

INTRODUCTION land or the ice edge, and tends to wash out
the details of polar low events which are

Passive satellite radiometric data are smaller in scale.
utilized to calculate scalar surface 'winds
over the polar oceans. The method is appli- The alternative algorithm utilized in
cable at high latitudes because the air is this paper was designed specifically for the
relatively dry, and the corrections for polar regions which utilizes ratios of a dif-
cloudiness and rain are possible withQut in- ferent combination of four channels, at 0.8
curring excessive errors. The data source and (in the case of SSM/I) 1.55 cm, and sub-
was the Defense Meteorological Satellite Pro- sequently yields valid estimates closer to
gram (DMSP) Special Sensor Microwave Imager land and sea ice boundaries. Restricting the
(SSM/I) during the Norwegian Coastal Sea Ex- estimates to polar regions minimizes the in-
periment (NORCSEX) in March 1988. These data terference from atmospheric water vapor fluc-
were utilized to estimate scalar winds in the tuations. At this point in time, the algo-
Norwegian and Greenland Seas. The algorithm rithm for SSM/I has not been tested against a
for calculating these winds was first devel- statistically significant data set. This pa-
oped (Gloersen et al., 1989) for the Nimbus-7 per represents a status report on the ongoing
Scanning Multichannel Microwave Radiometer algorithm development.
(SMMR) (Gloersen and Barath, 1978) in order
to investigate scalar winds during the Polar
Lows Experiment in February 1984. PHYSICAL BASIS FOR THE ALOORITHM

Radiation emanating from the ocean sur-1Support for this work was provided by face in the microwave regime can be described
the Office of Naval Research under reim- by the Rayleigh-Jeans approximation to the
bursable document No. N0001488WM22006. Planck radiation law, i.e. the radiated power

is linearly dependent on the sensible temper-
ature of the radiating layer. Thus, mi-
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crowave radiance is commonly given in units
of degrees kelvin and referred to as bright-
ness temperature. The radiance also depends W = WI*(PR - W0 ) + W2*(DP - L0 ) (knots) (1)
linearly on the emissivity of the radiating
surface. For calm seas, the emissivities are L = LI*(PR - W0 ) + L2*(DP - L0 ) (cm) (2)
typically about 0.5 and 0.2 for the verti-
cally and horizontally polarized channels, where, tentatively,
respectively (Gloersen and Barath, 1977).
When subjected to wind stress, the reflectiv- W0 

= 0.242 L0 = 0.056
ity of the oceanic surface decreases from its W1 - -806.4 L1 = -0.217
specular, calm seas value due to the forma- W2 = -618.3 L2 - 0.499
tion of waves and whitecaps. Therefore, the
emissivity of a wind-swept ocean increases, The above coefficients are the same as those
resulting in a nonlinear increase in radiance for SMMR (Gloersen et al., 1989). The justi-
from the ocean with increasing near-surface fication for tentatively using this set of
wind (Hollinger, 1971; Webster et al., 1976). coefficients is that when overlapping data
The horizontally polarized radiance increases from SMMR and SSM/I during July-August 1987
at a higher rate than the vertically polar- were compared on a DP, PR scatter diagram,
ized (Gloersen and Barath, 1977). the points were found to fall in essentially

the same area and with s.milar patterns. Ul-
Estimation of scalar near-surface timately, the same statistical procedure used

oceanic winds from observations of microwave to obtain the SMMR coefficients by comparison
radiances is complicated by atmospheric in- of SSM/I data with in situ data (Gloersen et
terference arising from fluctuations in atmo- al., 1989) will be used to obtain refined co-
spheric water vapor and cloud water content. efficients for SSM/I.
It is further complicated by variations in
the ocean surface temperature in two ways, by
the direct dependence mentioned earlier and ILLUSTRATIONS OF SURFACE WIND
by a temperature dependence on the onset of AND CLOUD WATER ESTIMATES FROM SMMR
whitecapping (Monahan and O'Muircheartaigh,
1986). All of these complications are mini- In lieu of SSM/I images from NORCSEX
mized by restricting these estimations to po- which are not available as of this writing,
lar waters, where the ranges of sea surface we show in Figures 1-2 grid-print maps of
temperature and the atmospheric water vapor near-surface oceanic scalar winds and cloud
are small. Variation in cloud water content liquid water content in the Norwegian, Green-
is also generally smaller in the polar re- land, and Barents Seas for the ascending
gions, but must be taken into account when nodal pass of the SMMR on 27 February 1984,
estimating winds, which occurs at approximately 1000 GMT. The

polar low observed at 69"N and 3"W by Shapiro
et al. (1987) can be seen as well in Figures

FUNCTIONAL FORM OF THE ALGORITHM 1 and 2 at the same location. In both fig-
ures, the '*' points to the center of the

In order to minimize further the depen- storm, located near the edge of the SMMR or-
dence of wind estimation from microwave radi- bital swath. (The wedge-shaped data gap is
ance on oceanic surface temperature, the mi- the space between adjacent swaths.) Winds
crowave polarization, defined as the ratio of ranging from 30-70 knots can be seen in this
the difference of the vertically and horizon- vicinity. An area of strong wind extends all
tally polarized radiances at a given wave- the way from the sea ice edge near Greenland
length and their sum, is used as the indepen- to the coast of Norway. This is a marked
dent variable. In this way, the effect of change from the situation 9 hours earlier
sea surface temperature is eliminated to when the winds were generally weaker. The
first order. As has been shown previously cloud patterns (Figure 2) are in the form of
(Gloersen et al., 1989), this approach has circular bands to the east of the storm cen-
the additional advantage of a linear rela- ter, with one band just off the coast of Nor-
tionship between the oceanic scalar winds and way and another about 300 Km to the west.
the observed polarization. Either the polar- They are approximately centered on the polar
ization at the 0.8 or 1.55 cm wavelength low.
could be used for these estimates, but the
longer of the two is less subject to inter-
ference from clouds and is therefore se- SUMMARY
lected. Since the sensitivity of polariza-
tion to wind is about the same at either Multispectral microwave radiances ob-
wavelength, but not the same for cloud water, tained from the SSM/I have been compared to
the difference in the polarizations at the SMMR data during a period when both instru-
two wavelengths is used to detect cloud water ments were in operation. As a result, it was
amount. found that the algorithm coefficients for the

S',ZM would serve as a satisfactory initial
Defining the polarization at 1.55 cm as set of coefficients for SSM/I. An example of

PR and the difference in the polarlzations at a polar low observed with the SMMR is shown
0.8 and 1.55 cm as DP, estimates of the near- to illustrate the technique. SSM/I data
surface scalar winds, W, and cloud liquid wa- showing two high wind events during NORCSEX
ter amount, L, are obtained as follows: will be described at the IGARSS'89 symposium.



1092

3. Gloersen, P., and F. T. Barath, "A Scan-
ning Multichannel Microwave Radiometer for

ACKNOWLEDGMENT Nimbus-G and SEASAT-A"l, IEEE J. oceanic

The authors wish to thank Dr. Paul F. Egq-,1218 97

Twitchell for useful discussion and encour- 4. Monohan, E. C. and I. G. O'Muircheartaigh,
agement. "White-,aps and the Passive Remote Sensing

of the Ocean Surface"l, Int. J. Remote
REFERNCESSensingi, 2L, 627-642, 1986.

5. Shapiro, M. A., L. S. Fedor, and T. Ham-
1. Gloersen, P, E. Mollo-Christensen, and P. pel, "Research Aircraft Measurements of a

Hubanks, "Cbservations of Arctic Polar Polar Low over the Norwegian sea", Tel-
Lows with the Nimbus 7 Scanning Multichan- Ilu, 39, 272-306, 1987.
nel Microwave Radiometer", accepted for
Polar/Arctic Lows '88, Paul Twitchell, Ed. 6. Webster, W. J., T. T. Wilheit, D. B. Ross,
(A. Deepak Pubi.), 1989 and P. Cloersen, "Spectral Characteris-

tics of the Microwave Emission from a
2. Gloersen, P., D. J. Cavalieri, A. T. C. Wind-Driven, Foam-Covered Sea", J. Geo-

Chang, T. T. Wilheit, W. J. Campbell, 0. phvs, Res., 9_1, 3095-3099, 1976.
M. Johannessen, K. B. Katsoros, K. F.
Kunzi, D. B. Ross, D. Staelin, E. P. L. 7.Wilheit. T. T., J. Greaves, D. Han, B. M.
Windsor, F. T. Barath, P. Gudmandsen, E. Krupp, and A. S. Milman, "Retrieval of
Lanham, and R. 0. Ramseier, "A Summary of Ocean Surface Parameters from the Scanning
Results from the First Nimbus 7 SMMR Ob- Multichannel Microwave Radiometer on the
servations", J. Geophvs. Res., 89, 5335- Nimbus-7 Satellite", IEEE Trans. GRS, GE
5344, 1984. 2_2, 133-143, 1984.

NEAR SURFACE WINDS (IN TENS OF KNOTS) ASCENDING ORBITAL NODE 2/27/84

SIl isSl
S E AiE2

...I .. I C E .......

The 8im o0 Nasg ovr....ON.s.bot100.



1093

CLW LIQUID WATER CONTENT (IN UNITS OF 0.01 CHi) ASCENDING ORBITAL NODE 2/27/84

8 5 N 0 S S At L A RD

I I W

SG NOREN AN

70 0 65i

Fig.2. stiate ofliqid aterconentof ~tods romthe imbs-7SMM Th waer sIniae
In~~~~~ ~ ~ ~ 0.1c Itrassatngwtjllx00.1c.10 niats00-DI m

I5 Ne tim jf pasg vr0E 0Wwsaot10 M



1094

EVALUATION OF CEOSAT ALTIMETER WIND AND WAVE RESULTS

Lars-Anders Breivik

The Norwegian Meteorological Institute
P.B.320 Blindern 0314 Oslo 3 Norway

~~ABS 2.1 Model analysis
DNMI are running two limited area

A system for evaluation of sea atmospheric models operationally (Gron&s,
surface satellite data has been constructed. Hellevik 1982) . LAMi50 is covering the
GEOSAT altimeter wave height and wind Atlantic side of the northern hemisphere with
measurements from the North Sea, Norwegian a grid point distance of 150 km . LAM50 is a
Sea and Barents Sea, March 1988, has been mesoscale model with a grid point distance of
compared to NORCSEX'88 buoy measurements and 50 km (fig.2.1). Both in LAM150 and LAM50 11
calculations from numerical models. The pressure levels are used for analysis and 10

tested GEOSAT wind data were found to be of sigma levels are used in the prediction
variable quality. As expected the wave height model. The models are developed by
data prooved to be of better quality and scientists at DNMI.
might be used as initial data in numerical
models.

KEYWORDS: altimeter, wind speed, wave height,
evaluation

i1INTRODUCTIOQ

A major limitatic" gor improvements
of current atmospheric a, oceanographic
numerical forecasts is the lack of observed
data over the oceans . This may be changed
by the use of satellite sea surface data.

Compared to conventional meteorol-
ogical in situ measurements the satellite
wind and wave information differs in
representativity both in time and space. Such
information has therfore to be validated
before operational use can be prepared. In
this work we are studying altimeter data from
GEOSAT, and compare it with in situ
measurements from the NOCSEX-88 field
experiment at Haltenbanken and with DNMI's
model analysis. The investigation period is
March 1988. The objectives are:

1: To build up an evaluation system Fig. 2.1 LAMS0 integration area.
handling satellite data.

2: To evaluate the three types of data To create the initial field the

especially considering potential use of models use a method of multivariate analysis.

altimeter data in model assimilation. (Gron~s, Midtbo 1986).The basis of the
analyse is a great amount of meteorological
data from an international network of
ubsivaLon- The idea ui' Ltm czziybiz is to

2. DESCRIPTION OF THE MEASUREMENT SYSTEMS assimilate the observations to the model grid
points. In the grid points the observations

The data is collected from three are weighted against a fi-st guess field from

independent sources of information: the previous 6 hours model prognose.
observations from buoys and satellite and The model winds used in this study
numerical model analysis. In this chapter we are analysed winds from the LAM50 model
oill describe the three diferferent data reduced from the lowest model level to 10 m

systems. above sea surface.
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A numerical spectral wave model is 2.3 Satellite measure",Dnt.
operational at DNMI. It is called WHINCH and We are studying wind and wave data

is developed by Oceanweather Inc., Cob, USA. from GEOSAT. GEOSAT is operated by the

A description of the model and an evaluation US-Navy and has been successfully on duty

of its performance is contained in the SWAMP since March 1985. It is equipped with a radar
report (SWAMP 1985) where it is referred to altimeter. A radar altimeter is an active
as the SAIL model. The model produces a fuli microwave sensor collecting information about
two dimensional wave spectrum at 15 freqensy reflection time and scattering of transmitted
bands (0.04 - 0.24 Hz) and 24 directional micro waves. The collected raw data are

sectors (15 width). The time step is two analysed and processed by NOAA. The satellite
hours and the grid resolution is 150 km in and the processes involved is described in

the Atlantic and 75 km in the North Sea, NOAA Tecnical Memorandum NOS NGS-46 (NOAA
Norwegian Sea and the Barents Sea. The 1987).
operational model input is friction wind The altimeter transmits electro-
velocity from LAM150 predictions. No magnetic pulses and measures the
assimilation of wave observations are backscattered returns from the sea surface.
involved so far. However, for the period of The wind is retrieved by the smoothed Brown
this investigation, the model was rerun and algorithm based on the p-insiple that for

updated using LAM50 wind analysis. These increasing winds the sea surface becomes

results will be refered to as model anaysis increasingly roughned and less radiation are

in this report. scattered back to the altimeter. The
altimeter wave heights are based on the

2.2 Buoy measurements measured time for the return signal of the
During NORCSEX insitu measurements radar.

from 4 moored metocean data buoys, deployed DNMI received, on tape from NOAA,
by Oceanor, were collected (ODAP 1988). It USA, processed wave data covering all oceans

was one WAVESCAN (Station 1) and 3 NORWAVE for the period of March 1988. These data are
data buoys (Station 2, 3, 4). The location of used for a comparison with the wave model

the NORCSEX study area and the positions of calculations from the North Sea, Norwegian
the 4 buoys are shown in fig. 2.1 and 2.2. A Sea and Barents Sea. From Nansen Remote

spesification of the measurement systems is Sensing Center, Bergen, we received processed
given in table 2.1. The buoys measure the wind and wave data covering the NORCSEX
wind useing an instrument 4 meter above the experiment area which we used for comparison
sea surface. The NORCSEX buoy measurements with both model calculations and buoy
are not among the obsevations used in the measurements.
model analysis.

S. 1. V" l3. THE DATA

Before the comparison the data from the
three different sources has been checked to

$". remove obvious errors from the data sets.

3.1 The model analysis

The observations used in the LAMSO
atmospheric model analysis are subject to
internal checks prior to the analysis. An

Sadditional quality control is performed as a
part of the analysis scheme. This is a gross
control to get rid of observations with
obvious errors. Each observed parameter is

VG.. .2checked against the background field. The
NORC EK deviations from the background field are not

- ARTA allowed to extend certain rather wide limits.

7 ND SPEED WAVE HEIGHT _ gbservat1ons
The processed results from the buoys

is of variable quality and contain some
TYPE OF 3 Cup Anemometer WaoSfor obvious errors. First part of the quality
SENSOR accelrometer control is to introduce maximum and minimum

- ------------ --- - - values. As a background field we used the

Averaged o,,r a IDouble integrted model analysis. Reasonable deviations are
MEASUPEWG 10 mijnute accelerometer allowed. Especially considering the wind

TECNIQUE mtegurion perod , observations we might expect variations which
S- - -- -... i buoys is not captured in the model.

SSO NOAVAIN, 4.2 b mo The second part of the control is an
SESO evaluati- -P c"-dicnto 4n the mna .:

av -- ltime series. For significant wave height we
R-NGE - - -o . SCAN/- 0m do not allow greater changes than 1 m pr.
PANGE I0.5 to 4.8 m/3 -;ORAVE: /-m hour. The basic effect of the quality control

$ -- --- ------- - is to remove great spikes from the series.
I AsCAN +4- 7 w Asc < 3.0 The quality control of the GEOSAT

ACCUPNCY W. :/- -+ 0 % ORWAVE: < 5 z altimeter data, performed before the
distribution, is described in NOMLA Technical

Tab. 2.1 se.or ,petication, Ref. Memorandum.



1096

4. PRESENTATION AND DISCUSSION OF RESULTS Time series from r'ation 1 and 2 are shown in
fig.4.3. It seems like the model tend to

4.1 Wind overestimate the small and normal wave
First we will compare the model heights and underestimate the large ones.

analysis with buoy measurements. Fig.4.1 This is confirmed in table 4.3. The meanvalue
shows a scatter diagram for station 2. (map: of the model wave height is 0.4 m above the
fig. 2.1). Tab.4.1 is a table showing some observed.
statistical Farameters comparing the two data To compare the three systems together
sets. The table contain the following we pick out observations in the same way as
parameters: for the wind. Results are shown in tab.4.4

NUMBER: Number of cases compared. compareing buoy and altimeter observations
MEAN 1,2: Mean value of the data, number showing good agreement. The bias is close to

1,2 refering to the head line. 0, and the root mean square error is ca. 1 m.
BIAS: Mean value of the difference: Comparing satellite results with

dataset 1 - dataset 2. stationary observations has the limitation
RMS: Root mean square difference. that it gives few number of cases. This
SD: Standard deviation of the differences. problem is removed comparing the satellite

The best results come from station 2 results with results from a model. We have
where the root mean square difference is 2.6 compared the model analysed wave heights with
m/s, but the analysed winds are systematicly the altimeter results from the North Sea,
lower than the buoy winds. The results for Norwegian Sea and the Barents Sea for the
station 1 are also reasonable with an rms- hole investigation period.
difference equal 3.5 m/s. But here the Looking at the total number of 3614
situation is changed and the analysed wind cases we can see the results of the
speeds is heigter than the buoy measurements. comparison on the scatter diagram and table

At station 3 and 4 the results are of fig.4.4 and tab.4.5. The results confirm
poorer, station 3 having a positive bias and what we found comparing the data from
station 4 having a negative one. Haltenbanken. According to the altimeter the

From a model point of view the four wave model overestimate the significant wave
stations are situated close to each other height. The bias is +0.6 and rms is 0.9.
(ca. 60 -120 km). If the differences between
the model and the buoy results were caused by
a systematic bias in the analysis, we could, 5. CONCLUSIONS
on the average, expect to find very simular
difference distributions. But since this is During this work we have built up a
not the case, we assume that an important system for evaluation of data from different
part of the differences is due to the four kind of information systems. Field data in
independent instruments at the buoys. The grid and of regular time steps are compared
accuracy of the wind measuring instruments with in situ measurements averaged in time
are for the Wavescan buoys stated to be +/-4% and with satellite data averaged in space,
(tab.2.1). This is probably very optemistic. both types in irregular time intervals.
An interesting experiment would be to deploy The main object of the data
the buoys at the same location at the same evaluation is to prepare for assimilation of
time and compare tn( wind measurements. satellite sea surface data in numerical

Now we will study the GEOSAT forcast models. The altimeter wind data
altimeter wind measurements. The GEOSAT near tested in this study are to bad to be used
surface wind speed is processed by the use of for this purpouse. The evaluation against
the smoothed Brown algorithm. We will look at buoy measurements show that the model
the situations when the satellite passed over analysed winds are already far more reliable.
Haltenbanken close enough to be compared with The altimeter wave results we have
measurements from one of the four buoys. tested shows, not surprisingly, to be of good
Fig.2.2 shows the area and two satellite quality. Both the buoy measured and the
ground tracks. When part of the track passes altimeter wave heights indicate that the wave
through one of the squares surounding the model overestimate the actual wave heights.
stations we calculate the mean value of the This leads to the conclution that altimeter
measurements inside that square, and compare measurements might be assimilated in the wave
it with the buoy measurement and a model model with a positive influence. Such
analysis. The results of the comparison are experiments have been carried out several
shown in tab.4.2 and on the scatter diagrams places (Jansen 1988).
in fig.4.2. The number of cases are relativly The analysed winds are interpolated
small, but still, the results seems to be from lowest pressure level in the model to 10
quite bad. The root mean square difference is meter above sea level. The altimeter is
5.1 m/s compared with the model analysis and measuring the sea surface roughness. From an
5.9 m/s compared with buoy measurements. The assimilation point of view this can turn out
bias is positive in both cases showing that to be a more interesting parameter. The
the aitimeter underestimate the wind, but a roughness is related to the friction wind and
standard deviation of the errors of about 5 from this the actual wind is derived. To do
to 6 m/s indicate small chances to find this one need knowledge about the boundary
systematic errors. Here is clearly room for layer. But the friction wind can also be
improvements, directly used as input to the wave model.

This aspect is even more interesting
4.2 Wave considering the ERS-l scatterometer sea

We will start with comparing the surface roughness and winds.
model analysis and the buoy measurements.
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ABSTRACT This motion can be characterized as degrading the
SAR observations taken during the NORCSEX '88 azimuth resolution due to two effects: (1) non-linear

experiment were specially processed to investigate the mapping of the resolution cells' positions, and (2)
distortion of ocean wave imagery caused by surface sub-resolution smearing. The non-linear mapping is
motion. The special processing included a one- caused by orbital motion of waves longer than the
dimensional spectral analysis to obtain the azimuth resolution size and is usually called non-linear
cutoff for a variety of R/V ratios and surface winds, velocity bunching. The smearing is caused by
Large changes in surface winds were available (2 to 10 differential random facet velocities for sizes smaller
m/s) across an atmospheric front. The rms facet than the resolution cell. Orbital acceleration of the
velocity av was calculated for waves traveling in the long waves has been shown to be a second order effect
range direction for which the velocity bunching is [Ref. 5] under most conditions, and it is not
small; av = 0.2 to 0.3 m/s for C-band resolution of 10 considered here.
and 20 m In azimuth and ground range. Indeed, these The airborne C-band SAR observations off the
measurements show that the rms facet spatial width ox Norwegian coast (NORCSEX '88) during March, 1988 are
varies linearly with R/V and is independent of surface used to investigate these motion effects. The NORCSEX
wind velocity for the limited data analyzed. The SAR measurements were taken over a variety of wind and
linear dependence with R/V is expected while the wave conditions with surface measurements available in
independence of wind velocity is unexpected, the same area. The primary motivation for this
Furthermore, it is suggested that the relevant spatial experiment was to better understand the capability of
size over which the facet velocities contribute to C-band SAR in detecting ocean surface features. This
smearing is the degraded radar resolution rather than understanding can then be applied to the spaceborne C-
the stationary resolution, band SAR scheduled for launch on the European Space

Agency spacecraft, ERS-1. The NORCSEX imaging radar
measurements were taken at both C-band and X-band with

I. INTRODUCTION multi-sided flight patterns in either narrow or wide
Synthetic aperture radar (SAR) measurements from swath mode. Furthermore, the measurements were

both spaceborne and airborne platforms have been used processed for a variety of range to platform
to estimate directional wave spectra [Ref. 1-3] velocities (R/V ratios) across the radar swath width
including the peak wavenumber and direction. These SAR including the near range. The near range R/V - 110 is
measurements are in agreement with surface wave the same R/V as ERS-1.
measurements except at high sea states and/or short Beal et. al. [Ref. 1] reported a cutoff linearly
wavelengths when the wave spectrum is sometimes dependent on the R/V ratio and a square root
distorted with the ocean wavenumber vector rotated dependence on Hi/: whereas Alpers and Bruening [Ref.
toward the radar range direction. The rddar back- 5] and Tucker [Ref. 6] reported a surface wind speed
scattering is given by the two-scale Bragg scattering dependence under certain conditions in addition to the
model. This model means that the backscattered field R/V and H/3 dependencies. These variations were based
cannot be represented by individual infinitesimal on an analytical model which is a function of the
scattering sources but rather by the resonant return spread in radial facet velocities within a radar
at a single ocean wavenumber. The smallest area over resolution cell. They did not include a non-linear
which this resonance can occur is called a facet which velocity bunching dependence since no analytical
is small compared to the long ocean wavelength. Long expression Is available.
ocean waves are imaged by SAR through a combination of The degraded radar resolution can be studied by
mechanisms, including surface slope, surface special processing of the images into azimuth spectra.
roughness. and surface motion. Fach of these This processing includes spectral analysis, intensity
mechanisms can be described by a linear modulation normalization, range averaging, and a system impulse
transfer function over a limited range of ocean/radar correction. The resultine spectra are displayed as a
conditions. This linearity allows an estimate of the function of azimuth wavenumber from which the spectral
directional wave spectrum from the image spectra in a width or equivalently the high wavenumber cutoff is
straight-forward manner. However, it is now generally obtained. This width is dependent on both the velocity
agreed that non-linearities due to the surface motion bunching and velocity smearing. The variation of this
[Ref. 4) often complicate the extraction of the spectral width was Investigated as a function of two
waveheight spectrum, parameters: R/V ratio and the surface wind speed.
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II. EXPERIMENT DESCRIPTION <Sc(kx)> = Akx
-a (3)

NORCSEX '88 was a carefully planned experiment
containing a number of remote sensing and in-situ where <Sc(kx)> is the corrected power spectral densit

instruments. The remote sensing instruments included a is the power-law spectral index, and the brackets 01
the Canadian CV-580 aircraft configured with a dual indicate range averaging. The correction is required

wave-length SAR [Ref. 7], altimetric overflights using since the intensity spectrum includes an inherent
the GEOSAT spacecraft, and a ship mounted wavenumber decrease due to the radar system Impulse

scatterometer. The surface wind and wave measurements response. The impulse response was based on a least

wee acquired from four pitch and roll buoys and two square fit to a Gaussian function using a processing
research ships. The aircraft SAR acquired data for a area over land. The flat spectral noise floor for kx >

total of 28 hours during 6 dedicated days between kn Illustrates that the correction has been applied
March 11 and March 28, 1988 with vertical transmit and correctly. The spectral width (Ok) and power-law index
receive polarizations and a seven-look real-time (a) were scaled from the intensity spectra.
digital processor. During NORCSEX, gravity waves
varied in waveheight from I to 10 m with typical IV. RESULTS
heights from 2 to 4m and wavelength of 150 to 300 m. The analysis method described above allows estimates
The wind varied from 0 to 25 m/s. The radar operated of the spectral width (0k) and spectral slope (a) for
in two modes: (1) narrow swath with a range width of a variety of radar and ocean conditions during the
16.4 km, and (2) wide swath with a width of 63 km. The NORCSEX experiment. In order to Interpret the measured
measurements of interest in the present work were spectral shape,the relationship between the power
primarily observed in the wide swath mode. The multi- spectrum of the ocean waveheight <Sw(kx)> and the
look radar resolution is 5.6 m by 6 m in slant range corrected intensity <Sc(kx)> based on a linear transfer
and azimuth in the narrow mode and 20 m by 10 m ground function [Ref.1] is given by,
range and azimuth in the wide mode. The radar signals
are digitally recorded with 4096 range cells for each <Sc(kx)> = <0

2> IF(kx) 2 IRb(kx) 2 <Sw(kx)>
mode. (4)

III. DATA ANALYSIS where o is the radar cross section F(kx) is the
The SAR digital tapes were furnished by the Canadian velocity smearing filter given by equation (1), and

Centre for Remote Sensing. The image intensity spectra Rb(kx) is the velocity bunching transfer function,
and the azimuth scans of these spectra were processed
at the Environmental Research Institute of Michigan. iRb(kx)1 2 = (R/V)2g kx

3 G2(0,0)  (5)

The one-dimensional azimuth spectra were obtained by
averaging 64 range pixels selected near the peak where 0 is the azimuth angle, sin - k /k, 0 is the
wavenumber. The SAR image spectra were calculated from angle of incidence, g is the acceleration of gravity

512 x 512 samples (pixels). The spatial sampling is and the geometric factor G
2 (0,0) is,

15.7 m in ground range and 6.22 m in azimuth and the
analysis area is 4.019 km by 1.592 km. Therefore the G2(0,0) = cos20 + sin2O sin 2 0. (6)
Nyquist wavenumbers are .200 rad/m and 0.505 rad/m in
ground range and azimuth. All parameters are for the The analysis was separated into two parts in order to
wide mode unless otherwise indicated. study the variation of ak and a with radar and ocean

The azimuth spectra were obtained by: first parameters.
normalizing the image intensity by calculating its First, we selected an example when a single ocean
zero mean divided by its mean, (I-<I>)/<I>, secondly, wave system was traveling in the range direction, 0 =
performing the range averaging, and thirdly, ii/2. This criteria constrains the velocity bunching to
correcting for the impulse response of the radar. The a linear region. Three different processing areas
resulting azimuth spectra were plotted on both semi- within the swath were selected for analysis centered
log and log-log coordinates. Figure 1 illustrates the along a line perpendicular to the flight path with a
semi-log variation for the near and far edge of the wide variation in the R/V ratio. The R/V values were
swath. The spectra are described by a low wavenumber taken at the center of these areas, designated near,
constant response otft to a break point (kxQkx, .015 mid, and far range.
rad/m and ak =0.025 rad,', for the far and near range, The spectral parameters for these three areas are
respectively) followed oy a spectral decrease out to given in Table I. The near and far range spectra were
another break point (k -0 03-0.06 rad/m) followed by a given in Fig. 1. The wave conditions were moderate
high wavenumber noise ?foor. This is a typical with a southerly traveling wave system and a light
response which can be represented by a Gaussian low- wind from the south, Hl/3 z 2 m, U L 2 m/s, and a
pass filter F(kx) for kx < kn. dominant wavelength of about 180 m. cbar is a velocity

bunching parameter describing the degree of the non-
IF(kx) 12 = exp(-kx2/ak2 ), (1) linearity [Ref. 8]. Linear velocity bunching is

associated with cbar 0.3. The March 14 pass 4
where ak = 1/1x = (V/R)/lv is the rms spectral width, observations at near, mid, and far ranges are in the
Ux is the rms spatial width. The width av is the rms linear range based on the above criteria, see Table I.
radial facet velocity within a degraded resolution The Uk and a values were calculated using a regression
cell given by, tanalysis (least square fit) between equation (1) and

cel f & r. n2 gie (2) equation (3) and the corrected spectral data ooints.
- .S( f The correlation coefficient (R) is a measure of the

IISAR goodness of fit. It has a range from 0 to I with 1
where Sw(fl) is the one-d1nsional waveheight indicating a perfect fit. This regression analysis
spectrum nsr =(g k resulted in R > 0.97 for all cases. This indicates an

azimuth resortlon ofathe SAR, and G is the geometric good fit to both the Gaussian and power-law functions

factor given in equation (6). The spectral decrease over the available wavenumber range.
over a limited wavenumber range, ak < ky < kn, can be The results given in Table I show several interesting

approximated by a straight line on a log-log plot from features. First, the spectral index a varies with R/V

which one can fit a power-law slope, such that a flatter spectra correspond to the larger
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R/V valges. The waveheight spectrum of the form Sw(kx) are visible due to changes in the radar cross section
= B kx-P is assumed. This waveheight form implles that which responds almost instantaneously to the local
a = 3 -_/, based on equation (4) where p_ 3.5 - 4.0 wind since the Bragg wavenumber is kB = 21/5cm at C-
[Ref. 9). Therefore the flat spectra a 1.0 at the band. The SAR processing areas were each selected
far range (see Table I) tend to be consistent with a approximately 5 km from the front boundary.
power-law slope based on linear velocity bunching. The images were processed using the same procedure
Secondly, the rms velocity 0v shows a small decrease as in the first example. It was not possible to obtain
with increasing R/V. The av values based on equation 512 x 512 processing areas with the same R/V ratios on
(2) are independent of R/V provided that, (1) the both sides of the front and still maintain the criteria
geometric factor G(0,0) and the wave spectra do not of range traveling ocean waves. Several additional
change across the swath width, (2) the rms facet problems were encountered in processing: (1) changes
velocity controls the spectral shape, and (3) bunching in the wave direction across the front can bias the
non-linearities are negligible across the swath width, spectral width unless care is taken In the analysis,
The geometric factor is G t 1 over the swath width and (2) the closeness of the processing area to the
since 0 t/2, and the non-linearities due to velocity front boundary can bias the measurements. The front
bunching are thought not to bias av since cbar < 0.3. analyzed here is both an atmospheric front and an

The relative importance of three factors: the ocean front since the long waves propagating through
azimuth cutoff, non-linear velocity bunching, and the the front change direction at the boundary. This
wave height spectrum in forming the spectral width is change in direction Is shown in the two-dimensional
an area we confront. Velocity smearing causes a steeper spectral plot of Figure 4. The spectral contour
azimuth spectral decrease than velocity bunching. This interval is 2 dB with a full range of 10 dB. The
dependence is shown using eq. (4) where iRhZ <Sw> m concentric circles correspond to wavelengths from 100
Bkx -' (for k > k cos 0) changes slowly with kx to 500 m. The change in direction is clearly shown
compared to IF12 ince RhI <Sw> reaches its maximum with the waves traveling more nearly in range. The
at kx = kp cos 0 and ak E k cos 0 where k is the azimuth cutoff is most visible here and the high
peak wave number in the ocean wave spectrug. (ground-range) wavenumber spectral density more
Indeed, a linear dependence of ax on R/V is one noticeable in the bright area (high wind region) than
important indicator that the azimuth filtering is the the dark region (low wind region).
dominant factor of the three. Therefore a linear The spectral parameters given in Table II for the
regression analysis was performed on the three ax atmospheric front show several interesting features.
values of Table I resulting in slope estimate of v = First, and most important, the observed spectral width
0.25 m/s and R x 0.82 which includes the condition, ax shows little or no variation with surface winds. The
= 0 at R/V = 0. The flatness of the power-law slope at wind varied between 2 and 10 m/s across the front.
the far range suggests that the waveheight spectrum Indeed, a linear regression analysis using the same
may not be important in determining the observed procedure as for the March 14 data was accomplished
spectral width whereas the correlation coefficient R for the four a values in Table II. The slope estimate
.82 suggests that the filtering is the dominant factor is ay = 0.30 ms and the goodness of fit is R= 0.96
in determining the observed spectral width. Additional resuYting in a better linear dependence on R/V than
quantitative measurements similar to those given above the March 14 example.
are needed to further investigate the relative The analysis shows that velocity smearing a u 0.30
importance of factors responsible for the spectral m/s is independent of the surface wind speed for the
width. In the present work, the velocity smearing is C-band SAR measurements based on an azimuth resolution
assumed to be the only factor influencing the spectral of 10 m and ax = (R/V) a . An estimate of Uv is required
width when cbar < 0.3. for numerical modeling of moving ocean waves [Ref.
Second, we selected an ocean region where an 10]. The velocity smearing a can be extrapolated to

atmospheric front was clearly visible. These fronts the resolution of the ERS-1 SAR under certain
appear as bright and dark background areas in the SAR conditions. The resolution area was assumed equal in
imagery. The March 17 pass 4 radar measurements at azimuth and range with a square root dependence on
0930 UT were selected because of the available surface resolution (Ref. 5). The resulting ERS-1 velocity
truth across the front; namely, ship and buoy smearing is av = 0.5 m/s and the spatial smearing in
measurements of winds and waves. The front boundary 0x = 55 m.
was located along a North-South line with the higher
winds to the west with the front moving from west to V. CONCLUSIONS
east. The surface wind changed from about 2 to 10 m/s Special processing of SAR measurements has provided
across the front at about 1100 UT based on the ship quantitative information on distortions in wave images
measurements at a height of 14 m whereas the buoy was due to ocean wave motion. The two mechanisms which
located about 60 km to the east of the SAR measurements, cause these distortions can be quantified provided care
The buoy measurements show the front passing the buoy is taken in selecting the radar/ocean conditions when
sometime between 1200 and 1500 UT since these these mechanisms are well understood. The physical
measurements were taken at three hour intervals. The processes underlying these distortions are (1) the
1500 spectrum shows a wind driven spectrum with a spreaJ in the radial facet velocities within a radar
wider angular spread and high frequency components for resoiution cell, and (2) non-linear velocity bunching.
H1/3 t 3.4 m, whereas the 1200 spectra show a single Tke SAR measurements selected for analysis were

restricted to cases when the ocean waves were travelingpeaked narrow spectrum (ocean wave swell) with H/ in or near the range direction. Range traveling ocean
2.0 m and the high frequency component dissipated ue waves mean that velocity bunching is small. The
to the decrease In wind velocity, as shown in Fiqu,'e azimuth p ,ct a coUld t',,6,, be a alY~Zed quadiLiLdLiveiy
2. 1he radar cross section change is approximately 10 in terms of the remaining distortion mechanism,
dB. Figure 3 shows the spatial intensity variation or velocity smearing. This distortion is used to extract
equivalently the radar cross section change across a the rms radial facet velocities by measuring the
scan perpendicular to the front. This radar scan, spectral width for a range of radar/ocean parameters.
given in Fig. 3, was selected at the ships' intersection The linear dependence of sppctral width wth R/V is
with the front, scans at the radar processing areas evidence that the velocity smearing is the only factor
are within about 20 km of the ship measurements. They influencing the spectral width. The special processing
show a similar radar cross sectional variation. Fronts and analysis shows that the spectral width is
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independent of, or in the worst case only weakly [6) Tucker, M. J., "The Imaging of Waves by
dependent on, the surface wind speed. This inference Satelliteborne Synthetic Aperture Radar the Effects
was based on measurements across an atmospheric front of Sea-Surface Motion", Int. J. Remote Sensing, vol.
where the wind from one side of the front to the other 6(7), pp 1059-1074, 1985.
changed from 2 to 10 m/s. The rms facet velocities
inferred from all the measurements in the present work [7] Livingstone, C. E., A. L. Gray, and R. K. Hawkins,
varied between ov = 0.25 to 0.3 m/s. The buoy wave " CCRS C-band Airborne Radar - System Description and
measurements are in agreement with the SAR measurements Test Results", 11th Canadian Symposium on Remote
analyzed in the present work. Sensing, Waterloo, Ontario, June 22-25, 1987.

The relevant spatial scale which enters into the
velocity smearing is the degraded radar resolution [8] Alpers, W. R., "Monte Carlo Simulations for
cell size rather than the stationary resolution given Studying the Relationship Between Ocean Wave and
by others [Ref. 4-6]. The degraded cell size is Synthetic Aperture Radar Image Spectra", J. Geophys.
appropriate because: First, this scale is consistent Res., vol. 88(C3), pp 1745-1759, 1983.
with the measurements reported here; namely, the short
Bragg waves respond quickly to changes in the surface [9] Donelan, M. A., and W. J. Pierson, Jr., "Radar
wind whereas the velocity smearing is Independent of Scattering and Equilibrium Ranges in Wind-Generated
wind. This suggests the scale that contributes to the Waves With Application to Scatterometry", J. Geophys.
smearing is probably larger than the stationary Res., vol. 92(C5), op 4971-5029, 1987.
resolution of 10 m, say 50 to 100 m. Indeed, this
independence of wind implies a large resolution, since [10] Lyzenga, D. R.," Numerical Simulation of Synthetic
the short waves, the order of 10 m, are dissipated Aperture Radar Image Spectra for Ocean Waves", IEEE
when the wind changed from 10 m/s to 2 m/s, (Fig 2). Trans. Geosci. Remote Sens., vol. GE-24 (6), pp 863-
Second, the radar obtains its coherence and resolution 871, 1986.
by locating adjacent resolution cells relative to each
other along the flight direction. Imaging radars are
coherent in terms of locating adjacent cells only over
a cell size given by the degraded resolution not the
stationary resolution. Furthermore, the underlying
physical process(es) and the details of how facet
velocities enter into the azimuth smearing is not yet
well understood. Addition work is needed to better
understand how the facet velocity smearing enters into
the SAR imaging of ocean waves.
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WAVE MEASUREMENTS ON HALTENBANKEN DURING NORCSEX'88:

An Intercomparison of Buoy, SAR and Altimeter Data
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Pirsenteret

N-7005 Trondheim

NORWAY

ABSTRACT During the period March llth to 21st, six
Results of an analysis of simultaneous mea- flights with the Canada Centre for Remote Sensing

surements of ocean waves from directional wave C/X-band SAR were carried out in the Haltenbanken
buoys, the Canada Centre for Remote Sensing air- region. The flights were dedicated to different
borne SAR and the CEOSAT radar altimeter during investigations, depending on the wind/wave condi-
the NORCSEX'88 ERS-I pre-launch experiment on Hal- tions encountered for each flight. These were
tenbanken in March 1988 are presented. The method monitored by the R/V "Hhkon Mosby" from the Uni-
suggested by Monaldo and Lyzenga (1986) for esti- versity of Bergen, and 4 directional wave measu-
mating wave height spectra from SAR images has ring buoys deployed by OCEANOR. Also, GEOSAT alti-
been tested on the airborne SAR data for a case meter data were acquired in near real time for the
with a complicated wave field. The significant duration of the experiment.
wave height estimates derived from the SAR spectra On two flights, March 11th and 20th, condi-
were compared with wave height estimates from the tions were suitable for wave studies. This paper
buoy and the altimeter. Comparisons of the direc- presents some of the SAR measurements from March
tional spectra computed from the buoy and the SAR 11th, and the entire NORCSEX GEOSAT data set.
data are also presented. These are compared with relevant buoy obser-

vations. Further details may be found in [1] and
Keywords: SAR, Directional Wave Spectra, Signifi- [2).
cant Wave Height, NORCSEX'88, WAVESCAN. GEOSAT,
Altimeter. BUOY MEASUREMENTS

Four directional wave metocean data buoys were
INTRODUCTION moored in the Haltenbanken area during NORCSEX'88.

The Norwegian Continental Shelf Experiment Fig. 1 shows the locations of the buoys which were
(NORCSEX '88) took place on Haltenbanken, off the situated at cross-over points of the GEOSAT ground
coast of Norway during March/April 1988. The ex- tracks. A WAVESCAN buoy was located at Station 1
periment was carried out to gain increased know- whilst NORWAVE buoys were positioned at the other
ledge about the use of microwave remote sensing stations. Each buoy measured the directional wave
instruments, especially Synthetic Aperture Radar Jpectrum in addition to wind speed, direction, air
(SAR), for monitoring the marine environment, as and sea temperature and air pressure. Data were
part of Norwegian preparations for the ERS-1 mis- stored on magnetic tapes on board and a data sum-
sion. mary consisting of wave and meteorological parame-

ters was transmitted by satellite to land in real
60 80 1o° 120 time. Both buoy systems were extensively tested

4 66' during extreme and moderate sea states in HADIC
(Wave Direction Calibratiun Project) and compre-
hensive comparisons of directional wave spectra
and parameters are available referenced to an
array of instrumentation on a fixed offshore plat-

? ,form (see ref. 3).
St 3 The analysis of the buoy data is described in

(2]. Time series of significant wave height, HmO,
and peak wave period, T , are shown in Fig. 2. A

St.2 good range of wave heights was experienced; seve-
0 ral storm events can be identified and. in add~ti-

St. 640ons long period swells dominated during 23rd-25th
March. Strong spatial variability in the wave

- - field in the area is also apparent, particularly
- .during the storm on 19th March, as a result prima-

rily of large variations in fetch between stations
I. 63o for certain wave directions. For much of the ex-

periment wave conditiuns were complex with cros-
Fig. 1 The location of the four directional wave sing wave systems particularly during the SAR com-

measurement buoys in the Haltenbanken parison period on 11th March when trimodal condi-
area during NORCSEX'88. tions occurred.
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a) Significant wave height Im) The wind speed comparison (Fig. 5) shows a lot
S.of scatter, with a mean difference of 0.8 m/s and

St.1-
8 st.z rms difference of 3.5. The tendency for GEOSAT to

St.3- overestimate at low speeds and to underestimate at
6 high speeds found in 151 is also apparent in the
4l' present data set. Further work on the accuracy of

',:, the buoy wind measurements is ongoing.

0 ~SAR MEASUREMENTS
b) Peak..................On March 11th, seven flight passes with the

20 P .a ...ave ............ CCRS C/X SAR system were made over the moored di-
2 rectional wave buoy at station 1. Four passes were

at approx. 20.000 ft, while three were repeated at
approx. 12.000 ft. The SAR imagery was acquired in
Nadir Mode (see [6] for a detailed system descrip-
tion). The lines were designed to obtain azimuth

5 n travelling and range travelling waves, with addi-
tional passes imaging waves travelling at 450 re-

S. .lative to the aircraft ground track. As may be1 5 o 10 15 2 15 1 5 o 101 seen in Fig. 6, the sea state was very complex
April M May with three dominant peaks indicating waves propa-

gating towards south, southeast and east. We did
Fig. 2 Time series of a)significant wave height, not, therefore, obtain flight lines with purely

HmO, and b)peak wave period, Tp, during azimuth or range travelling waves. However, for
NORCSEX'88. most flight lines the two-dimensional image spec-

tra (Fig. 6) indicate both near range and near
GROSAT MRASUREMENTS azimuth travelling waves.

The GEOSAT altimeter estimates of significant In order to compare directional spectra esti-
wave height were derived by NeAO from computations mates from the directional wave buoy with SAR
on board the satellite every second. These values image stectra, the procedure outlined in [23 was
were subsequently corrected for satellite attitude followed. Imagery centred on the buoy position was
and averaged to give 10-second mean values. The slant-to-ground range corrected before further
wind speed data were computed using the Brown al- analysis. In order to acquire reliable spectral
gorithm [41. An example of data from one pass du- estimates, 15 FFTs from blocks of 512x512 pixels
ring NORCSEX'88 is shown in Fig. 3. The length of were computed, each taken at the same ground
the line above the ground track is pvoportional to range, and subsequently averaged to form one image
the wave height and similarly below the line to spectral estimate. As the airborne SAR is a rela-
the wind speed. tively slow moving line scanner, the images and

A comparison of GEOSAT and buoy derived esti- their spectra suffer from so-called scanning dis-
mates of significant wave height, HmO, and wind tortion. As the ambiguity in the image spectra
speed (referenced to 10 m) is shown in Figs. 4 and leads to some problems in correcting for this, it
5. The criteria used for simultaneous data was is easier to distort the buoy spectrum in order to
that the distance from the ground track to the compare with the SAR image spectrum (see [73). In
buoy is less than 50 km and that the two estimates our comparisons the buoy spectra were made symme-
are separated in time by less than 1.5 hours. The tric and ambiguous, to simulate an "idealized
buoy estimate nearest in time to the GEOSAT mea- image spectrum". In order to obtain spectra acqul-
surement is used except for the pass at the storm red at incidence angles similar to previous expe-
peak on 11th March. Here, as the GEOSAT pass oc- riments (SEASAT, SIR-B), the sub-images were ex-
curred approximately midway between two buoy mea- tracted in the 20-400 incidence angle range, with
surements and as conditions were strongly non-sta- an R/V ratio of 65 s and 28 s for the high and low
tionary we have used a linearly interpolated buoy altitude passes respectively. The SAR image spec-
estimate (see Fig. 7).

All the GEOSAT estimates on each pass satisfy-
ing the simultaneity criteria are included on the
plots so that we also get an idea of the spatial 650 1 .
variability along the track.

GEOSAT to underestimate wave heights particularly 640

for the higher sea states. The largest outliers I .".,-

are mostly measurements made close to the coast, I~
and if we omit these points the mean difference is 630
0.45 m with rms difference of 0.48 m. Similar re-
sults were found in [51 from a larger data set 4 f.
based on the NDBC buoy network. A mean difference 62
of 0.36m and a rms difference of 0.49 m was 62
found in that qt,,dy. llneprtinty iq hiahpqr for

the high sea states as there is few data availabe. 61 0 1 YlIt was found in 13] that several wave buoys under-00 0 10 0 0
estimate significant wave height in high seas. The 10 30 50 70 9°  110 130
accuracy of the NDBC buoys in high sea states
would not seem to be well known. A comparison re- Fig. 3 GEOSAT altimeter ground track early on
lative to one of the buoys tested in [33 would llth March. Vertical lines represent al-
certainly be valuable in comparing results from timeter significant wave height estimates
the US with the work now being undertaken in (up) and for wind estimates (down). The
Norway. location of station 1 is also shown.



1106

limO (CEOSAT)

AA' - + I . . . . . . . . .

* . , *1q . . . . . .

HMO BU')Y,

Fig. 4 !tatter plots of sigirlicanc wave heighc
(u) from the GEOSAT altimeter vs. irt-situ ------ -
buoy estimates.
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Fig. 5 Scatter plot of wind speed estimate (mis)
(Brown algorithm) from GEOSAT vs. in-situ A A

buoy measurements.

tra and corresponding scan-distorted WAVESCAN
spectra are shown in Fig. 6. Circles indicate 100,
200 and 400 m (inner circle) wavelengths. The SAR
spectrs are compared with the buoy spectra mea-
sured closest in time to the overflights, 12.00 a
GMT for the high altitude passes and 15.00 GMT for
the low altitude passes. At present, only visual
comparisons have been made. The most dominant fea-
tures of the WAVESCAN spectra are generally well
represented in the SAR spectra, although to vary-
ing degrees in the different passes. There is de- j
finitely an N/V dependence in the azimuth wave nu-
mber response, although no comparisons with exi-
sting models have been made as yet.

APPLICATION OF SAt TRANSFER FUNCTIONS
Various models describing the response of aSAR to an ocean surface wave field are available, '- '[-

see e.g. 181 to [11). A practical method for ob- a

taining "calibrated" wave height spzctra by esti-
mating speckle noise variance and applying a Modu-
lation Transfer Function (MTF) correction based on

in 1121 (in the following referred to as the APL A t

procedure). If this were a realistic approach, a
significant wave height estimate, defined as 4
where m. is the zeroth order moment of the spec-
trum, would be obtainable. Fig. 6 SAR (left) and WAVESCA directional spec-

Few such wave height estimates have been re- tra, lines 1-7, 11 March 1988. Circles
ported in the literature. As we here have a com- indicate 100 m, 200 m and 400 m wave len-
plicated sea state case with near simultaneous ob- gths. Horizontal axis is azimuth and ver-
servations from a WAVESCAN buoy, the GEOSAT alti- tical is range dimension.
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EXPERIMENTAL INVESTIGATION OF IMAGING GEOMETRY EFFECTS ON SAR-DERIVED OCEAN
WAVE SPECTRA

K.A. H0gda, J.P. Pedersen, T. Guneriussen, H. Johnsen, T. Eltoft,

FORUT, UNIVERSITY OF TROMSO
P.o. Box 2806 Elverhoy, P.o. Box 953,
N-9001 TROMSO, N-9001 TROMSO,
NORWAY NORWAY

ABSTRACT where M(I) is tile modulation transfer function, usually splitted
into tilt-, hydrodynamic- and velocity bunching modulation. H(k)

Along track kazimuth) filtering of synthetic aperture radar tSAR) is the stationary SAR impulse response function i.e. the SAR
ocean image spetra has been investigated under different range to system response to a stationary point-scatterer. Finally, G(k), is
velocity (R/V) ratios Cut-off wavelength in azimuth is estimated the non-stationary response function describing the SAR system
from SAR ocean image spectra obtained with different R/V ratio. response to a moving scatterer.
For a RIV=130 s which corresponds to the ERS-I value, the cut- The non-stationary response function in eq.(l) models the loss of
off azimuth wavelength obtained is Xcut=240 in. A coherence azimuth resolution as a low-pass filtering process on the image

spectrum. Both acceleration and velocity spread effects maytime is estimated to be tcoh=0.015 s The azimuth filtering is contribute to the response function (Beal et. al., 1983),
shown to influente both the directivity and the peak wavelength ,Hasselmann et. al., 1985). The first is proportional to the R/V
of the ocean image spectra. The incidence angle and thus also the ratio and the SAR integration time and the second is proportional
integration time has neglihle effect on the azimuth filtering over to the RV ratio and the scatterer velocity variance within a
the range of angles and integration times considered resolution element. The velocity spread contribution, being the

dominant one, arises from the well known azimuth shift Ay =
Keywords Synthetic Aperture Radar, Ocean Wavenumber RUr/V introduced by the scatterer velocity Ur in the radar look
Spectrum, Coherence Time. direction. Assuming the velocity spread (i.e. also Ay) between

different scatterer within a resolution element to be Gaussian the
1. INTRODUCTION response function G k) also becomes Gaussian:

One of the major limitations in SAR imaging of ocean waves is k 2
the loss of resolution in the azimuth direction caused by the non- G(k) = exp [- ] (2)
stationarity of the scattering ocean surface. The fine resolution in 25ka2

the azimuth direction, obtained by recording the phase histories of
the backscattered signals over a finite time interval, consists of
both constructive and destructive effects depending strongly on where Ska = l/ 4 2<Ay2> is the half-width and "4<Ay2> is the rms.
t:ie radar and ocean wave parameters involved (Hasselmann et of the random position shifts. The half-width can thus be written
al., 1985). The constructive effect is theoretically described by the as:
velocity bunching modulation mechanism and the destructive
effect is usually modeled by a non-stationary response function. V I
Of particular inportance for both of these mechanisms is the RV 8ka = - 2-U2 > (3)
ratio and the sea-state condition being imaged (Beal et. al.,1983),
(Monaldo et. al., 1983).
One of the objectives of the wave imaging experiment during the Attempts to estimate 8ka (i.e. <Ur2 ) or the corresponding cut-
NORCSEX'88 campaign was to investigate SAR imaging of off wavenumber defined as kna x = 28k, are in the literature done
complex sea-states under various height to velocity ratios. Data integrating a theoretical wave bpectrum modelling the imaged sea-
from the march 11. are used m the present analysis, providing state (Tucker,1985), (Monaldo et. al.,1986). The velocity spread
star-pattern flights at two heights and a trimodal wave spectrum contribution may also alternatively be expressed by a coherence
with a significant waveheight of 4 m. time
Results from investigation of the resolution loss in azimuth with
respect to the R/V ratio and the angle of incidence are presented.

2. OCEAN IMAGE SPECTRA AND NON-STATIONARY -c 2n,2<U 2> (4)
RESPONSE FUNCTION r

that effectively limits the available integration time and thusA linear relationship between SAR image intensity and the ocean reduces the resolution in the azimuth direction. In this paper
surface height displacement yields a simple relaion between the
image power spectrum, F(h), and the directional ocean wave azimuth cut-off, kmax, and coherence time, coh, are estimated
spectrum, W(k) (Beal et. al., 1983): directly from the SAR ocean image spectra. This is done utilizing

spectra obtained under various R/V ratios using the procedure
F(k)= W(k) IM(k)12 IH(k)I 2 IG(k)12  (1) described in the following. According to eq. (1) the filtered

azimuth hinage bpectiai profile F(ka) may be expressed by the
corresponding unfiltered profile, F(ka) as:
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F(ka) = F(ka)lG0()1 2  (5) North ,

Dividing spectral profiles F obtained with different R/V ratios butn
otherwise under same wave/imaging geometry yields then using LIn 3,

eq. (2) and eq.(3): hen using w ,7-

F2L a),[ ka 2 1  R1
2V2 

2)J
F1( t - 2 (l~2  R2

2V 2 "  ( t5(6m) 'Ii'-','t

The azimuth half-width 8k,2 may dhus be estimated from the half-
width of the function in eq. (6). Having established 5ka2 , the
velocity variance <Ur2 > may be obtained from eq. (3) and finally
the coherence time from eq. (4). . *

3. SAR DATA PROCESSING

Data from March 11. Line 3, 4 and 6 have been analyzed in this
paper. The aircraft track angle, velocity and height varied as given Fig. I Wavescan buoy derived ocean wave spectrum at the time of the SAR
in table 1. overflights. Local wind direction and SAR Line 3,4 and 6 indicated

by arrows. Significant waveheight about 6.7 meters. Contour plot

Track angle velocity Heiht taken from ODAP report no. 108 (Barstow et. al.,1988).
Line 4 240 4 °  

1083 n/s 6026 m In fig. 2, 3 and 4 SAR ocean image spectra obtained neax nadir

Line 6 59.5* 1493 m/s 3688 in (fig. a) and far nadir (fig. b) from Line 3, Line 4 and Line 6 are
presented. The direction of flight is along the positive azimuth

Table 1. Aircraft track angle, velocity and height. axis. The thhgee modes indicated in the buoy spectrum (fig. 1) are
markeo with the same numbers in the SAR spectra.

The real time CV-580 SAR images are preprocessed and
converted to ground range given an out pixel spacing of 7.7 m in
both range and azimuth.
Out of this converted images, four subimages with 256 pixels x
1024 lines are selected at different ground ranges (and thus also
incidence angles and integration times) as given in table 2.

Sub Iniae 1 2 3 4

RIV 0 T IR/V 0 T IR/V T I 0 T - C
Line 3.4 70 38* 0.37s 95 55 0.50s 130 65 0.68s 170 71 0.89s
Line 6 30 38* 0.16si40 55* 0.22s55 650 0.30. 70 71° 0.38

Table 2. R/V, incidence angle 0, and effective integration time T per look of
the different subimages.

The images show a strongly varying brightness from near to far
range For each subimage an illumination function is computed Fig. 2. Line 3 near and far nadir ocean image spectra. Outer contour 75 m,
by averaging all the range lines and fitting a third degree mid contour 150 m, inner contour 300 m. N indicates North.
polynomial. All the range lines are then divided by this a:RN=70s, incidence angle 0=-380 .
polynomial. The subimage power spectra are computed using the b: R/V=170 s, incidence angle e=710.
periodogram method and subsequently smoothed by a Gaussian
kernel and filtered by an exponential high pass filter.
The spectra are corrected for the stationary SAR system response
function, but. no correction is done for the modulation transfer
function. This is not critical for the present analysis. The azimuth
profiles used in the computations are in addition corrected for the
along track scale distortion (Vachon et. al., 1988).
The power spectra are transformed into polar coordinates,

D(k,O), using bilinear interpolation. The directivity over all
wavenumbers and the heave spectra are then obtained by
integrating D(k,0) with respect to wavenumber and angle,
respectively.

4. EXPERIMENTAL RESULTS ,io-,,th

Wavescan buoy derived ocean wave spectrum obtained during the Fig. 3. Line 4 near and far nadir ocean image spectra.
SAR overfliuht- iq shown in fio I and tha thrtL !na;. m' a a: RV-7--- -n-.---- -n. .

numbered 1,2 and 3. The direction of the SAR flight lines 3,4 b. R/V=170 s, incidence angle 0=710.
and 6 are also annotated on to the wave spectrum together with
the local wind direction. The significant waveheight was between
6-7 m during the time of the SAR overflights. The wavescan
spectrum below was used for identification of the various modes
in the corresponding SAR ocean image spectra.



1110

The dihectivity and heave spectrum obtained under the same R/V
ratios and incidence angles as in fig.5 are shown in fig. 6 and 7,

". " respectively.
// N

in/ ,..

Fig. 4. Luie 6 near and far nadir ocean image spectra.
a: RIV=30 s. incidence angle 0=38 0.
b: RV=70s, incidence angle 0=7 10.

The dominant effect demonstrated in these spectra is the increased 1SO 240 300 360
azimuth filtering with increasing RV ratio. Fig. 2a and fig. 4b Dgrees
which are taken under approximately same RV ratio but very
different incidence angle show close similarity. Fig 2 and 3 Fig 6b Drectivity obtained from Line 3 and Line 6 under different incidence
shows spectra obtained at opposite directions of flight, and the angles but same R/V=70 ratio. Range corresponds to 2700.
modes with positive azimuth components are best identified. This
will be a subject for further studies.
In order to investigate properly the azimuth filtering process
indicated by the spectra in fig. 2, fig. 3 and fig. 4, azimuth profile Line 3, RV =70
at spectral peak and average azimuth profiles are computed for -0. Line 6, R/V = 30
various R/V ratios and incidence angles. The filtering effect on
the directivity and the heave spectrum is also considered.
Fig. 5a shows the azimuth profile averaged over all range lines in
the spectrum obtained from Line 3 and Line 6 wider different RV
ratios but same incidence angle. Fig. 5b shows the average
azimuth profile obtained under different incidence angles but o
same RV ratio.I

L 0=3
'0 -70 .L-3 - Ls3 0=38

O 4.prv.0 .t-0- L-6n .0=71

80.00 0.05 0.10 0.15 0.20
Wavenumber

"0 'Fig.7a. Heave spectrum obtained from Line 3 and Line 6 under different RI/V

0 .. ratios but same incidence angle 0=380.
0.00 0.03 0.10 0.I3 0.20 0.00 0.05 0.10 0.15 0.20 0

azinith wavenrmber (rad/in) azimuth wavenuniber (ad/ni) Ln"

Fig. 5a. Average azimuth profile obtained from Line 3 and Line 6 under -- Line 6, 0=71"

different RV ratios but same incidence angle 0=380.
b. Average azimuth profile obtained from Line 3 and Line 6 under

different incidence angles but same R/V=70 s ratio. .0

- Line3. ttV=70

,.ae Waventunber

q"" 'rig. 7b. rieave spectrum obtained ttom Line 3 and Line 6 under different
icdneangles but same R/V.70 s ratio.

4, .ie6 inciden

010

240. Dere 300. 360. . Fig. 6 and 7 demonstrate the azimuth filtering as function of the

0.00 ,05001000.530.2

R/V ratio. A change in R/V from 30 s to 70 s has a dramatic
consequence on the directivity tending to move the peaks towards

Fig 6a "'irectivity obtained from Line 3 and Line 6 under different R/V range. The heave spectrum is not that much influenced. The
rauos but same incidence angle 0=380. Range corresponds to 2700. change in incidence angles has minor influence on the results.

A quantitative measure of the azimuth filtering is obtained by
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computing the azimuth profiles over the peaks in the spectra.
Fig.8a shows the azimuth profiles at spectral peak mode 3 . Li3 0-38

obtained from Line 3 and Line 6 under different R/V ratios but 0. Li,6 ,071

same incidence angle. The results of dividing the profiles in
fig.8a according to eq. (6) is shown in fig. 8b. Fig. 9a and b
shows the satne plots obtained from modes I and 2.

- RY.i30 L-3i i . 3v 3 .L6~0

.4 .0.09 -006 .0,03 0.00 003 0.06 0.09

d zinuth wavenumber (rad/m)

. . . Fig.10 Azimuth profile at spectral peak obtained from Line 3 and Line 6. . . . under different incidence angles but same R/V=70 s ratio.
-0.09 -0.00 .0.93 000 003 0.06 0.09 .0.06 .0.03 0.00 0.03 006

azimuth wavenumber (rad/m) azimuth wavenumber (trad/m) The similarity between both profiles is very good both in shape
and absolute energy density. The Sensitive Time ControlF ig 8a A nim profile at spectral peak (mode 3) obtained from .ane 3 and (Livingstone,1987) option was acttve during the generation of the

LIne 6 under different Rv ios. Incidence angle 0--.-650 real-time SAR data. This STC performs among several things an
b Results obtained by division of the profiles in figsa, F2 /F i  adjustment of the received power with respect to the variation of

according to eq. (6) where F2 is the profile obtained with R/V=I30 s the radar reflectivity with incidence angle according to a radar
and Ft with RV=55 s reflectivity law. This combined with the careful preprocessing of

the subimages as described in chap. 2 are probably theRjV.iiO *L3 explanation of the results in fig.10. An increase in the angle of
incidence leads to an increase in the integration time as specified[ A in tab.2. Fig. 10 indicates that the acceleration contribution being
proportional to the integration time is neglible as a source to the
observed azimuth filtering. Line 1, 2, 5 and 7 have also been
investigated using the same procedure showing the same results
regarding the azimuth filtering problem.

. ., ... ... .. .. ...5. CONCLUSIONS
-009 .-0.06 -. 03 O.O 0.03 0.06 0.09 ,0.06 -0.03 0.00 0.03 9.06

azimuth wavenumber (rad/m) azimuth wavenumbcr (rad/m) Loss of resolution in the azimuth direction is investigated as
function of imaging geometry. The most important parameter is

Fig 9a Azinth profile at spectral peak (mode 1, 2) obtained from Line 3 the range to velocity ratio, R/V, and a procedure for estimating an
and Line 6 underdifferent R/V ratios. Incidence angle 0=650. azimuth cut-off wavenumber and coherence time from SAR

b. Results obtained by division of the profiles in fig.a, F2/F1 as pro- image spectra is proposed and demonstrated. For an R/V=130 s
posed in eq. (6) where F2 is the profile obtained with R/V=130 s corresponding to the ERS-1 value, a cut-off in azimuth
and FI with R/V=55 s. wavelength was estimated to 240 m. The coherence time was

found to be of the order of 0.015 s. The azimuth filtering is
The half-width 8 ka of the curves in fig.8b and fig.9b are shown to influence both the directivity and the peak wavelength
estimated assuming a Gaussian shaped function according to eq. of the ocean image spectra.
(6). The half-width 8k,2 of the corresponding azimuth filter is 6. REFERENCES
then computed using the relation:
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AUTOMATED TRACKING OF ARCTIC ICE FLOES IN
MULTITEMPORAL SAR IMAGERY
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Vexcel Corporation Jet Propulsion Laboratory
2477 55th Street 4800 Oak Grove Drive
Boulder, CO 80301, USA Pasadena, CA 91109
Tel: 303/444-0094
FAX: 303/444-0470

ABSTRACT As a result, there has been increasing
attention to algorithms for tracking ice

We discuss the use of two algorithms to per- floes by matching feature shapes (Vesecky,
form shape matching on the boundaries of ice 1988).
floes in SAR images in order to produce an
ice motion map. The algorithms match a shape We describe here a set of algorithms
descriptor known as the psi-s curve. The developed at jointly by Vexcel Corporation
first algorithm uses normalized correlation and the Jet Propulsion Laboratory (JPL) which
to match the psi-s curves, while the second have successfully overcome these obstacles.
uses dynamic programming to compute an elas- Rather than correlating raw pixel values,
tic match that better accommodates deforma- these algorithms first extract features from
tion of the ice floe boundary. the images. The shapes of the extracted

features are then compared using shape
I. Introduction descriptors known as psi-s curves. To match

the psi-s curves, the algorithms use both
There has been considerable interest in normalized correlation and dynamic
recent years in the use of SAR imagery to programming. An ice tracking system that
study movement of arctic ice floes. The uses these algorithms is currently being
movement of ice floes is of interest to developed jointly by Vexcel and JPL under a
shipping, oil drilling, and military grant from NASA. The system, known as the
operations. In addition, the motion of ice Geophysical Processing System (GPS), is
floes plays a large role in the world's scheduled for installation at the Alaska SAR
weather, because this motion exposes large facility in Fairbanks in April of 1990.
expanses of unfrozen ocean water to the much
more frigid arctic air, and is therefore II. Psi-s curves
responsible for a large amount of heat
transfer between the ocean and the Suppose f(s) - (x(s),y(s)) is a continuously
atmosphere. SAR imagery is suited for this differentiable parametric curve such that s
task because it allows continuous coverage is arc length along the curve. At each
through clouds that prevail in the arctic, as point, the vector f'(s) - (x'(s),y'(s)) gives
well as during the dark winter months, the vector that is tangent to the curve.

A common approach to the automated tracking Let 8(s) be equal to the angular difference
of arctic ice has been to select a patch from between f'(s) and the unit vector (1,0). 8
an early image (the source image) and to is a real-valued, function of s which is
cross correlate it with a later image (the continuous everywhere, except where phase
target image) at each position that could wrapping introduces discontinuities, i.e.,
plausibly correspond to the same patch of ice where it wraps around from 2n to 0 or from 0
(Fily, 1986). The position that maximizes to 2n. The psi-s curve is derived by adding
the computed correlation coefficient is or subtracting multiples of 2n to portions of
deemed likely to contain the corresponding the 8-s curve as needed to remove these
patch of ice. Sometimes consistency checks discontinuities. In the case where the curve
between several matches are used to identify has points where it is not differentiable,
false matches. multiples of 2n are added or subtracted in

order to minimize the magnitudes of the
This method is known as area correlation. discontinuities.
The problem with it is its computational
expense, especially when ice floes rotate. The boundary of a binary region in a digital
To accommodate rotation, the patch must be image has a limited number of orientations,
rotated and correlated several times at each depending on the tesselation. It is
potential match position in the target image. therefore necessary to interpolate a smooth
The search space thus becomes very large, boundary through the jagged artifacts of
increasing the likelihood of false matches digitization before computing the psi-s
and increasing enormously the computational curve.
burden.
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III. Matching of psi-s curves using IV. Problems with matching psi-s curves
correlation using correlation

One of the methods GPS ice tracking system Figure 5 illustrates a pairing between
uses for matching shapes is normalized corresponding elements of two psi-s curves
correlation of the psi-s curves of the derived from segmented ice images. It is
shapes. The GPS ice tracking system employs clear that the mapping of the elements is not
correlation by extractLng arbitrary segments one-to-one, and the mapping of the elements
of fixed size from the psi-s curves from the cannot be known until the curves are matched
source image and finding the subsegment of up.
the same size in the psi-s curves from the
target image that maximizes the correlation In fact, implicit in correlation is the
coefficient. assumption that the psi values are disturbed

from one image to the next, but that the
Correlating psi-s curves is an effective mapping between the s domains remains linear.
method of matching features that rotate However, any disturbance of the psi values
strongly from one image to another. The usually results from disturbance of the shape
reason is that rotation of a feature causes a being matched, and therefore also results in
constant to be added to its psi-s curve. The distortion of arc length over some intervals
correlation coefficient between two functions of the boundary. The correlation matching
is invariant to addition of a constant to one process is therefore misspecified, and this
of the functions. Therefore, the ability of can lead to failure of correlation matching
correlation to identify a match is unhampered to find correct matches when distortion of
by rotation of the features. The rotation arc length is severe.
can be estimated at the best match by linear
regression of the psi values f:om the two V. Dynamic Programming
sets.

The field of sequence comparison deals with
Correlation is also invariant to scalar the comparison of similar sequences, where
multiplication of one of the sets of samples the correspondence between the elements is
being correlated. This occurs when one of not one-to-one and not known in advance. The
the psi-s functions can be derived from the techniques developed in this field provide a
other by scalar multiplication with a factor way of measuring the similarity between such
other than 1.0. This would mean that the sequences, as well as computing the optimal
variation in the orientations of the tangents and most natural mapping between the elements
to one feature is greater than it is for the of one sequence and those of the other. Most
other, and hence, one of the features is a of the techniques in this field are based on
coiled up version of the other. This does a class of algorithms known as "dynamic
not correspond to what humans would consider programming". Dynamic programming is a
resemblance, nor are two such curves likely process whereby a recursive problem with an
to represent the same ice floe in two images, exponential search tree can be solved in
The scalar multiple can be estimated the polynomial time by using a table to retain
linear regression slope coefficient, and intermediate results that are shared by
matches rejected where this estimate is different branches of the tree. A survey of
significantly different from 1.0. this area can be found in (Sankoff, 1983).

The final task is to determine which of the Dynamic programming has been used in the past
matches obtained by correlation are false and for shape comparison in computer vision, but
which are correct. The solution to this this has been restricted largely to
problem used in the GPS starts with the handwriting analysis (Burr, 1983).
observation that most ice floes have at least
two correct matches on them. The features A. A Dynamic Programming Solution to the
involved in these matches move as part of a Matching of Psi-s Curves
rigid body. The length of the axis joining
them will be unchanged from one image to the A procedure known as "dynamic timo warping"
next, and the estimates of the rotations of is a variant of dynamic programming for
each obtained by their linear regression matching real-valued sequences. Dynamic time
intercepts will coincide with each other and warping examines all sets of mappings between
with the rotation of the axis joining the two elements of one sequence and those of the
features. It is unlikely that a pair of other, subject to the constraints that tho
matches that are not both correct will mappings do not cross each others, and that
satisfy these criteria. The GPS examines all every element from one sequence is paired
pairs of matches obtained from psi-s with at least one element from the other
correlation, tests for these criteria, and sequence. It assigns to each of these
keeps all pairs of matches that satisfy them. mappings the sum of absolute differences of
This is a much more effective way of paired elements. It then produces the
separating false matches from correct matches mapping with a minimum sum of absolute
than is thresholding the correlation differences, or "cost."
coefficients of the matches.

Figures 1, 2, 3, and 4 depict an ice image
pair, the extracted features from each pair, Let x. and y. be two sequences of length m
and the motion vectors derived using psi-s and n. Then x, and y are the prefixes of
correlation followed by the bad match filter. these sequences conta nXng i and j elements,

respectively, and x, and yj are the i'th and
j'th elements of the respective sequences.
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The distance between the two sequences can be one of the sets of samples. in psi-s
expressed as follows: matching, this is exactly what happens when

thero is rotation of the features from one(x., y,) - E Jxj- Yl image to the next. Therefore, although the
approach is not blinded by distortion in the

d (x,, y.) - E I yxI- YJ s dimension of the psi-s curves, it can be

(x., y.) - min (d y(x. -blinded by strong rotation of the features to(xy) i d (x_1, yn)-Ix. - Y nI be matched.
d(x:-, Y.,)-x.-Yn1,

d (x , .l)-IX.-~Ynl To remedy this problem, a rotation-invariant
descriptor of a curve can be derived from the

The relation maps xm to y. at cost Ix. - yI, psi-s curves by subtracting a running mean
and resorts to recursion to compute the from them before the dynamic programming
minimum-cost mappings of the preceeding match is performed.
elements.

The mapping can be computed cheaply by VI. Conclusion

keeping a table, where element (i,j) of the Two methods of tracking arctic ice floes SAR
table contains d (xI, y4). By starting with images have been presented. Both of the
element (1,1) the t can be built up methods do shape matching on psi-s curves.
inductively without resorting to recursion. The first method, based on normalized
When the table is completed, element (x., yn) correlation, is indifferent to rotation of
contains the cost of matching the two the ice floes, and therefore excels in
sequences. Backtracking in the array from matching features whose rotation is unknown.
element (x , y.) through the elements giving
rise to tXe minimum at each step of the The second method, based on dynamic time
recurrence relation gives the mapping between warping, excels in matching features that
the elements. The time and space required to resemble each other less closely, but whose
complete the table is proportional to its rotation can be estimated.
size, or m x n.

The GPS uses a variant of this approach. The REFERENCESfollowing recurrence relation is used: 1. Burr, D.J., "Designing a Handwriting
d (x., yj) - E Ix1-yI Reader", IEEE Trans. Patt. Anal. Mach.

Intelligence, Vol. PAMI-5, No. 5,
d (xi, y.) - E Ix,-yj pp554-559, 1983.

d (x., y.) - min (d (x.,,y.)-r*lx. - ynj 2. Fily, M., and D. A. Rothrock, "Extract-
d (x=_,y._,)-Ix--yI, ing Sea Ice Data from Satellite SAP
d (x.,y._,)-r*lx.-Y.1) Imagery", IEEE Trans. on Geoscience and

Remote Sensing, Vol. GE-24, No. 6,
where r is a parameter that penalizes pp849-854, 1986.excessive arc-length warping. 3. Sankoff, , D., and J. B. Kruskal, eds.,
After the table is completed, the bottom row Time Warps, and Macromolecules: the
ic searched for a minimum value. Theory and Practice of Sequence Com-
Backtracking from this location gives the parison. Addision Wesley: 1983.
interval over x3 that matches y. the best.
When y. is a fragment of a psi-s curve from 4. Vesocky, J.F., et. al., "Observation of
one image, and x* is the set of psi-s curves Sea-Ice Dynamics Using Synthetic Aper-
from the other, this procedure find6 the best ture Radar Images: Automated Analysis",
match. IEEE Transactions on Geoscience and

Remote Sensing, Vol. 26, No. 1, pp38-47,
Figure 6 illustrates the use of the table on 1987.
a small example, while Figures 7 and 8 show
dynamic programming match results on ice
image data.

B. Problems with the Dynamic Time Warping
Approach

As explained above, the primary advantage of
the dynamic time warping approach over the
correlation approach is that it is not
blinded to a match by distortion of the s
dimension of the psi-s curve. The chief
disadvantage of the approach is that the
underlying similarity measure is based on the

sum of differences measure of similarity is
sensitive to the addition of a constant to
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Figure 1. October 1978 Seasat SAR image of Figure 3. Features extracted automatically
an area of central pack ice in the Beaufort from the image in Figure I. To extract the
Sea. features, the gray values are clustered to

get a binary classification. The boundaries
of the regions in the resulting binary image
are vectorized, and all boundaries with less
than a minimum perimeter are discarded.

*(ris'

A

; •

Figure 2. Seasat SAR image of the same ice Figure 4. Correct matches obtained by corre-
three days later. lation of the psi-s curves of features

extracted from the images in Figures 1 and 2.
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Figure 5. Two matching segments of sea ice Figure 7. Matches produced by dynamic pro-
feature boundaries and their psi-s curves. gramming from the data used in Figure 4.
The matches of the psi values were produced
using the GPS's dynamic programming algo-
rithm. Deformation of the axis along which
the curves match frequently inhibits a
correct match when correlation of psi-s
curves is :sed.

1 2 1 2 3 3 2 5 0 1 1

2 1 0 1 0 1 1 0 3 2 1 1

3 3 1 1 1 0---0 1 2 5 3 3

2 4 1 2 1 1 1 0 3 4 4 4

4 7 3 4 3 2 2 2 1 5 7 7

4 10 5 6 6 3 3 4 2 5 8 10

0 11 7 6 8 6 6 5 7 2 3 4

Implied mapping:
12123325011I 2/ / / I

I I/ / / I I
232440

Figure 6. Illustration of the table produced
by a dynamic programming match of the
sequence 232440 against the sequence
12123325011, which produces the best-match
subsequence 233250. The table is filled in

vy-rW USln the k=ULLLXCe Leiation usea
by the GPS and a value of 1.0 for r. When the
table is completed, the bottom row is scanned
for a minimum value. Scanning vertically
from the minimum value of 2, one finds the
location of the end of the best-match subse-
quence. By backtracking from that location
through the elements giving rise to the
minimum in tle recurrence relation, one finds
the beginning of tne best-match subsequence,
as well as the mapping between the elements.
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AUTOMATED ANALYSIS OF POLAR SATELLITE IMAGERY

Jeff Banfield" Drew Rothrock
Department of Mathematical Sciences Applied Physics Laboratory

Montana State University University of Washington

Abstract statistics, pattern recognition and computer vi-
sion are applicable to the analysis of remotely

We have developed a technique that incorporates sensed sea ice. Using several of the new ideas
several innovative ideas to identify ice floes au- from these fields, we have developed and imple.
tomatically. Our technique finds whole floes, not mented an algorithm which can take a satellite
just partial edges or lead boundaries. Using stan- image and return the outlines and spatial config-
dard image processing techniques, image pixels uration of all major ice floes. The shape and spa-
are classified as ice or water and edge pixels (those tial information provided by our algorithm can
which define the border between ice and water) be used in studying temporal and spatial vari.
are identified. The ice floes are then eroded, using ability in ice morphology, in floe tracking and in
a computer to simulate melting the ice. The lo- modeling ice processes such as lead dynamics and
cations of those edge pixels which outline a given floe breakup. The solution to this complex prob.
floe are propagated into the interior of the floe lem rquires a combination of several techniques,
as :t melts. This erosion-propagation (EP) al- including cluster analysis and principal curve es.
gorithm produces initial clusters of edge pixels timation. There are a number of preprocessing
which outline the floes. It also eliminates loose steps that must be undertaken before the clus-
ice and pixels which were erroneously classified tering can take place. However, as can be seen in
as ice. The EP algorithm Is computationally effi- Figures 1 and 2, the results are quite satisfying.
cient and has the potential of being implemented
on parallel processing machines. A new approach In general, grayscale images contain more in-
to cluster analysis, based upon principal curves formation than binary images. However, since
and maximum likelihood estimation, is used for the identification of ice floes is basically a binary
the final verification and representation of the problem it is reasonable to start by classifying
floes. pixels as ice or water. There are a number of con-
Keywords: Ice Floes, Cluster Analysis, Erosion, textural classifiers in the literature (Owen, 1984;
Principal Curves Kittler & Illingworth, 1985), however the most

common classification technique for creating bi-
nary polar images is thresholding (Vesecky et. al.,

1 INTRODUCTION 1988; Fily and Rothrock, 1986). In a thresholded

With the advent of satellite imagery virtually un- image of sea ice, all pixels with an intensity above

limitedj servational data are available to study a specified threshold level are classified as ice,
the x1ment and spatial structure of sea ice. those below the threshold are classified as water.

in..... to .f .. Although many pattern recognition techniquesin order to u~luze ruuly mnis IIUux 01" ....Le
is a need for automated pattern recognition tech. are sensitive to pixel mis-classifications due toniques specifically designed for the analysis of sea thresholding, the one proposed here has proven

niqus seciicaly esinedfortheanaysi ofsea robust to that problem. Setting the threshold
ice. Many of the recent advances in the fields of leeus one ple ehu n suersoh

level is one place where human supervision ha
*Supported by ONR Grant N00014-89.J-1114 proven fruitful. By allowing an operator to ad.
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Figure 1. Ice floes in a LANDSAT image.

'Il

Figure 2. Ice floes that our method found in Figure 1. The circles are edge pixels, the smooth curves
are principal curves that have been fit to each of the floes. The four largest itoes have edge pixels in their

interior. Because of the interior edge pixels these floes were subdivided by the EP algorithm. The partial
floes resulting from the subdivision were then merged to form the complete floes in this figure.
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just the threshold level interactively, the human of a pixel. We used a 3x3 square, this defines
vision system, with its exceptional pattern recog- the neighbors of a pixel to be the eight immedi-
nition capability, can ",.zy accurately determine ately adjacent pixels. By using other structuring
an appropriate thresho!d level. If a fully auto- elements different types of erosion and different
mated system is desired, one of the more complex erosion rates can be produced.
classification techniques can be employed. If a pixel is eroded and has no neighboring pix-

After classifying the image as ice or water, the els that are classified as ice, then it must be the
next step is to identify the edges of individual lut pixel of a floe. By recording the location of
floes. This is done by determining which pix- the last ice pixel from each floe, an enumeration
els are at the edge of a floe and then group- of the floes as well as the location of the "cen-
ing together those edge pixels which belong to a tes" of the floes is obtained. The minimum size
common floe. Locating edge pixels is easy, there of the floes can be controlled by waiting until a
are many edge operators in the literature which specified number of iterations have passed before
can be used (Rosenfeld and Kak, 1982; Rosen- recording the locations.
feld, 1984). Grouping together edge pixels which We define edge pixels to be the set of pixels
outline one particular floe is far more difficult, removed by the first iteration of the erosion pro.
This is one of the problems that our algorithm cess. This set of pixels includes noise, the edges
addresses. Note that in Figure 2 the floe outlines of melt ponds and loose ice as well as the pixels
are not just hundreds of individual edge pixels, that outline the floes. If the locations of the edge
they represent 28 objects, each one containing the pixels are propagated inward as the floes melt,
outline of a single floe. All the edge pixels from a then the last piece of ice from each floe should
single floe are grouped together and know about have associated with it all the edge pixels from
each other (the ordering in which they fall, their that floe. The edge pixels not associated with a
distance from each other, their distance from the floe will be eliminated. The iterative procedure
center, etc). of eroding a closed figure while propagating the

Our algorithm assumes that the edge pixels of edge information to the center is called the ero-
a single floe must lie along a closed curve. By sion propagation (EP) algorithm (Banfield and
employing a clustering criterion based on closed Raftery, 1989a). The EP algorithm producPs a
principal curves (Banfield, 1988) it is possible to collection of objects that may be floes. Unfottu-
identify the resulting clusters as floe outlines. Un- nately, the EP algorithm can subdivide floes that
fortunately, there are generally so many edge pix- are non-convex or have dark areas (such as melt
els and so much noise that a direct application of ponds) in their interior.
cluster analysis is not practicl. We produce a If a floe is subdivided, the resulting partial
preliminary grouping of the edge elements by us. floes will have common edge elements. Unfortu-
ing erosion, a technique from mathematical mor- nately, separate floes which lie close to or t( uch
phology, as a thinning algorithm. Erosion simu- each other can also share edge elements, so corn-
lates melting the ice and is able to locate a central mon edge elements alone cannot be used to de-
point on each floe and associate that point with termine which collections of pixels from the EP
the appropriate edge pixels, algorithm should be merged. It can, however,

indicate which of the partial floes should be con-

2 THE EP ALGORITHM sidered a candidates for a merger. In order to
determine whether a set of floes which share edge

The basic idea behind erosion (Serra, 1982) is to elements should be merged we use a statistical
define a structuring element and use it to remove technique known as cluster analysis.

pixels. To erode an ice floe the structuring el-
ement is placed over each pixel in the floe, if 3 CLUSTER ANALYSIS
the structuring element lies entirely within the
ice floe then that pixel "survives" to the next it- The first step in determining whether adjacent
eration. Otherwise, the pixel is eroded, that is, floes should be combined is to fit a closed princi-
it is reclassified as water. A structuring element pal curve (Hastie, 1984; Banfleld, )988) to each
is simply a pattern that describes the neighbors of the collections of edge pixels produced by the
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EP algorithm. The characteristic that allows the used. The edge elements in the central regions
successful merger of the partial floes is that the of the 4 largest floes result from melt ponds and
edge elements of a complete floe have uniformly pixel mis-classifications. They are not part of the
distributed projections onto the principal curve, floe edges and have been given zero weight in cal.
while large gaps in the projections indicate a par- culating the principal curves. They may easily be
tial floe. We cluster the edge pixels about the eliminated when working with the edge elements.
principal curves using a clustering criterion based
upon both the variability of the points about the References
curve and the variability of the projections along
the curve. The criterion is [1] Banfield, J, "Constrained Cluster Analysis

and Image Understanding," Ph.D. Disserta-
V = aVabt + V~hg (1) tion, Statistics Dept, University of Washing-

whe Vast is the variance of the lengtba of the ton, 1988.
proj,;ctions of the data onto ie principal curve [2] Banfield, J. and Raftery, A, "Ice Floe Identi-
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Object-Based Feature-Tracking Algorithms for SAR
Images of the Marginal Ice Zone

Jason Daida & John Vesecky

STAR Laboratory, Department of Electrical Engineering
Stanford University, Stanford, CA 94305-4055

Abstract 2. Introduction

Synthetic Aperture Radar (SAR) provides an Conditions found in the Marginal Ice Zone dictate
excellent means of observing the movement and that a tracking scheme account for a wide variety of ice
distortion of sea ice over large temporal and spatial movement and a diversity of seascape. Ice found close to
scales. Consequently, the European Space Agency's pack ice will often move as rigid plates. Ice found close to
ERS-I satellite will carry a SAR over the polar regions in open ocean will often move as fragments, especially
late 1990. A key component in using arctic SAR data is an during the summer. These fragments are difficult to
automated scheme for extracting sea-ice displacement track. Unlike rigid plates, fragments can spin many
fields from a sequence of SAR images of the same times between SAR observations as they drift across open
geographical region. water. The context within which fragments occur, e.g. an

Although automatic sea-ice tracking algorithms do open-water/new-ice matrix, may change rapidly. Edges
exist, analyzing the Marginal Ice Zone remains of fragments can change as a result of melt and collision.challenging. the wide variety of ice movements and Fragments may also further disintegrate into smallerdiverse of seascapes have led to the development of fragments. Figure 1 illustrates how some of thesehybrid schemes. An important element of these schemes phenomena appear in an SAR image. Given the variety ofconsists of a feature-based algorithm. Another important conditions within the Marginal Ice Zone, multipleelement usually consists ofa statisticaaty-based techniques should and can be employed to track ice.
algorithm, e.g. correlation. Computer understanding of Recent hybrid schemes have been introduced to
what features to look for, when to apply correlation and accommodate a variety of ice movement. Vesecky et al.
where to look is still subject to investigation, proposed a hybrid of feature / statistical-based tracking

Oui research focuses on a method for providing algorithms. (Vesecky et al., 1988) The Alaskan SAR
computer understanding of a Marginal Ice Zone scene. Facility Geophysical Processor System implements a
che method parses a complex ice scene into individual feature / statistical-based tracking scheme using the edges

objects. We define an object as a closed boundary and its of segmented regions for features and pyramid
interior. Consequently, we highlight in this paper how correlation for statistical matching (Kwok,1988).
the recognition of objects facilitates sea-ice tracking. We Generally, boundary features work with most fragments,
also describe our solution to the problem of weakly while pyramid statistical correlations work with rigid
connected regions as one facet in automatically creating plates.
objects from bitmaps. We provide an example of The class of algorithms under investigation uses
matching floes taken from a synoptic image pair. The objects, which are amenable to feature tracking as well as
example employs a simple object construct using statistical tracking. Object characteristics may indicate
invariant moments, although object contructs are not the type of algorithm to use; for example, large objects
limited to them. use pyramid correlation and small objects use features.

Objects may take into account interior features as well as
their boundaries. Matching objects representing

1. Keywords fiatginii diicuily faciiiiales tracking. Finaiiy, object
understanding will help in integrating feature-tracking

Marginal Ice Zone, Im,-ge Understanding, Object and statistical-tracking methods.
Identification, invariant moments, automated sea-ice
tracking algorithms.
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Figure 1. Marginal Ice Zone from Barrow, Alaska. This synoptic image pair was taken by SEASAT in 178. Each pixel
represents a 200 x 200 meter area. a) Orbit 1409 October 3. b) Orbit 1452 October 6.

3. Framework: Object Understanding Select ImageI Pairs

Objects are meta-features, collections of individual
features belonging to a particular spatial group. We C '1 S
define an object as a closed boundary and its interier. C Ojcts by Sizet
Whereas edge-based algorithms use only the information
given by the boundary, object-based algorithms use the
information given by the boundary as well as the
information given by its interior. An object may simply s Chooses
consist of a binary image with ones representing the
region of interest and zeroes elsewhere. An object may intermediate
also consist of a gray-scale image with intensity values mo ent pyra Id
,epresenting the region of interest and zeroes elsewhere. simianly edge correlation
An object may further consist of a feature-reduced image
with the region of interest presented by a closed boundary
and some interior features, such as pressure ridges.
Whatever the variation, object-based tracking algorithms exhausted no
can use the information within the interior of a boundary <A>
to characterize a floe or region. The advantage comes ice motion
when individual features, such as edges, are insufficient data .- yes

for registration and when the spatial context of those Figure 2. Example flowchart incorporating objects.
features becomes important.

A pseudo-code implementation in C of an object In this example, objects mediate the first level of decision
would look something like the following: making. Subsequent decisions based on objects can be

struct object made at a lower level to aid in determining what other
I algorithm to use.
list of coordinates of this object;
an identification tag;
number of pixels in this object;

/* for sorting by mass 4. Object Construction and Algorithm
feature x

/ea.rg. ice typeT
feature y The process of automatically constructing two-

/* boundary vector */; dimensional objects from a bitmap includes two general
Z* e.g. pressure ridge density */ steps. The first step is to segment an image. These

segments correspond roughly to ice (e.g., first, second,
and multi''ar types) and water (e.g., new ice, frazil, open

I; water). L .ffication and segmentation techniques are
fairly well di..ussed in literature. The next step is to

A flowchart of a tracking algorithm using objects identify contiguous regions which roughly correspond to
could look like that shown in Figure 2. floes. The latter step of identifying contiguous regions
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requires further elaboration.
The problem of how to identify specific regions is

simple conceptually. Each spatial cluster of pixels
corresponds to a region. Each region is issued an
identification tag. The problem would be simple if
regions were non-connecting. However, in even highly
fragmented scenes of ice, regions may be weakly
cornected. : "

To address the problem of weakly connected
regions, we have used the following algorithm. Start with

a binary image: ones for ice, zeroes for water. Create a (a) (b)
list of coordinates corresponding to those pixels that have Figure 4. A 20 x 20 pixel example demonstrating weakly connected
a value of one. Select a pixel from that list and label it regions. (a) Binary image showing seven weakly connected

objects. (b) Result of algorithm applied to (a). Seven regions areactive. Set that pixel's eight-connected neighbors as identified and each region is tagged with a particular intensity value.
active. After determining the initial pixel's neighbors, Note that objects of one-pixel width are filtered out completely. The
designate it solid, object described in Figure 3 is part of (a).

The next sequence is iterative. Using active pixels,
determine the next layer of potential pixels. A potential The amount of inter-region filtering depends on
pixel is eight-connected to an active pixel. A potential what criteria are used to eliminate potential pixels from
pixel is also on the ones-list and is not solid. Eliminate further consideration. The current algorithm requires
weakly connected potential pixels. A potential pixel is that a potential pixel have two adjacent eight-connected
eliminated if and only if it fails to be connected to a neighbors that are either solid or active. Consequently,
certain number and orientation of solid or active pixels, the algorithm defines weakly connected regions as
Set the current active pixels to solid. Set the remaining regions connected by comer or by one-pixel bridges.
potential pixels to active. Repeat and continue until no More stringent criteria can be applied for greater inter-
more potential pixels can be found. Figure 3 exemplifies region filtering.
this sequence.

5. Application: Registration with Moments

A. Object Registration Algorithm with Invariant
Moments

We selected a pair of 20 x 20 km subimages from
SEASAT image pairs 1409 and 1452 for demonstration.
The images were sub-sampled to create 100 m pixels to
simulate ERS- 1 data. Subsequently, quadtree-reductions
smoothed the image to 200 m pixels. Subimages were
then extracted, Binary images were created from the
subimages with a simple segmentation based on
thresholding a mean image generated by a 3 x 3 pixel
window. Figure 5 shows the resultant binary image pair.

Figure 3. Identifica ion process of a 62 pixel ob wt Solid pixels ,
are determined as part of the object. Gray pixels are new locations t
that have been determined as part of an object. Fro7r the gray pixel
location, new candidates for solid pixels are choser.

After iteration, all pixels belong to a region. These (a) (b)
piI -'.I ..... be agge. Aeb U L a e Laggeu are Figure 5. Binary subimages. (a) 1409 subimage of pair a. (b) 1452
removed from the ones-list. A new region is started from subimage of pair b.
a location in the ones-list. The entire procedure repeats
until no more pixel locations exist in the list. See Figure 4 The identification algorithm was applied to both
for an example. image pairs. The identifier distinguished 14 objects from

Figure 5(a) and 19 objects from Figure 5(b) greater than
8 pixels in size. (See Figure 6.)
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(a) (b) (c) (d)
22 10 1 Figure 7. Matching Floes. (a) Object 3: 1409. (b) Object 1: 1452.

14 (c) Object 10: 1409. (d) Object 10: 1452.

419 "24 17 16 18 19 the list of possible matches to Object 10 (1409) to 3
(a) (b) echoices. The similarity measure determines that Object

Figure 6. Identified Objects. Most of the salient features were 10 (1452) is a correct match.
retained in the process. (a) 1409 subimage. (b) 1452 subimage.

6. Discussion
After identifying the location of each object, a

tracking scheme could assemble and append other Ambiguities and missed hits will occur with the
attributes. For example, we constructed the following smalier objects. A limitation of how small an object can
object. be matched is dependent on the performance of the

struct object classifier which precedes identification. For example,
Objects 11 in both 1409 and 1452 are matched floes;

list of .'oordinates of this object* however, the binary image of Object 11 in 1409 is very
an iden itication tag;number of pixels in ths object;; different from the binary image in 1452. Likewise,

/k for sortinq by mess */ Objects 16-19 in 1452 are actually contiguous in the
vector of Invariant momentsa; grayscale image. We would expect incomplete

representations from the simple classifier used. A more
The vector of invariant moments is based on Hu's rigorous classifier would help in keeping the ambiguities

set of seven invariant measures (Hu, 1962). These down.
measures are approximately invariant for digital images The above example demonstrates a simple
under translation, rotation, and scaling. A fast means of application of objects in problems of automatic sea..ice
computing these moments on general-purpose computers tracking in the Marginal Ice Zone. Objects were used to
is described by Zakaria, et al. ( Zakaria, 1988). parse more complex scenes into parts which can be

Further filtering of objects was applied, analyzed individually. Objects were also used to keep
Ambiguous objects, usually less than 100 pixels in size, related features of mass and invariant moments oganized
were removed from further consideration. Objects and in context of one another. Finally, objects were used
which intersected the image border were also removed, to match floes from one frame to another- a step which

The remaining objects were sorted by size. The precedes creating a displacement map for tracking.
size of objects remaining in the first image dictated the
scope of search in the second image. Objects in the second 7. Acknowledgements
image were roughly the same size as objects in the first
image. In this example. we chose object sizes in the We are grateful to F. Carsey, J. Coriander, B. Holt (Jet Propulsion
second image to be ±50 percent of an object size in the Laboratories) and R. McConnell (Vexcel Corporation) for providing
first image. the images; R. Samadani and A. Bernardi (Stanford STAR labs) for

their expertise; Apprise, Inc. for making possible a Macintosh Ux ;Finally, the invariant moments of each object were S. Obayashi for her support and helpful comments. This work was
compared. The similarity measure we used was supported by NASA Oceanic Processes Branch (Robert Thomas) &

7 ONR Remote Sensing (Charles Luther).14 11 104 10 II o lo l- I lo d q (01 11
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A HOUGH TRANSFORM TECHNIQUE FOR EXTRACTING LEAD
FEATURES FROM SEA ICE IMAGERY

Florence M. Fetterer and Ronald J. Holyer

Remote Sensing Branch
Naval Ocean Research and Development Activity

Stennis Space Center, MS, USA 39529

ABSTRACT

Infrared imagery from polar-orbiting satellites Each pixel of the image is classified as either a
provides a synoptic and long-term view of lead lead pixel or not a lead pixel. Pixels identified as
patterns in Arctic pack ice. The large quantity of lead pixels in image space are then mapped into

satellite data in image form suggests the use of "parameter space", where parameters are those which
automated methods for compiling lead statistics from describe the shape being sought. Here, it is assumed
imagery. A Hough transform technique for the semi- that lead pixels are roughly colinear points,
automated extraction of lead orientation and spacing therefore the transform is employed as a line finder
is described and first results are presented. using the normal parameterization of a line

p = x cos9 + y sin8
KEY WORDS: SEA ICE, LEADS, HOUGH TRANSFORM, AVHRR where e is the angle of a normal to the line and is

its distance from the origin (Fig. la). Parameter

1. INTRODUCTION space is represented as an accumulator array of
discrete G,p values. For an (x,y) image pixel, 0 is

Sensors on polar-orbiting satellites produce digital incremented from 0 to 180 in steps of one degree and p

imagery with which the regional, seasonal, and annual calculated for each p E Accumulator element n,p) is
variability of large-scale lead patterns i!, Arctic incremented for each pair. Every lead point in the
pack ice can be studied. The infrared AVh!R sensor Jmage is therefore transformed into a sinusoidal
on board the NOAA series is well suited to this task curve of 180 points in the accumulator, where each(O,p)
because of its nearly arctic-wide swath and revisit element of the curve describes possible lines through
frequency of several times per day. Thermal data that image point. If points in image space are

offers day and night, year-round coverage. However, members of the same line, curves formed by those
cloud contamination is often a problem at high points will cross in parameter space at the(9,p)element
latitudes, and because AVHRR imagery has a resolution which describes the line (Fig. lb). That element
of lkm at nadir, only large leads are resolved. will have a higher value than surrounding elements in

Within these limitations, characteristics of a lead the accumulator array (Duda and Hart, 1972). The
ensemble such as average lead width, length, spacing accumulator array can be thought of as a 2-d

and orientation can be obtained from Imagery and histogram of the frequency with which points occur on
related to atmospheric and oceanic stress fields and a given line. Peaks in the accumulator above a noise
to surface fluxes. threshold correspond to lines in the image.

Satellite remote sensing provides the spatial and
temporal coverage necessary to compile a climatology
of lead characteristics. With this advantage comes
the task of extracting lead features from large
amounts of image data. Here a method for the semi- IMAGE SPACE PARAMETER SPACE
automatic extraction of lead orientation and spacing
from binary images of leads is presented. Although
demonstrated with AVHRR imagery the technique is (00) (nO) (,/2)n
suitablp for any digital imagery in which lead pixels
can be distinguished from background pixels.

2. THE HOUGH TRANSFORM

The Hough transform is a computer vision tecnnique I /
for detecting lines, circles, or other shapes in
imagery. Recently it has found application in remote I
sensing (Cross, 1988), where its speed, flexibility (/2)n
in extracting shapes, and relative insensitivity to (O,n) (n,n) 0! 180
image noise makes it an attractive alternative to a) b)
other methods for object recognition. To implement Fig. 1. The Hough transform maps points from image
the transform, an edge detector or other method for space (la) into parameter space (lb). See text for
identifying leads is first applied to the image. explanation.
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3. APPLICATION TO LEAD FEATURES

3.1 Test Images

Figure 2 shows the AVIIRR image of the
central Arctic from which test images 1-4 were
selected. Image resolution varies with distance from
nadir. For simplicity, we viii assume a constant Ikm
per pixel. Leads are warmer than the surrounding
ice, and therefore appear as dark lines in infrared
imagery. Binary images were created from images 1-4
using an interactive detrending and thresholding
procedure (Fig. 3b, 5a). This preprocessing step is
critical, as the Hough transform will detect only
those lines which appear in the binary image. Future
work will seek to make this step less subjective and
to preserve the distinction between new, dark leads
and old, light leads which have a thicker ice cover.
Fortunately, the Bough transform is insensitive to
breaks in lead lines which are created in the
thresholding process.

3.2 Transform Procedure Fig. 2. NOAA-9 AVHRR image from 25 April,
198u, enhanced to highlight leads.

Fig. 4a displays the accumulator for the image of

Fig. 3b in image form. The resolution of each pixel
is one degree in the 0 direction, and 2km in the p
direction. Peaks, or bright points, in the
accumulator give the angular orientation (B) and
normal distance to image origin (P) for leads in the
Image. Because lead pixels are only approximately row elements. The distance histograms have peaks
colimva , paks will be spread over a cluster of which are higher and sharper than those for

points. An empiiically chosen threshold was applied orientation, in part because orientation may change

to the accumulatcr, and points with values above the greatly along a lead while the normal distance to the

threshold (shown in Fig. 4b) were inverse-transformed origin stays roughly the same. Both lead length and
the number of leads having the same orientation or

to determine how well leads in the binary image were normal distance from the origin contribute to the
detected (Fig. 3c). Parameter space caries no histograms in Fig. 6. A smoothed version of the
information on the position of line end points, orientation histogram is plotted as a representation
therefore calculated lines are drawn with irfinite of average orientation. It is of note that for
length. images 1 and 2, orientation peaks are separated by

about 30 degrees. This is near the 28 degreeThe inverse transform of all points in clusters with intersection angle Harko and Thompson (1977) found
values above the threshold results in a fan of lines characteristic of Arctic leads.
for each lead in image space. A central point for
each cluster in Fig. 4b was inverse-transformed to The spacing between peaks in the distance histogram
give an average representation of each lead (Fig. is an bete meas of le spang. he
3d). All prominent leads were detected, but several is an approximate measure of lead spacing. The
short or less prominent leads were not, because they histogram is treated as a spatial series and a

do not have colinear points greater in number than Fourier transform performed. Peaks in the smoothed

the empirically chosen accumulator threshold of 51. amplitude spectrum plotted to the right of each

The near-vertical line on the right in Fig. 3d is a distance histogram correspond to lead spacings.

false detection - at least 52 points lie on that line Unlike taking an average of lead spacings, this
in image space. While lowering the threshold method distills spacing information while preserving
increases the probability of detecting all leads, the 'he bimodal nature of lead spacings such as those in
number of false detections rises also. Using smaller image 1.
images mitigates this problem to some degree by
lessening the chance that the number of randomly
colinear points will exceed the number of points in
the shortest lead. However, detection will always be
biased toward longer (and straighter) leads.

5. CONCLUSIONS
In Fig. 5, inverse transforms for images 2-4 using

accumulator cluster centers are shown. Thresholds The Bough transform simplifies the analysis of images
were lowered until the first occurrence of a false for lead statistics. It yields lead orientation and
detection, and then raised to prevent false spacing information quickly and in a form which is
detection. easy to interpret. As demonstrated here, it is an

incomplete method in that some pre-processing is4. RESULTS required to produce a binary image, and post-

PLUWCiL!118 must be done to extract average lead width
In order to display parameter space information as and length. Within these limitations, the Hough
lead orientation and spacing, histograms of the transform permits semi-automated extraction of lead
frequency with which points occur on an image line parameters from digital imagery. Future work will
are plotted (Fig. 6). The orientation histogram is attempt to fully automate the procedure by setting
found by summing the elements in columns of an the accumulator threshold using criteria to avoid
accumulator, such as that of Fig. 4b, in which points false detections (e.g. Gerig, (1987)). In addition,
below the threshold have beer' set to 0. The normal the statistical accuracy of the method must be
length, or distance histogram, is found by summing established.
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a) , b) c) d)

Fig. 3. Original image 1 (3a), binary image 1 (3b),
inverse transform of accumulator points above a
threshold of 51 (3c), and inverse transform of
accumulator cluster centers only (3d). 0 1

0 0 N
0 180 0 180

W
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EXTRACTION OF RIDGE FEATURE CHARACTERISTICS FROM
SAR IMAGES OF SEA ICE

John F. Vesecky, Martha P. Smith and Rbmin Samadani

STAR Laboratory, Electrical Engineering Department
Stanford University, Stanford CA 94305-4055

Our objective in this brief paper is to summarize our work in
ABSTRACT automated extraction and characterization of pressure ridge features

The movement and characteristics of sea ice can be well in SAR sea ice images. We consider a small region (12 x 12 kin) of
observed by synthetic aperture radar (SAR) over large temporal and a SEASAT SAR image containing both leads and pressure ridges. A
spatial scales. Since SAR observations can be made through clouds succession of image processing operators is applied to this image
and fog and without solar ilumination, they are well suited to polar resulting in the extraction of ridge features. These features are then
remote sensing. We report image processing techniqu-s for characterized in terms of ridge density (total ridge length per unit
extracting the characteristics of pressure ridge features in SAR area), ridge length and ridge orientation. These statistics are then
images of sea ice. The methods are applied to SAR images of the used to map ridge density over the image and to find the
Beaufort Sea collected from SEASAT on October 3, 1978. Bright distribution of ridge lengths and orientations. None of these
filamentary features are identified and broken into segments bounded quantities is uniformly distributed.
by either junctions between linear features or ends of features.
Ridge statistics are computed using the filamentary segment
properties. Estimates of the density of sea ice ridging and the
distribution of lengths and orientation are made. The information II. APPROACH
derived is useful in studying sea ice characteristics for ice science in
remote sensing (ice classification) and in polar off shore operations We begin our approach with the premise that pressure ridges in
(ship routing). sea ice fields correspond to bright filamentary features in SAR

images. This premise is based on several arguments. First, bright
filamentary features in SAR images correspond in form to pressure

Keywords: SAR, Sea Ice, Pressure Ridges, Image Processing ridges observed in aerial photography. Second, the typical pressure
ridge is composed of upraised blocks of fractured sea ice. Thus the
ridge is typically much rougher than the surrounding sea ice on the

I. INTRODUCTION scale of the radar wavelength (- 23 cm in SEASAT SAR images,
The movement and characteristics of sea ice can be well such as Fig. 1). Further, in most situations, one face of the ridge is

observed by synthetic aperture radar (SAR) over large temporal and
spatial scales. SAR observations can be made through clouds and
fog and without solar illumination. SAR observations of the polar . ". "
regions are planned for the early to mid-1990's by the European . -
Space Agency's ERS-1 satellite, the Japanese ERS-1 and the " 0'1 . ,.
Canada/USA Radarsat. An important part of the ground segment of a
these polar observation programs is automated algorithms for
image interpretation which will produce geophysical data
products from the SAR observations. In this paper we present
algorithms for extracting the characteristics of pressure ridge features
in SAR images of sea ice. The algorithms are applied to SAR
images of the Beaufort Sea collected from SEASAT on October 3,
1978. -

Pressure ridges are thought to appear in SAR images as -

irregular bright filaments on ice floes. This interpretation of SAR
sea ice images is made by analogy with visual and photographic
observations of sea ice and on ice experience, e.g. see Welsh et a!.
(1986). Pressure ridge features in sea ice are important in both sea -

ice science and applications. Ridges structures are related to fracture . -r
by internal stresses, momentum transfer from wind to ice (drag
coefficient), heat transfer and keel structures beneath the ice. Ridge I
characteristics are important for many sea remote sensing 6 -J
applications, such as ship routing, the safety of offshore structures
and ocean acoustic wave scattering. SAR observations by satellite
or aircraft coupled with automated image interpretation can provide Fig. 1. SEASAT SAR Image of sea ice in the Beaufort Sea near 74* N,
accurate, consistent and timely information to both the sea ice 125" W, collected on orbit 1409 on October 3, 1978. The pixel size is 100 x
science and applications communities. 100 m and the image area in 12.8 by 12.8 km. The SAR data were digitally

imaged at Jet Propulsion Laboratory Nov. 19,1986.
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tilted toward the radar so that the radar observes it at nearer normal
incidence. The tilted and relatively rough surface of the ridge Ill. IMAGE PROCESSING TECHNIQUES
backscatters radar waves more strongly Pt oblique incidence than The mage processing techniques summarzed in Fig. 2 beginwould the horizontal and relatively smoother ice surrounding the with the raw image data of Fig. 1. This input image has beenridge (Valenzula, 1978). averaged to produce 100 x 100 m pixels. Note that there are

filamentary structures associated with both lead-floe boundaries andOur approach to ridge extraction and characterization begins pressure ridge features. To isolate pressure ridges we must do morewith two parallel operations, a thresholding operation to identify than simply find linear features. The procedure used here is an 'and'bright regions in the image and a line detection operation using a operation. The inputs to the 'and' operation are bright regions foundlocal Kasvand line detection operator. The results of these two by thresholding the image to isolate the brightest 20% of the pixels
operations are put through an 'and' operation to find linear The result of the thresholding operation is shown in Fig. 3. Notefeatures which are associated with bright regions. This operation the very confused structure. Fig. 3 shows that thresholding alone isidentifies pixels which belong to pressure ridge features. To not sufficient to isolate pressure ridge features.
characterize ridge features we first thin the features to a width of one
pixel, i.e. 100 m. We then find all the nodes of this thinned network
of ridges, i.e. the intersections and end points. This operation
breaks the ridge network into segments. We compute the ridge
statistics using the properties of these segments, i.e. their density,
length and orientation. These statistics are the raw data for sea ice
science and applications as discussed below. This approach and the
image processing techniques used to implement it are summarized in
the block diagram of Fig. 2.

SAR SEA ICE IMAGE

I (x,y)

Threshold Image to Kasand Line
Ilsolate Bright Regions) Detector

AND Operator Fig. 3. Image of Fig. I processed by a threshold operation to show the
brightest 20% of the pixels in white.

The filamentary features are found by applying a local line
SThin Lines to detector. The Kasvand line detector was implemented for this study.

Sie This method convolves a series of 5 x 5 pixel templates with theSingle Pixel Jimage pixels to find locally linear features. We are also studying
more advanced filametary feature detectors for application to
speckled images (Samadani et al., 1989). The lines detected could
be used as they stand or culled to remove short lines. In the study

Find Line Nodes perform here we operated in two ways. For the main study weF Lconsidered only those features with 6 or more pixels. We also(Intersections and maintained a data set without culling for comparison.
EThe 

next step is to combine the bright pixels with the pixels in
linear features. This is done by performing a logical 'and' operation
on the bright pixel image of Fig. 3 and the output of the line

Segment Ridges by detector. The result of this operation is shown in Fig. 4. Note that
Connecting Nodes filamentary ridge features are more prominent than in Fig. 3 where

only brightness was considered. In addition the filamentary
features constituting the lead boundaries in Fig. 1 are removed by
our processing to find ridges.

Compute Ridge In order to determine ridge statistics a better defined image is
Statistics J easier to work with. We therefore thin the filamentary features of

Fig. 4 to a width of one pixel. This is done with the algorithm of
Sakai et al. (1972) as implemented on the HIPS (Human information

package. The thinning operation applied to Fig. 4 results in Fig. 5.
Some of the features now have less than 6 pixels due to the thinningLength Orientation Density operation.

Distribution Distribution
We now deal with the problem of filamentary features that are

interconnected. We determine all nodes, i.e. feature intersections
Fig. 2. Schematic block diagram of processing algonithm to extract and and end 79ints. This allows us to break up the multiply connected

characterize pressure ridge features in SAR images. featui.s aiid compute our statistics on the segments connecting
nodes.
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IV. RII) E STATISTICS IEiSULTS AND
AiPLICATIONS

The density results are shown schematically in Fig. 6. 'The
numbers in the 5 x 5 km boxes represent different methods for
estimating the ridge density per unit arca, lhe top number uses the
tliesholded pixels of Fig. 3 to determine the ridge density. Trhe two
numbers in tie left hand column use tlie results for ridge fcaturcs
having no limits on tic number of pixels, i.e. ridges with < 6 pixels
are included. ''he upper of these two numbers uses the unthinned
ridges, while the bottom number uses the thinned ridges. The two
numbers in the right hand column use only those features with 6 or
more pixels, before thinning. The upper number uses the unthinned
ridges of Fig. 4, while the bottom number uses the thinned ridges of
Fig.5. A comparison of the results o, Fig. 6 with the original image
of Fig. I shows that all these measures of ridge density are
qualitatively correct. The region at lower left clearly has the most
ridge features.

687 522
Fig. 4. Result of logical 'and' operation to detrnine pixels which are both

hight and in -a linear feature.
475 342 364 217

Several ridge .tatisties are computed here although other
statistical quantities could ne defined and computed from the
irnformation derived to this point. The ridge feature statistics 381 257 304 170
computed here are the density of ridging per unit area, the
distribution of ridge lengihs and the distribution of ridge
orientations. The density of ridges could be computed in several
ways. We begin by defmning the ridge density as tie number of
pixels in ridge features in a 5 x 5 km area. There are four such
blocks in Fig. I with a little area left over. The features could be 755 476
defined in several ways such as the bright pixels itt the thresholded
image of Fig. 3, tlie results of the logical 'and' operation shown in
Fig. 4, or the thinned ridge features in Fig. 5. 541 456 301 172

404 324 252 129

Fig. 6 Ridge density distrbution for 5 x 5 kill areas in Fig. I. The thin
lirne indicates the outline of tie total area of Fig. I. The numibers represent
different meihod., of calculating the ridqe density per unit area.

The ridge length distribution is shown in Fig. 7. The
distribution is rather flat for the shorter lengths (< .6 kin) and
decreases markedly at the longer lengths. lie average ridge length
is some 400 to 600 m with few ridges longer than 1 kin. A similar
distribution was coin puted using all the features regardless of
number of pixels. It stows more features, but is not significantly
different in shape.

Via. 5 Thinnel ridq., r,,iiitin frnm an 
tyin a ,r... . . .. ............ , ., uiu. *,i i: .iuwli i Pig. 8. This

Sakai et at (1972) to tie results in Fig 4 Features are restricted to a width of distribution was calculated us! ,only those features with more than
one pixel. 6 pixels before thiiing. Again a distribution was also calculated

using features of all lengths, and the distribution shape was not
significantly affected. A distinct preference for the horizontal

The length of a ridge segment is simply tlte total length along direction (0' or 1800) is shown in the dtstribution.
the filamcntary feature between nodes. This may well be
significantly longer than the distance between nodes. The
orientation of a ridge segment is the orientation of the line between
the nodes defining tihe segment.
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Histogram of Thinned Features V. CONCLUSIONS
We summarize our conclusions as follows:

25 No. or Features
1. Image processing techniques have been demonstrated

20 to show that ridge structures in SAR sea ice images can be extracted
automatically.

15 2. Ridge structure statistics can be estimated from SAR
sca ice images.

10 3. Ridge structure information derived from SAR images
should be useful in both ice science and off shore operations.

5
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Fig, 8. Histogram of ridge orientations, determined from data including
only ridge features of 6 or more pixels.

Applications for the information derived here occur in ice
science and for off shore operatiors in polar regions. Ridge
structures are important in determining air drag as discussed by
Bums and Wegener (1988). In air drag calculations the ridge
statistics considered here could form an input to estimate the drag
coefficient. The statistical structure of the fracturing of the ice is
indicative of internal and external stresses imposed upon the ice.
Thus ridge measurements as demonstrated here could be used as
information on the history of the sea ice observed and possibly as a
predictor for future lead and ridge formation. Sea ice keels are the
undersea counterpart of the ridges on the top of the ice. Thus the-, .o ._.o . . ,. .. • . ..

IlZb' vIIIwtlll4LlhcUl I corI4e r1r to bel ucui in estimating tilkeel structure underneath the ice.

For off shore operations in polar regions pressure ridges
present a significant hazard. The ridges ard corresponding keels are
the thickest part of the ice and hence present the greatest hazard to
even ice strengthened sh:ps. Similarly ridges also form a significant
hazard to ice off s.tore engineering structures.
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Abstract. this method has been done by Fily & Rothrock [3] and

This paper addresses automatic estimation of sea ice Samadani [1I].

kinematics using a time sequence of satellite images. The algorithm is planned to be used to extract ice-
The aim of this study was to arrive at an efficient (non- kinematic information from the satellite imagery that
calculation intensive), but at the same time accurate will be acquired by the ERS-1 satellite. The results of the
algorithm, based on the image pyramid method. motion estimation will be used as part of the input to a

Some other algorithms also use the image pyramid Hibler-Prellor dynamic/thermodynamic model on the
method. A new addition in this approach is the search Barents Sea that is developed at NRSC in cooperation
method. Instead of performing a total eearch in a limi- with NORDA. For references, see [6], (9] and (10].
ted area, a two-dimensional binary search is used. This
can reduce the number of correlations by orders of 2. Image Pyramid Method.
magnitude, depending on the size of the search area. An image pyramid is a set of images derived from a

The results from this system was compared with a single image, all showing the same motive but with
manually estimated motion in a pair 'f satellite images varying resolutions. The pyramid is made by low-pass
The two vector fields showed a high degree of corres, filtering and sub-sampling the original image. The
pondence. In addition to this test, synthetically con, resultant image is shown in figure 1. The low-pass filter
8tructed image sequences with shear motion were run used in this study is developed fy Burt [1].
through the system to get a quantitative measure of the
errors in the vector field. These tests showed a percen.
tage of correctly estimated vectors between 70% and
97%, depending on different factors that will be discus-
sed.

1. Introduction.
In the last years there has been much activity in the
field of ice motion estimation. Most of the methods are
based on estimation of correlation factor between blocks
in a pair of satellite images. The simplest way is to
divide the images into square blocks and make a total
search for the highest correlation factor in a limited
area. The main drawback with this method is the
amount of calculations that is needed to get a vector field
of acceptable density.

Some methods has been suggested to lighten the
burden of calculations. Collins & Emery (2] and Ninnis
et. al. [8] use a Fourier transform of the images for the Figure 1:Image Pyramid.
motion estimation (Matched filtering). By calculating The advantage of the image pyramid is that a
the correlation in the frequency domain instead of the rough estimate of the motion can be calculated from the
time domain the convolution between the image blockE images with the coarsest resolution with few corre-
is transformed to a multiplication, and the motion can lations. This estimate will be used as the start value for
be estimated in one operation. a search on the next level in the pyramid. Due to this

The approach to the problem that this work is start value we can limit the search on the higher levels
based on is the image pyramid method. Earlier work on to a smaller area.
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The image pyrarid me6nhod also has an advantage
in its possibility of noise teduction. This can be done
during the mcton estimation by filtering the vector
fiod. A cm.nnnn method is median filtering Median fil-
tering will remove noise spikes, i.e. vectors that are
unlikely compared with their neighbors. Several met-
hods of median filtering has been evaluated, and the
best results up to now have come from an IIR median
filter that filters the displacement in the two directions
separately.

The use of median filtering is based on the
assumption that the displacement vector field will be
consistent. Since the motion of the ice floes and pack ice
in adjacent image blocks cannot be totally inconsistent,
this is a natural assumption to make.

For a more exhaustive description of the image
pyramid method, see [11] and [12]. Figure 3: The correlation function calculated over a

larger area. The function is not monotonically
3. Binary Search. decreasing.

The new part of this system is the search algorithm. The algorithm can be described as follows:
This is a two-dimensional extension of the binary or 1. Given a sub-block of image 1 and a search area
logarithmic search. This method was developed by Jain in image 2.
& Jain (6] and modified by Kappagantula and Rao [7]. It 2. Start the search by calculating the correlation
was originally intended for motion compensated coding that corresponds to zero displacement. Then find the
of video signals, a field closely related to this motion correlation for four areas, the position of which corres-
estimation, ponds to a displacement d that is half of the maximum

The one-dimensional binary search requires a displacement along the axes from the origin. If the cen-
sorted data set and a distance measure that is monoto- ter position has the highest correlation go to step 3b,
nically increasing away from the optimal position. This otherwise go to step 3a.
requirement must also be fulfilled in the two-dimen- 3a. Find the correlation for two areas located at a
sional case for both dimensions if the algorithm shall be distance d normal to the direction from the origin to
able to find the optimal displacement. The distance (or the last optimal position. Compare these and the last
rather closeness) measure as employed here is a optimal position and use the best as the new starting
normalized correlation coefficient. Tests show that this point in step 3b.
measure will be monotonically decreasing in both
dimensions within a limited area around the optimal 3b. Do the same as in step 2, but with d f[d/2 1.
position. The extent of this area depends on the
distribution of spatial frequencies in the image and the
window size of the correlation function. Therefore, if the
search shall succeed, the peak of the correlation func-
tion must be included in the initial search area, see fig.
2 & 3.

-----------------------------------------------
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Figure 2: The peak of the correlation function. The
function is monotonically decreasing in both Figure 4: Search pattern with a maximum

dimensions. displacement of 6 pixels.
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To clarify this we show an example of the search
with maximum displacement = 6 pixels in figure 4. The
search starts in the origin (a) which corresponds to zero
displacement. The correlation coefficient is compared
with four other values as described above. The position
of these is marked b in fig. 4. Position (0,3) is the optimal
(marked with a grey X). According to step 3a above two
positions marked c are compared with the last value.
From this comparison the position (3,3) is the optimal.
The search goes on with d=2 to the positions marked d
and e, and at last with d=1 to positions f and g where the
final optimal position within the search area is found.

4. Results.
The testing of the algorithm was done with a pair of
NOAA images from the Fram Strait and with pairs ot gure 6: mage wit narrow
images that had a synthetically generated motion. The histogram.
latter part of the test was performed to obtain a
quantitative error measurement.

4.1 Testing with a synthetic motion.
Two pairs of images were used. Both had a shear
motion with a displacement of 5 and -5 pixels on the
image halves. One pair had a stretched histogram and
thereby a good contrast, see fig. 5, while the other pair
had a very narrow histogram, see fig. 6. The results
from the tests are given in tables 1 and 2 and an
example of displacement vectors in figure 7.

Window size ccorrectly estimated
M8x 71

16x16 88
32x32 97 Figure 7: Displacement vectors.
64x64 96
Table 1: Results from image pair

with stretched histogram. As can be seen from tables 1 and 2 the contrast
Window size 7correctly esimated plays an important role for the result. Stretching of the

32x32 781 histogram should therefore be done as a preprocessing
64x64 79 of the image pair.
Table 2: Results from image pair In addition to this we see that the size of the win-

with narrow histogram. dow has an impact on the results. A large window will
produce a more confident correlation estimate. Opposed
to this is the system's ability to describe motions that are
not purely tranalatoric. These are estimated more cor-
rectly if the window size is smaller and the vector field
more dense. Judging from table 1 a window size of 32x32
pixels seem optimal. This parameter must probably be
adjusted according to the satellite data used.

4.2. Testing with a real sequence of images.
The purpose of the testing done with the real sequence of
images was to compare manual and automated vectors.

In mo* part of the iaethe a-matd -,ccr
correspond to the manual ones. Problems &rise in areas
which are cloud covered in one or both of the images.

W. These vectors have a low correlation coefficient and can
"be pruned by setting a threshold on the correlation coef-

Io ficient. Featureless areas also give a poor result for both
Figure 5:Image with stretc ed manual and automated vectors. The best results are

histogram. achieved in the central part of the image, where ther6
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are several distinct ice floes. By superimposing the two The search algorithm will probably not be able to
time-sequence images one can confirm the accuracy of give a good motion estimate under all conditions. It is
the extracted displacement vectors. Figures 8 and 9 dependent on a monotonically decreasing correlation
show the automated vectors overlaid on the i.nage function within the search area in order to be able to
sequence. detect the optimal position. An image that generally has

. - ,, , , small features and thereby high spatial frequencies,
, "will have a smaller area where the correlation function• ,~ , .is monotonically decreasing. The results are being" ,, r r/ tevaluated in order to develop a more comprehensive

algorithm that can perform motion estimation under

-, "more variable conditions.
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ANALYSIS OF ICE MOTION VECTORS DETErLMINED BY THlE ASF GPS
FOR SEASAT SAR OBSERVATIONS IN TIIL BIEAUFORT SEA

By F-rank Carsey, Benjamin Hlolt and Itonald K%%ok,
Jet Propulsion Laboratory, l~asadeiia CA 911011 USA,

Telex 675-429, FAX 818 35-13.137, Ph 818 35-18163

Trhe Alaska SAR Fpsility (ASP) is a NASA progrm to iiipleiieit and olperate a facil-
ity at the University of Alaska Fairbanks for thle acquiisit ion anid proceasing of data
fromt IRS- , -and to administer science programl inv~estigat ions usinig the data Tlhe
originial configuration of ASP consisted of (fie Iteceiving Ground Station, the SARl
P'rocessing System and the Archive and Operationsb System (AOSj. Thiese miajor sys-
t(emS making tip tlic ASP are to be augmented by imamge atial~sis llrocessors desigined
to dlevelop specific geophysical iiiformationm froim thme SAl iniages. A Ceophysical lro-
cessing System ((:1S) is being impletmented which will routitiely proces SAR itiagcs
of sea ice to produce fields of ice motion and ice-type conicentrat ion to suipport studies
of ice dynamics amid to update operatioiial p~redlictive ice umodecls for (lie ice covered
waters iii thie ASP station nmask. To accomplish thme dleteritmiationi of ice mot ion antI
ice type the CPS will utilize at complex ire segmmentat ion and trackinig algori~min Tis
procedure will: Segnient and clwssify the ice flocs iii a namly a' qui ml image, predict
the previous trajertory of the floes, iii thme iage, wauichli te AOS for a suitable luiev;
aims image alonig the predicted trajectory, ingest tlie preioums immage, perform scggmmemm-
tatmon on the previous inmage, determin inc e motiomi through a ivi a ri ial ti ack inig
analysis on the image hair, interpiret (lie quality aiid coiiilrelieimee of thme track.
ilig procedure (relative to whmetier it should be repeated on aiotiicr pirevious iinmge-),
and write the derived information back into the AGS. For this -study the 01'S init
interim conmfigurationi was used to procems a sequence of SE A.SA'l SAHl inmiges taken
in the eastern Canadian Basin about 500 kin wes5t of Banks Ishland. 'Flic objectives Al
thme study are to examine the piroperties of thme ice deformation iii relationmshipu to (lie
source scale of the relative velocity field, and to verify (hat the CP'S is capable of gen-
eratimg reliable ice motion data under various cond~itionis of rot'ttion and translation.
The images were selected to follow an (unnaned) ice island fragment which was p~revi-
ously studied in (lie SEASAT record by Pu and Hlolt anid by Arbemmault. Thme SARl
record begins iii thme summner aimd conitiniues through to thme fall of 1978, and thus the
data set is approximately Lagrangian; it conttaili a largely fixed collectioii of floes ais
they move under wind amid current forcing amid undergo seaonal chiaiige. Th'le derived
ice muotions are analyzed for kinetic variables nd for thme behavior of the feature spac.
inig, D, with time. Tihe behavior of the square of h le timie derivative of I) is compared
to predictimons thIiat it will behiave according to a lower law with Iit exponien t that re-
lates thei bource of the motioni to a miix of local and laurge-scale forcing.
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PRELIMINARY OBSERVATIONS OF LABRADOR SEA MARGINAL ICE ZONE RHEOLOGY
USING C-BAND SAR

Mark R. Drinkwater Vernon A. Squire
Jet Propulsion Laboratory Department of Mathematics and Statistics

California Institute of Technology University of Otago
4800 Oak Grove Drive, Pasadena PO Box 56, Dunedin

CA 91109, USA New Zealand

ABSTRACT At low strain rates and scales large compared with the characteristic
dimensions of the "granular" structure of pack ice, the slow

Synthetic aperture radar imagery collected in the Labrador Sea during deformational response of the MIZ may be adequately described by
LIMEX '87 are used to interpret modes of sea ice deformation. The plastic shear flow. This type of flow is conceptualised as a single set
ice canopy exhibited two distinct rheologies separated by a clear line of infinitesimally close laminae sliding parallel to a shear line
of shear; a quasi-brittle inner regime and a non-linear viscous outer (Fig. la), or alternatively it may be inhomogeneous and display
regime. A single constitutive relation capable of modelling both is distinct discontinuities in the displacement along shear lines (Fig. lb).
unlikely within a plastic rate-independent formulation. Rate dependent Discontinuous shear flow leads to large relative displacements
effects are discussed as an explanation for brittle fracture in ductile between parallel laminae. In fully developed shear flow, deformation
materials, does not occur until the stress reaches a critical yield level, and it

begins and ends without appreciable delay as the stress is first applied
Keywords: LIMEX, rheology, plastic, brittle, ductile. and then reduced to a sub-critical value. All mechanical energy

expended during the flow is dissipated and when fluidity ceases no
1. INTRODUCTION mechanical energy is recovered. The SAR imagery reveals several

zones within the Labrador Sea MIZ which display some of theseFew studies of the cryosphere have utilised SAR imagery directly for characteristics; these are irevestigated from a rheological standpoint.
a geophysical purpose, undoubtedly due to the complexity and detail
of these data. The exception is work to determine sea ice 2. MARCH 1987 GRAND BANKS ICE CONDITIONS
dispiacement, which has proven the potential of SAR in mapping sea
ice motion and deformation fields with high precision and resolution During a nonnal spring, ,he Grand Banks region is a classical MIZ
In this paper we extract kinematical information from aircraft SAR with a diffuse pack and seasonally varying ice edge. Meteorological
data, and make suggestions regarding mesoscale ice rheology? An and oceanographic influences strongly modulate the daily extent of the
understanding of ice deformation is a prerequisite for sea ice dynamics sea ice cover. MIZ morphology varies on all time and spatial scales
studies. Radar images, give an appreciation of deformation and flow due to local interactions and forcing by, for example, swell and storm-
mechanisms, and are a hitherto uninvestigated source of rheological generated waves which break up the ice canopy, or winds and
information. currents which cause ridging and over-rafting of floes. The tongue of

ice that stretches down the Newfoundland coast and out over the
Data were acquired by the Canada Centre for Remote Sensing (CCRS) Grand Banks in winter consists largely of moderately deformed ice
5.3 GHz aircraft SAR system during the March 1987 Labrador Ice less than 1.5m thick.
Margin Experiment (LIMEX'87) [ 1,2]. The SAR system acquired C-
band images on several flights over the Labraaor marginal ice zone A rapid shoreward ice edge rei -eat took place from 11-25 March, 1987
(MIZ). Single SAR images provide a qualitative picture of ice in response to north-northeasterly winds, rather than melt back by
rheology, because as a two-dimensional continuum the ice field can persistent warm southerlies. Particularly vigorous ice compaction took
only deform, yield or fracture in well-defined and well-documented place from 16-20 March throughout a spell of southeasterhes, during
ways [3,4]. Overlapping image pairs, separated by 1 or 2 days, enable the east-west passage of two low pressure cells to the south of
quantitative information on deformation ir1 the pack to be extracted. Newfoundland. Onshore winds acted to increase the shear strength of
The resolution of the images is sufficient to study many features in the the ice cover through ice compaction, thereby leading to smaller ice
sea ice field that suggest a rheological scenario; the presence of a shear velocities closer to shore.
zone, for example, can immediately dismiss a simple linearly viscous
mode!. 3. LABRADOR MIZ KINEMATICS

MACROSCOPICAL 8EItAVIOUR

(a) cONTINUOUS (b) ODISCOMNUOOS 3.1 Data Description
I SAR images acquired between 17 and 26 March enabled a kinematical

study of ice motion to be carried out using image pairs with spatially
CGU-,,td ,. iuuacussup'uated ill iiine. The locations of inages used in

t---- --------- this analysis are shown in Fig. 2a. Spatial overlap was achieved in the
s- Cape Freels region, south Bonavista Bay, and the northern area of

It Conception Bay, permitting coverage of both inner and outer MIZ.

---. 3.2 Motion analysis
Ice motion was derived by plotting trajectories of recognizable features
for the duration of available overlapping images. Velocity vectors are

Figure I Displacement in laminar shear flow, a) continuous, b) discontinuous calculated from their displacement relative to coastal fixed reference
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points. In most cases recognizable features included distinctive ice floe 4. ICE RtEOLOGY
shapes or tonal patterns. Fig. 2b illustrates the regional pattern of
motion vectors and velocities derived from motion pairs spanning the To date, most ideas on the theological aspects of ice dynamics and
period bracketed by the images. basin-scale sea ice models have been based on in situ, observations of

54W S" 52-W SW 53-W s2.w sea ice structure and physical properties, and visual interpretation of
C ER surface expressions of deformation such as ridging, rafting orOVERLAPPIN/G MARCH 1987 MEAN ICE" MOTION VECTORS

SAR DATA COLLECTION FOR THE PERIOD shearing. The use of SAR to infer deformational behaviour in seasonal17.23 MARCH 198"7,

(VELOCITIES IN ¢m s-
1  pack regions is a promising new alternative to previous methods.

4.1 Introduction
CAPE . Fig. 3 shows characteristic rheological responses of many materials

'SCAI , in terms of stress and strain. Curves in Fig. 3a are applicable to both
..E tension and compression. The initial linear behaviour of the stress a

4,, 1 , ,,451 with strain c in the figure corresponds to elastit, deformation. At point
0NAYISA A (the yield stress), the elastic limit is reached and the material begins... ,,' to yield by deforming plastically. In the ductile regime, from point A

to point B, the plotted curve illustrates strain hardening, a property

typical of many materials whereby the material strengthens with
.application of stress such that increased stress is required to increase

, the strain. This is in contrast to perfect plasticity where AB would be a
BAY a, -14SAY line parallel to the E axis. At point B on the curve a sample in tension

in the laboratory would begin to neck, i.e., the area reduction in some
0 -region of the sample would not be compensated by the addedSstrengthening effect of the plastic deformation. Soon after reaching

4I. it .2 ,point B the material fails and fractures.

a bo

4?'NAVAOS:*~ ,CCC 14M A -11ACIA.CUAM

-CASIIO' tCCEN II CP

CAP CACE A*~ AACFSflR
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Figure 3. a) True stress a versus true strain r indicating elastic, plastic, and
rigure 2 SAR data used for kinematic analysis a) locations of overlapping failure states. A is the yield stress which marks the onset of strain hardening, at B
images taken at different time intervals, b) Ice motion field derived from the SAR the material begins to neck. b)family of stress-strain curves showing the influence
images. offactors which promote brittlefracture ofa normally ductile solid.

Ice advection in the more mobile outer MIZ is toward the south, in Not all materials initially deform elastically followed yield and
response to forcing by the Avalon channel filament of the Labrador irreversible plastic deformation, both being time-independent. In many
current. Mean current speeds in this region are calculated from drift materials behaviour is time-dependent. Ductility can be affected by
data collected during 1985-1987 to be between 7 and 10cm s-1 [5]. strain rate, and brittle fracture is encouraged by foctors which tend to
This is in agreement with surface current measurements made during raise the stress-strain curve. In Fig. 3b a bounding fracture curve is
LIMEX'87 [6]. Detailed analysis reveals a velocity gradient with drawn to intersect the various stress-strain curves representing tensile
distance from the shore. More significant, however, is the marked experiments done at lower temperatures, higher strain rates or
increase in velocities observed at the boundary between inshore ice increased stress states (in the ABCD direction). The total energy to
and the slurry of wave-pomelled outer ice. This transitional region fracture, i.e., the area beneath the curve, for a material deforming at
within the MIZ is identified as a major line of shear within the pack 17] high strain rates, for example, will be much less than that for the same
(cf. Fig. 1). To the east of the line ice floes travel far more rapidly, at material deforming at low strain rates. High strain rates favour bnttle
rates more commonly associated with northern sea ice moving along behaviour rather than ductility.
the edge of the Labrador shelf. Speeds up to 18cm s-1 are seen off
Cape Bonavista, comparable with observations of ice motion along the 4.2 The Labrador MIZ
Newfoundland shelf obtained with floe mounted beacons [5]. In spring 1987, the wave-fractured sea ice was a granular aggregate of
Importantly, the cast-west shear transition becomes better defined various floe sizes and thicknesses. From a physical standpoint it is a
between 21 and 23 March when winds shifted from southeasterly *o continuum deforming under the action of forces that induce
north-northeasterly, thereby relieving ice pressure. movements and irrecoverable changes in the ire canopy. Deformation

or flow is controlled by the rheology of the continuum, and this is
In some near-shore areas, there is a suggestion of topographic steering expressed mathematically as a constitutive equation relating stress and
of currents or circulatory motions in some anomalous ice floe strain rate. A number of isotropic constitutive equations representing
trajectories. For example, ice appears to enter Bonavista Bay around rate-independent visco-plastic ice deformation have been proposed,
C.jA. 1A,.t. , .Ad u LU U. A IA Cupt. . , 1h1.1,1 . - o

dLCWC Lk l.VDi4A~ka AUIAU1dICC, kitt ll I u". .LikCLC.~. ,IA A..kLkLt.A Uy uli uxvwsl.SSIU UI Lunn to".i 
0

isobath (Fig. 2b). In-flow of ice appears to occur around Cape Freels,
with the ice flowing cyclonically around the Bay and then exiting crij = 2"qdij + [(C-q)dk- P*/2]S(1
northeastwards around the northern tip of Cape Bonavista. Though
consistent with buoy trajectories [5], this pattern is inconsistent with where oaj and dij are the two-dimensional stress and stnin rate tensors
increased ";e pressure from the overall westward wind-induced retreat respectively, and 8 ,, is the Kronecker delta. In the most general form
of the ice edge and the general southerly flux of ice. In the shelf of (1) the shear viscosity I, the bulk viscosity ; and the ice strength P*
region, the dominant tidal constituent has an amplitude of around 2- vary spatially and are functions of the strain rate invariants dkk and
10cm s I which may influence ice motion on shorter timescales. djjdj. Equation (1) is a two-dimensional Reiner-Rivin fluid, which
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with simplification represents a variety of rheological behaviours,
e.g., Newtonian viscous fluid, viscous-plastic fluid, etc.

There are compelling indications that any reduction of (1) to a linear
form will not suffice at these spatial and temporal scales, and that a
fully non-linear constitutive relation is needed if features of the
Labrador MIZ are to be adequately modelled. A simple linear
Newtonian fluid with no bulk viscosity, for example, will not resist
convergence. The inclusion of bulk viscosity to provide compressive
strength overcomes this deficiency, but requires different viscosities
near to, and far from the shore. Non-linear plastic theories avoid these
problems and have been especially successful in modelling the ice of
the Arctic Basin. Such an ice cover has low tensile but high
compressive strength. A plastic consti:utive law allows these attributes v,
to be ascribed simply by specification of the yield curve, but
behaviour before yield and the precise form of the yield curve, and
hence the form of i1, C and P*, are subjects of debate. Various methods
have been used to account for strain hardening (or softening), by
making P* a function of ice thickness and compactness [8,9]. 0 1 2 3 4 5 6 7 8 9 10v,,(MS 1)

0 00200400600o 01 01201401601802

4.3 Balance of Forces F(N 2)

The balance of forces acting upon interior ice off the Avalon Peninsula
are estimated for two periods of time when wind conditions were
reasonably stationary for long periods. Estimates of air-ice and ice-
water stress are based upon measured drag coefficients of ice with F,,

similar properties to Labrador Sea ice and wind and current data. If
forces upon a floe are assumed in equilibrium, then wind and current
stresses when added to the Coriolis force F. should be balanced by the
internal ice stress Finr Pressure gradients generated by tilt of the
ocean are assumed negligible. Thus, for ice floes far enough into the
MIZ to be unaffected by wave radiation stresses, the balance in Fig.
4a is assumed from 19-21 March. Ice velocity is included, though it
does no, enter into the balance. Another force balance is constructed
for the period 21-23 March, in Fig. 4b, after winds shifted to north-
northeasterly.
Internal ice stress responds according to the shift in wind direction on F0

21 March and there is a 90 rotation of principal stresses to a
northeast-southwest direction. Floe trajectories off the northern tip of
Cape St. Francis (Fig. 5) match this direction, and ice velocity V,
increases to a maximum of 8cm s-I. Importantly, this change in the
combination of wind and current-induced stress appears related to
initiation of brittle shear fracture in the ice canopy. Velocity vectors
become rotated through an angle of 100 from their previous direction
under the influence of a greater wind stress, tracing the shear line. V,

4.. Observed Rheological Regimes ' 0 2 3 4 5 6 27 9 . .
Deformation of the ice canopy appears dependent on geographical 0 0 02 03 0 4 5 F00 2
location, due to variations in the ice-water mixture and the inhibiting 2)F N ' Z

influence of a landmass. Suggestions of both brittle failure and plastic
flow are evident and Fig. 5 shows a region off the northern tip of the
Avalon peninsula Recognizable floes are plotted on 21 and 23 March Figure 4. Balance of forces on ice floes off the t;p of Cape St. Francis during two
in Fig 5a, and b, indicating motion in the pack across a shear line. 3 day periods in March 1987, a) under southeasterly winds between 18 -21 March,
Maximum relative shear motion occurs between 21 and 23 March, and and b) after winds shifted to north-northeasterhes from 21 - 23 March The ice
by 26 March swell had penetrated and motion ceased. Between 21 and velocity vector Vi is indicated.
23 March the maximum velocity differential observed across the shear
line is about 7cm s-i and the velocity gradient indicates a considerable
mean shear strain rate of 1.24 d I. Most of the deformation occurs in The outer MIZ has a significantly different floe size distribution and
the plane of the shear line, there are few extensional faults suggesting concentration to the interior [10], and deforms continuously under
that tensile stresses did not play a part in the distortion. The mode of conditions more typical of viscous, but not Newtonian, flow. A bulk
failure illustrated in Fig. 5 resembles sinple shear fractunng. Under viscosity can be included to allow the constitutive equatior to respond
biaxial stress, fracture lines can form at angl-ts of less than 450 with to changes in the ice strength induced by factors uch as wind, current
the direction of maximum compression. and wave-irduced radiation stress at the edge. Surface observatio,.s

suggest that the medium flows under any significant applied deviatoric
The shear line in Fig 5 may be compared to stnke-slip faults seen in stress, however small, suffering continuous change with time. Fig. 6
horizontally-stressed rock formations [3]. Although such features can indicates the differences between the outer MIZ flow regime and the, o v t,Icat, 1 oy a rate-audepeudeni plast rhleology, suo~stantially hmLc MiZ ritle teginie Brighlt bands of smaii floes iiave mnigrated
more work is required to create the same effect than can be achieved into the ice slurry from the edge and the effect of an eddy is passively
given the forces in Fig. 4. This behaviour suggests brittle failure at traced by the more ductile ice. Ductility in a material is known be
high strmn rates (as this requires the least energy to fractit leading to affected by strain rate and the mean rate of strain observed
disontinuous deformation of the compacted ice field. The association perpendicular to the edge is in excess of 0.62d Streamlines within
of high strain rates and frature observed during LIMEX '87 thetefore the ice indicate that the outermost floes are being influenced by both
conflict with the notion of a rate-independent rheology for the MIZ. eddy vorticity anO an ice edge jet, enabling the ice eddy to be necked
Rate-dependent effects are important, as increasing the strain rate off. The eddy feature is embedded in a field of ice tracing a tycionic
encourages brittle fracture at the expense of ductility. motion, while the MIZ edge jet exports remaining floes southwards.
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Figure 6. CCRS C-band SAR image of the outer MIZ on 21 March indicating
bright bands of small floes tracing eddy vorticity in the outer edge, some of which
have been dislocated by shear activity.

There are several advantages to using high resolution SAR imagery to
study sea ice rheology. Notably, time-sequential data enables
deformation in sea ice regions to be studied directly, and fluxes to be
quantified. Such investigations can map the kinematics of ice fields
and, through associated oceanographic and meteorological data,
quantify the forces that produce the deformation. The use of SAR
data, whether from satellite or aircraft, will undoubtdly revolutionize
our understanding of the rheology of both MIZ and interior sea ice.
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ABSTRACT Tormentine, N.B., and is the site of the proposed fixed
link.

The concept of a fixed crossing linking Prince Edward
Island and New Brunswick has raised concern over the DATA
associated socio-economic and environmental impacts.
An important element of the environmental concerns The sensor selected to acquire ice baseline data was
involves ice climatological effects which could in- the Canada Centre for Remote Sensing (CCRS) SAR. SAR
fluence transportation, fisheries and agriculture has the advantages of producing high resclution im-
through possible microclimatic changes. agery, regardless ofweather andvisibility conditions,

and of acquiring images of large areas quickly. This
The study described herein involved using project used SAR to obtain sequential C and X band
simultaneously acquired C and X band synthetic aperture images of the Northumberland Strait ice cover. A total
radar (SAR) data, acquired on February 19 and 20, 1988, of four swaths were acquired of the Strait area. Two
for establishing baseline data on the ice conditions in swaths were flown on February 19 (Mission 1) between
the Northumberland Strait. These conditions included 23:34:41 and 00:36:07 Greenwich Mean Time (GMT), and
floe sizes, floe velocities, ridge frequencies and ice two were obtained on February 20 (Mission 2) between
concentrations. In addition, imagery acquired using a 19:52:55 and 21:05:30 GMT. On each of the two days, an
real aperture radar (SLAR) system between December, overlapping segment between the two swaths was ac-
1987 and April, 1988, were used to provide a broader quired. The time difference between the overlapping
temporal distribution of the ice concentrations, areas was approximately 30 minutes. This overlap

corresponded to the Narrows or the potential location
Keywords: SAR, SLAR, sea ice, ice monitoring of the fixed link. Mission 2 was flown approximately 20

hours after Mission 1. The area of coverage is shown in
INTRODUCTION Figure 1.

A fixed crossing linking Prince Edward Island (P.E.I.) These SAR flights simultaneously acquired C and X band
and New Brunswick (N.B.) has been the subject of debate data. Data records were in the form of real time X band
since the 1960's. Recent plans to initiate the analogue products, C and X band HDDT's (High Density
crossing have raised concern over the possible socio-
economic and environmental impacts of the structure.
An important element of the environmental concerns
involves ice conditions which could influence vessel I*R c-,A4(

traffic and fisheries and even agriculture through
possible changes in the microclimate. Therefore,
establishing baseline data on the ice conditions within
the Strait is the primary focus of this study. The

baseline data on the ice conditions were divided into
zategories including floe sizes, ice dynamics, ridge
frequencies and ice concentrations for input into an
ice jam model. This mathematical model was used to
determine the frequency and severity of ice jams
induced by the fixed bridge crossing, and their effect
on the length of the ice season. .,.,1...

STUDY AREA

The Northumberland Strait is located between the
provinces of Prince Edward Island, Nova Scotia and New __._"__.....__

Brunswick (Figure 1). Its approximate length is 250 km
and its width varies: The narrowest point of the Strait
is 12 km and has been referred to as the Narrows. This FIGURE 1: Study Area and SAR Coverage.
point occurs between Borden, P.E.I., and Cape
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Digital Tapes), and C band VCR recordings. The HDDT's C AND X BAND COMPARISON
were processed into CCT's and positive and negative
transparencies. A qualitative assessment of the C and X band images was

made. Image aspects compared included tonal
In addition to the SAR data, imagery from the consistency, morphological definition, small object
Atmospheric Environment Service (AES) Motorola AN/APS resolution, and internal feature definition.
94D SLAR system was available. This imagery varied in
scale from 1:500,000 to 1:1,000,000. A total of 40 AES RESULTS AND DISCUSSION
SLAR transparencies were obtained for a period
extending from December 28, 1987 to April 12, 1988. FLOE SIZES

Additional ancillary data acquired for the times during The grid sampling approach resulted in a greater
and between the SAR missions included wind conditions proportion of large floes in relation to smaller floes
recorded by AES, Bedford, NovaScotJa, whether precipi- and ice cakes. This related to the fact that there was
tation occurred, and water level information recorded a greater probability of a larger floe intersecting the
by the Canadian Hydrographic Servics at Carlottetown, grid line. Therefore, the floe size frequency
P.E.I. and Pointe-du-Chgne, N.B. distributions were heavily weighted to large floes and

resulted in a mean of 232 m. Because of the small scale
METHODOLOGY of the analogue data (1:86,500), small floes and ice

cakes were indistinguishable resulting in a large mean
The SAR data were systematically analyzed to provide floe dimension.
information on floe sizes, ice dynamics, ridge frequen-
cies and ice concentrations. The SLAR data were Using the areal sampling procedure, analogue (1:86,500)
analyzed to determine changes in conditions and and digital X band images (1:33,000) were sampled
determine ice motion information for the December (Figure 2). A greater percentage of small floes and ice
through April time period. In addition, climate and cakes were recorded on the digital image than on the
water elevation data were acquired to correlate with analogue image. As a result the mean floe dimension was
the ice movement information obtained from the SLAR 27 m as opposed to 116 m for the analogue data (Figure
data. 3). With this method there is an equal probability of

small and large floes occurring within an area and the
FLOE SIZE resultant statistics were more reliable. These

statistics, however, did not result in similar
Floes sizes were measured using two procedures. First, concentrations of ice cakes as were obtained by Brown
all floes which intersected grid lines drawn in the et al (1989).
range direction at 10 km intervals on the analogue
imagery for the entire Strait were measured. In the
regions 10 km wide on either side of the crossing line, ICE DYNAMICS
the grid was reduced to 5 km. The second procedure
involved measuring all floes on the real time analogue Short term dynamics were acquired by analyzing the
and enlarged digital images within an area of 5 x J8 km overlapping segment at the crossing location for each
sampled at the Borden/Cape Tormentine Crossing. Both mission. Floe motion for Mission I was from the
the longest axes (length) and the longest axes northwest to the southeast. The results indicated an
perpendicular to length (width) were measured. Any average floe velocity was 0.74 m/sec from 163 measured
floe within the area or in contact with the boundary floes with the highest measured velocity, found in the
would be tallied and placed in a category based on crossing, of 1.14 m/sec. Velocity increased as the
dimension. floes moved towards the narrows. This increase was

associated with the constriction of floes within the
ICE DYNAMICS Narrows where tidal streams have been recorded over 2

knots (Canada, 1985). Once through the Narrows, the
Floe motion was calculated for various time periods velocity decreased which corresponded to the floes
using both SAR and SLAR data. Floes which were spreading out into a wider section of the Strait and
identifiable on successive images were selected for similarly, the water currents being less restricted.
analysis. Essentially, the distance travelled and At the time of the mission, water level data indicated
average time required to travel that distance, based on an outgoing tide which accounts for the southeasterly
the floe centroid, was recorded and the approximate ice motion.
floe velocity calculated assuming motion along a
vector. Two methods were used. The first involved In Mission 2, observed floe motion was from the
short term dynamics and the second approach involved southeast to northwest, opposite to the normal trend.
quantifying long term motion. In both cases, land The mean floe velocity was 0.61 m/sec calculated from
masses were used to provide geographic orientation and 164 measurements. The highest velocity occurred in the
registration of the information. The results of the crossing area at 1.13 m/sec (Figure 4). The
ice motion were compared with wind and water level data combination of tidal flooding and strong southerly
frr the same period. The long term motion methods were winds, 6 hours prior to the mission, resulted in a floe
used to analyze the SLAR data. However, a smaller motion opposite to normal. Once the floes had passed
number of results were determined indicative of the through the Narrows, the velocity decreased in a
difficulty in identifying floes from successive SLAR fashion similar to Mission 1.

Floe motion between the two SAR missions was calculated
ICE MORPHOLOGY to determine longer term dynamics. The general ice

motion between the two missions was from southeast to
General ice conditions, including areas of open water, northwest. The highect velocity occurred in the
fast ice and ice concentrations, were mapped based on crossing area at 0.39 m/sec (Figure 5). From analysis
interpretations from SAR and SLAR data. Because of the of 191 floes for which floe movement was measured, a
small scale of the SLAR data, only a regional mean of 0.30 m/sec was calculated.
interpretation was possible.
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responsible for the lower velocities compared to ahort
term velocities. 'By osnpinrg the general ice conditions of the strait, it

was possible to obtain an accurate picture of the
SLAR data provided an indcton of floe dynamics development and disintegration of ice within the Strait
throughout he months the data were collected. Floe over the winter and into the spring. InearlyDecember,
motion varied in relation to the ice concentrations oen water occurred in the rrslt w.a, n9 the ____

within the St:ait, the position in the Strait (whether with a high concentration of ice, 9/lOths, along thein a narrow o e n of the Strait) and New Bruswk coast. As the ice season progressed, the
climatological and oceanographic effects between and concentration of ice increased throughout the Strait,during the times the images were acquired. Velocities wih the exception of some areas along the landas
varied from 0.02 m soc to 0.48 i/sec (Table ). This ice. The ice generally entered the Strait from the
floe motion represents net velocities over a period of western end of r.E.I. end mved southeasterly. In
time (generally one or more days) and assumes a March, large res of open waterdeveloped, associted
straight line motion, with ice breakup. By March 14 and 15, the ice began to



1145

TABLE 1: Sumrary of Ice Motion Analysis Results thin in the area west of the crossing and the higher
concentrations moved eastward. Although most of the

, .R.E ID. DE cT,0v Strait was clear on March 25, the eastern end of the
channel was still covered with 9-lO/I0tha ice.
C AND X ANID C.APARISON

The analysis was based on X band data because it had
. been assumed that the data contained superior

information. Since C band data had been acquired, a
qualitative comparison was made which suggested C band
contained superior ice information content to X band.

First, the tonal characteristics of the C band imagery
appeared more uniform, with better definition of mor-_phological features. This may bo attributed to lower

L' ,,2 0.., - , -attenuation due to the longer wavelength of C band as
well as less local backscattering due to the

__I -.. . significantly lower power associated with the C band.
...... ........ Also, internal ice floe features, such as ridging and

rubble piles, could be better defined on the C band

(& __

~/
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FIGURE 5: Floe Velocity Isoline Map, Mission 1 -Mission 2.
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imagery than on the X band imagery. The latter may be REFERENCES
attributable to the lower backscatter suggested by
Askne and Johanseon (1988). 1. Askne, J., and Johansson, R., 1988, "Ice Ridge

Observations by Means of SAR", Proceedings IGARS'

CONCLUSIONS 88, Edinburgh, Scotland.

The following conclusions can be made: 2. Bercha, P.G. and Associates (Alberta) Ltd., 1988,"
Northumberland Strait Crossing Ice Climate Study",

a. SAR data provided an excellent source of Report to Public Works Canada, Hull, Quebec.
information on floe sizes, ice conditions and 3.Brown, T.G., Dechka, J.A., and Steen, J.W., 1989,ice movement. SLAR provided good regional 3 rwTGDokJAedSen .. 99
cemoveent. SLAR prniov d gd eioenal "Ice Kinematic Measurements forAerial Photography",
coverage of ice conditions and ice movement.

However, at the scale of the SLAR imagery, only Proceedings IGARSS 89, Vancouver, B.C., Canada.

the estimation of floe sizes greater than 150 4. Canada, 1985, "Sailing Directions : Gulf and River
meters is possible. St. Lawrence", Department of Fisheries and Oceans,

b. Floe sizes obtained from the analogue data Ottawa, 493 pp.
averaged 116 m. Digital data average floe

sizes of 27 m.

c. Real timi analogue data provides gocd informa-
tion on the kinematic and dynamic characteris-
tics of the ice.

d. The areal sampling technique should be
selected over the grid approach in order to
provide a more accurate representation of the
distribution of floe sizes.

e. Ice motion information can be obtained from
both SAR and SLAR sequential imagery. Floes
can be recognized on both types of imagery.
In calculating ice motion, the approach
assumes a constant vector floe motion, which
is seldom the case in reality. In addition,
ice motions should be correlated with
climatological and oceanographic conditions
to determine their effect on ice movement.

f. Floe motion characteristics can be summarized
as follows:

(i) Short term dynamics
maximum velocity - 1.14 m/sec
mean velocity - 0.67 mlsec

(ii) SAR analysis (21 hurs) :
maximum - 0.39 m/sec
mean - 0.30 wIsec

(iii) Long tcrm SLAR analyses
maximum - 0.480 m/sec
mean - 0.16 m/sec

The C and X band SAR has been shown to be an effective
tool for the quantification of critical ice parameters
These data were used as data source for evaluating tae
impact of ice on a structure (Bercha, 1988).
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The areal extent of ice floes has been measured from Landsat imagery of the summertime Beaufort
Sea, spanning the five months between break-up and freeze-up. Areas were measured by digitizing
the floe boundaries directly from 1:50,000 scale photographic enlargements of Landsat images. After
each floe field was digitized, the digitized boundaries were plotted by a by a mechanical plotter so that
the digitized data cou!d be compared with the original data set. Following this, each floe was num-
bered and its area computed by means of a raster-scanning computer program. The resulting floe size
data were tested to determine whether they fit any numerical distribution. In general, the distribution
of floe areas was found to obey a power law: N(S) = NIS , where the counted number of floes per
unit floe size interval, N(S), is related to the number of floes in the particular distribution at unit floe
size, (NI), the floe size, (S), and X, a parameter found here to range between -1.33 and -2.06. The
value of X deceased from -1.33 in May to -2.06 in August and then increased to nearly -1.47 in Sep-
tember. An exponential relationship with X was found among the values of N1 from the various dis-
tributions: Ni = N0 e'15.14X. This relationship appears to hold regardless of the seasonal variation of
X. Thus, floe size distributions were found to obey N(S) = N0e'15.4s), with a value of No = 1.23 x
10.6, where No is die projected number of floes per unit floe size at unit floe size for X = 0.

Although not observed, a value ofX = -I was found by theoretical considerations to produce a floe
size distribution in which the apparent distribution of floe size is the same regardless of the scale at
which it is viewed. Based on the observed variation of X with season, it is hypothesized that such a
distribution might appear earlier in the year than the observing period reported here.
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ABSTRACT fishing industry, and agriculture in the adjacent
provinces. In response to these concerns, studies

The Paper describes the analysis of an extensive were carried out with the objective of characterizing
photographic data base of the ice conditions in the current ice regime within Northumberland Strait
Northumberland Strait in 1964 and 1965. The original and determining any impacts which a fixed bridge
photographs were obtained from a series of overflights crossing might have on this regime.
made throughout the two winters to monitor ice
conditions in support of a previous development plan Clearly, both of the above objectives require the
for a fixed crossing between Prince Edward Island and availability of a complete and reliable data base of
New Brunswick. The documentation available with the ice conditions and ice kinematic statistics describing
photographs was sufficient to permit scales to be the ice regime within Northumberland Strait. Tne
developed for the photographs and hence measurements initial studies carried out to determine the effect of
to be taken from the photographs. the bridge crossing on the ice regime and the effect

of the ice regime on the bridge piers, identified
Analysis of the photographic data resulted in serious deficiencies in the available data (Bercha and
considerable information on ice concentrations, ice Associates, 1987; Acres, 1987). These deficiencies
floe sizes, and ridge frequencies. The ice floe size included information on floe sizes, ice thicknesses,
data indicated a very high concentration of very small ridge frequencies, and depths of consolidation. As a
floes or cakes, with the largest category in the 0 to result of the gaps in the available ice data base, a
10 metre range. Ridge frequencies were found to vary nLmber of projects were initiated by Public Works
significantly throughout the length of the Strait with Canada to acquire the necessary data. The work
concentrations varying from 15 per km to 50 per km. described in this paper was based on a source of data

which was available. In the mid-1960's, a previous
The information obtained from the photographic data proposal to construct a fixed link between Prince
base was found to constitute a significant con- Edward Island and New Brunswick was carried to the
tribution to the available information on ice point at which construction had commenced. In support
conditions and statistics in Northumberland Strait of this development, a series of overflights surveying
and was used in parallel analytical studies directed the entire extert of Northumberland Strait were
at determining the possible effects of various bridge carried out for two successive winters. These flights
configurations on the ice regime within the Strait. were used to obtain general information on the ice
Because the photographs were acquired for a variety of concentrations and extent of fast ice within the
operational, sensor, and target parameters, they Strait, aj well as to obtain a series of photographs
required the development and application of some of the ice conditions. Figure I shows the general
unique photogrametric techniques. These included region of Northumberland Strait with the individual
analysis of error bounds on the results, flight lines identified.

KEYWORDS: Photographs, interpretation, ice, The photographs were obtained with hand-held 35mm
floes, ridges, cameras and a variety of fixed focal length lenses.

Fortunately, many of the photographs were supported
INTRODUCTION by excellent documentation which provided aircraft

altitude and camera configuration, as well as cross-

The currsnt proposal to construct a fixed link reference to the location of the photograph.
crossing between Prince Edward Island and New Pzeliminary examination of the photographs indicated

t, n. .. a -.. S.. . . , h tr --..... .th a th r ; u fflultnx. uup por ti ng do cum ent ation to

significant concerns regarding the possible socio- permit scales to be deduced and hence dimensions in
economic and environmental impacts. One of the the horizontal plaae to be determined. With this
primary environmental concerns has been the impact of capability, the data could be used to obtain floe
a fixed bridge crossing on the ice regime in sizes and ridging frequencies, although other
Northumberland Strait and any modifications of that parameters, such as ridge height, could not.
ice regime whirh might affect vessel traffic, the
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principal point of the photograph permits the
The data, aa received, consisted of approximately calculation of the depression angle for that
1,000 photographs consisting of both colour slides photograph. Once the depression angle is obtained, a
and black and white prints. Negatives for the prints grid with any previously specified grid spacing may be
wire available. The data base was reviewed to readily produced. Figure 2 gives an example of a high
determine the availability of supporting documentation oblique photograph with a lOOm grid overlain. The
consisting of photograph location, nircraft altitude, grids were developed by microcomputer and plotted on
and camera/lens configuration. Photographs for which transparencies.
all supporting documentation was not available, were "'°"r ",-* ; =:
not used for analysis. Ultimately, several hundred . .. , , ....... _ . ....... •.
photographs were found to have sufficient
documentation to permit analysis. Photographs of the
fast ice regime at the two shorelines and photographs
of open water were not included in the analysis of -

floe sizes although were clearly useful in the
identification of general ice conditions.

C E'

Each of the selected photcgraphs was reproduced to a
fixed enlargement to simplify the interpretation
process.-

MEASUREMENT TECHNIQUES

The po~otographs could be divided into two 015t2.nct ----
categories: high oblique photographs which included
a horizon, and low oblique photographs which did not.
The preparation of a perspective grid for a photograph
for which the vanishing point can be determined, is
gall-defined in the literature (sgtes etal, 1983). FIGURE 2 - HIGH OBLIUE PHOTOGRAPH
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The development of a grid for low oblique photographs " "
is more difficult because no horizon is visible. For '

these photographs, the depression angle for the
photograph must be estimated. Once this estimation /
has been made, the preparation of the photograph grid A#

follows the same process as that used for the high ,
oblique photograph. Nevertheless, the error in
estimating the depression angle may lead to "
unacceptable errors in the determination of the
perspective grid. Figure 3 shows the various angles
involved in the development of the perspective grid
for a low oblique photograph. In practise, it was
found easier to estimate the angle than the
depression angle

0 tPESStO d 

9

0k

RFIGURE 4 - LOW OBLIQUE PHOTOGRAPH

Figure 5 shows a histogram of ice floe data for the
1964 winter while Figure 6 presents a similar

FIGURE 3 -LOW OBLIQUE ANGLES histogram for the 1965 winter. The heavy
preponderance of floes in the 0-lOm range is evident

For low values of (10-30) the error in the grid from both figures. Fu., her, it may be noted that the
scale induced by an error in the value of alpha was
minimal. As the angle alpha became larger, the error
induced in the grid scale increased to the point where FIGUE 5: FLOE SIZE HISTOGRAM
such errors were unacceptable. Therefore, photographs 1964
that fell into this latter category were therefore not SAMPLE SIZE (Theusands)
used for ice property measurement. Figure 4 gives an 8
example of a low oblique photograph with the resulting
grid superimposed. A number of photographs included, Po uuon = t35o

as subjects, identifiable objects whose dimensions M.,n.o7

were known. This allowed the estimation techniques .
for the angles to be refined.

RESULTS 4

For the floe size measurements, 10 floe size
categories varying from 0 to 10m for the smallest
category, to over 500m for the largest category were 2,.
used. For each photograph, a grid was plotted on a
transparency and overlaid on the photograph. Each
identifiable floe was measured by first obtaining the
largest lateral dimension and then obtaining the 0 0 10 0 0 00 0 50 2 00 500 1000

greatest dimension in a direction perpendicular to the FLOE SIZE (m)
first dimension. Floes were categocized according to
their largest dimension. The number of floes measured
on individual photographs varied widely, with some
photographs yielding only a handful of ice floes while proportion of floes whose larger dimension is greater
others yielding several hundreds. The data for each than 100m is quite small, less than 10% of the total.
of the two years were kept separate as was data for This is further illustrated in Figure 7 which shows
different periods of each winter. This latter the cumulative floe size distribution based on both
separation of the data was not entirely satisfactory years of data. This distribution is based on the data
as a number of periods of the winter were represented of Figures 5 and 6 and thus represents a numerical
by only a few photographs. Early attempts to distribution curve for the floe size data. When the
categorize the ice tioe data by location withn the same data io pruue Led db an areal concentration, the
strait were found to be unsupportable. second (upper) curve of Figure 7 is obtained.
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FIGURE 6: FLOE SIZE HISTOGRAM u I - Rm ,Woa muns
1965 (Rids, wA)

SAMPLE SIZE (Thousands)

Popu.hUou - 7088 YeED
Mesa - 35 44 m ompete Wt of 1 p tuitn - Sm Born tlerwr

Srat cp stun - Sea ON W to to

1"ova- y 33.7 21.3 4S.8 42.7

Mulch 22.6 2.2.4 20.4 24.7

2 . ... . Al 25.2 - - M6

Herd, 94 2S.2

Meud, 165 "9.71

n~mited &t.

C CONCLUSIONS

10 C 'Do 200 300 500 1000
FLOE SIZE (M) In conclusion, an archived data base of photographs

of ice conditions in a specific region within the Gulf
of St. Lawrence represented a valuable source of
information on ice properties in that area. Using

Some of the photographs were also used to obtain ridge existing photogrammetric techniques and some
frequency data. The frequency and the severity of the flexibility in interpretation, the data base yielded
ridging process in Northumberland Strait was a significant contribution to the available
considered to be important in the evaluation of all information on floe size distributions and ridge
ice-related effects of the construction of a bridge, frequencies within Northumberland Strait. It was
While the measurement of ridge sail heights from the found that the numerical concentration of ice floes
photographs was not possible, data was obtained on the was significantly biased towards the small floe size
frequency of ridging. This was carried out by of cake in the category 0-10m; however, when presented
obtaining greater enlargements of a number of as aerial concentrations, the probability of
photographs, preparing scaled grids similar to those exceedence curve became almost linear. Ridge
prepared for the floe size data, and determining the frequencies within Northumberland Strait varied
frequency with which grid lines intersected ridges, between 20 and 30 ridges per kilometre with sig-
The data resulting from the ridge frequency analysis nificant variations between different areas of the
is presented in Table I from which it may be seen that Strait.
the average ridge frequency in Northumberland Strait ACKNOWLEDGEMENT
lies between 20 and 30 ridges per kilometre with sig-
nificant variations between the two years of data, This paper is presented in the memory of Valerie L.
between months of the winter, and even over regions Shaw whose enthusiasm and guidance contributed
oC Northumberland Strait. significantly to the work described.
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Abstract- Although SAR imagery is recognized as the best 2 SAR Image Data Set
medium for providing ice motion information, it is not free from
the possibility of error Problems arise due to the vastness of the The data set for this study consisted of a pair of images (Figures
image data set, the presence of noise, the lack of ground control 1 and 2) from the 1986 STAR 1 reconnaissance flights by CAN-
points and the idiosyncrasies of the material behavior of ice as ARCTIC (de Bastiani, 1987). The imagery was geometrically
they affect remote sensing. A set of 191 ice displacements was rectified by Intera Technologies of Calgary, ALTA.
extracted front two sequontial SAR images and the error present The images show the ice floe activity in Lanc.tster Sound near
in these displacements was assessed. Brodeur Peninsula on Dec. 5 h and 9 1h, 1986. The ice is moving

predominantly east (de Bastiani, 1987). Large floes from Barrow

Keywords-SARinmagery, pack ice motmon, Lancaster Sound Strait are responsible for the rafting of long, thin floes of ice
(finger rafting). A shear plane exists at the mouth of Navy Board
Inlet due to last fast ice in the inlet.

1 Introduction 3 Image Preprocessing

SAR imagery of Arctic pack ice has become the major source of 3.1 Data Compression
ice behavior information because of its ability to provide 24 hour
per day, all weather coverage (Vesecky et al, 1986). SAR also has Before compression, common resolutions of SAR images are 25
the capability to provide data at a dense sampling rate (Hall and m and 4 or 12 s for satellite and aircraft originating images re-
Rothrock, 1981); this is of importance to real-time forecasting spectively. This high resolution leads to problems when storing

(Fily and Rothrock, 1986). and manipulating such an excessive data set. In order to contain

However, SAR imagery can be far from the ideal medium to the data for the motion in an area of several hundred kilomne-

relay ice pack information. The size of an image data set can be tres, thousands of megabytes (MB) of diskspace may be required

unmanageably large, both in terms of the computer disk space Graphic display packages and image processing systems may also

required to store it and the active menmory required during manip. be restricted in the amount of data they can manage. Since ice

ulation. Further, the bulk of the data set is usually unjustified as analysts recognize 100 m pixel resolution as sufficient to describe

SAl imagery provides far higher resolution than is necessary for the ice motion (DeAbreu, 1987), the size of the data set could

normal uses. Also, speckle or noise can severely degrade the qual- be greatly reduced if the resolution was lower. This study com-

ity of SAR imagery and SAR images are often difficult to register pressed the original images by a factor of 8 in both directions

accurately to a coordinate system since they may contain few, if using a median filter; that is, each 8 x 8 pixel area was replaced

any, ground control points. If land features are present in the by the median of the area. The resulting size of the images was

imagery, they can be used to register the images (as can maps), 512 x 512 pizels or 50 x 50 km which implies a pixel resolution

but distortion within the imagery can provide a significant prob. of approximately 100 x 100 m.

lem. The current technology of the inertial navigation systems
which are an alternative source of ground location information is 3.2 Speckle
also poor. Other problems arise as a result of the material char-
acteristics of the ice which ib remotely semted. The SAR semis The doninant radinietric noise source in SAR is speckle (Hud-
the electrolytic properties of the surface below it; this means that son, 1987). It has been shown to be signal dependent by model-

the signal reflected back is affected by the salinity and tempera- mag it as multiplicative noise (Curlander et al, 1985). However,

ture of the ice (Curran, 1985), the presence of snow (Kim et al, despite efforts to extract information from speckle, it generally

1985) and seasonal thaw (Livingstone et al, 1987). This study degrades the quality of imagery. Therefore, it is desirable to elimi-

determines ice displacements from sequential SAR imagery and nate speckle with minimum loss of resolution. Speckle is normally

gives an expression for the maximum possible error inherent in removed using filters which consist of replacing a pixel window

the imagery and displacements. by the mean, median or mode value of the area. Unless the n-
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ages are very poor quality (eg. fuzzy), the speckle content of an to be constant over all (x, y), that is
image is usually insignificant after compression. In this study,
speckle was significantly reduced by the 8 x 8 pixel median filter AYdO-dees = Co (1)
compression and so no further processing was necessary. w C. -5.9

whr ois -59pixels.

For the azimuth distortion check, points could be taken along
the complete side since land was present along an entire side of the
imagery. A regression of the azimuth offset Ax and the location
(x, y) and a 95% confidence limit did detect a dependence of Ax
with x. It can be written as

SAxiec.,des = Bo + Bix (2)

t where B. = 434 pixels and B, is 0.016. This dependency could
P be the result of a constant acceleration by the aircraft on either

or both of the Dec. 5h or Dec. 91h flights. For x ranging front 0
to 512 pixels, the maximum, value of Bx is 8 pixels. This error
was compensated for by subtracting off the distortion front each

B xtodur NAMIs data point as a function of T.

5 Extracting Ice Displacements
Figure 1: December 5, 1986 radar image Homologous ice features were selected using a digitizing program

,,. "-4*:, and the relative change in position of a floe from Dec. 5t' to
Dec. 9 1h gave the displacement. In total, 191 pairs of points were
selected (Figure 3). In agreement with the assessment of the
ice motion in Lancaster Sound during Dec. 1986 by de Bastiani

-.. (1987), the floes were found to be strongly eastward and linear.
Considering the effective ice pack area in tie images (35 x 50

kin), the density of data points was equivalent to approximately
'Z: 7.1.7.. 0.11 data point per kin2 . This density is comparable with thai

obtained by Hall and lothrock (1981). For their 20 kin scale ice
fw .. ,.motion study, they used a density of .jL, or 02611. This study

2km km hi d4
observed a larger scale of ice motion (on a scale of 44 kin) and
so a 0.I ,i density is reasonable.

There are four contributing sources of error in the observed
ice displacements; they occur as a result of errors in cursor po-

.. I sitioning, feature detection, image resolution and distortion in
4 .. -, ;P+.4 both the azimuth and range directions, i.e. along and across thetrack.

Figure 2: December 9, 1986 radar image The error to pinpoint the cursor is a systematic error which
represents the difference between the selected point and the point

4 Image Registration which the cursor actually digitizes. It is quantified as ± 100 in
for both points of the displacement pair. The second source of

The generation of observed displacements front the sequential ira- error, the error in featurc detection, consists of a ± 100 in error
ages requires the registration of the imagery. The images were for each point of the displacement pair to allow for the possibility

first mapped together using a set of tie points of easily identi- that the selected feature lies right on a pixel boundary. There is

fiable land features aiid the coordinates were calculated relative also a ininiinuim error of ± 100 in for the second point in order

to the southwestern corner of the l)ec. 51b image. Because of the to ensure that it represents the same feature as the first point If
orientation of the land in the images, the tie points were well the images or sections of it are blurry, then this iiiininuun value

distributed in only one of the cartesian directions with ten points will increase.
being selected. The iniage offset was an average of 441.0 and -5.9 The resolution of the iiiiage is the third contributing source
pixels (approximately 44.1 kin and -0.6 kin) in the azimuth (x) of error. As a result of the resolution, features may appear up
and range (y) directions respectively, to a pixel away from where they actually are and no displace.

To test the difference between the ten data pairs and their nments can be measured which are less than the resolution of the

inean offset, a trend representing a discrete diflerence between system (Curiander et at, 1085). In the pruscnt sludy the pixd,
the two inages as ,pposed to randora distortion, was investi- or elemental image unit, represented 100 in x 100 in of actual

gated. The distortion in both the azimuth and range directions coverage; this leads to a possible error of:

was esti.iated. The range distortion check was limited to the e2 = 2 + (3)
width of the land (about 1 of the width of the inmage). A re-

gression between the range offset Ay aid the location (x,y) was = 1002 + 1002

nmade and a standard statistical test at 95% confidence found Ay = 20000 n2
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N Co-kriging was used to estimate the displacement values at

regular intervals of approximately every 7 ki. This spacing was
compatible with the specifications required by ice analysts and
navigators in ice motion forecasting (DeAbreu, 1987). The co-
kriging procedure was perforned using all the (191) observed
displacement points. The vector field is shown in Figure 4.

soB.odevu Pemn.sul. .

.x d e S- .--..... --....- -- s c- e

' Ictor d6plMemtnt 3CAle. SO km

Figure 3: Observed Displacement Data Set '.

so that c = 100V2 or about 140 n in each axial direction. flow- Btodeut Pennsula Q,

ever, this 140 in resolution error is only a lower bound. The ¢d.sta-t scale. 5 km

actual nininiui size of the floe which call be identified depends -, Vetor dsplaement scale: s0k--

on the features present in the imagery. Curlander et al (1985)
state that in areas of uniform backscatter, floes had to be at least Figure 4: Co-kriged Displacement Data Set
80 pixels long before they could be identified.

The final contribution to tie error in tile observed ice dis-
placements is due to the error in registering the images to one 6 Conclusions
another. Although the distortion component could be identified
and removed, tie random error component (or unexplained vatS- After compressing the data set to a manageable size and reducing
ation) resulting front image registration must be included in tile speckle, but still maintaining a pixel resolution acceptable to ice
sources of error The random error as determined by time regres- analysts, the images were registered relative to each other. A lin-
sion of equat ions (I) and (2) is 110 m and 140 in in the azimutlh ear distortion which varied front 0 to 8 pixels along the azinmut It
and raiige directions respectively, dimension was detected with 95% confidence. It was caused by

Table 1. Components of error for observed displacements a surge in the aircraft's velocity in the flight path direction. Dis-
-i - tortion in the range direction was not significantly different from

Error Comuponent 10 l'oit 2nd Point Total zero for the range data which could be extracted. Tie total error
of Pair of Pair For Pair in the displacements was given as the sum of the components

Cursor Positioning ± IU i 1 100 In 200 in despite tie fact that some imay tancel. The naximun possible
Feature Detection ± 100 in .1 200 in . 300 ni error in the 191 ice displacements was ± 1030 in of 2.3% relative
Resolution ± 140 in ± 140 in ± 280 m to the average displacement.
Registration ± it0 in 51,10 m ± 250 in
Total Error ± 450 il l 580 in ±1030 in 7 Acknowledgement
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